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Scheduling of n job-groups through m identical and different efficiency parallel machines
with minimum makespan is a scheduling of n job-groups problem. Each job-group i, q; denoted as

quantity and p; denoted as processing time, is scheduled on m parallel machines with identical and

different efficiency; k ] denoted as the efficiency of machine j. Moreover, each job needs to be

completely produced in each machine. For mathematical model which is solved the optimal solution
within 1 hour; the increasing of processing time per unit does not affect to computational time. But the
increasing of quantity of job-groups, number of machines and number of job groups dramatically affect
to computational time. Consequenfly, this research represents fouf heuristic methods; (1) LBLP method
(Lower bound linear programming relaxation), (2) PRLP method (Packing and remaining linear
programming relaxation), (3) ELPT method (Efficiency paralle]l machines with longest processing time)
and (4) EBFD method (Efficiency parallel machines with best fit decreasing). The first and the second
methods are applied with linear programming relaxations and the third and the fourth methods are
applied with greedy algorithm. In different size of problem instances, we recommend mathematical
model for the optimal solution. But the good result with the limitation of time, heuristic methods are
recommended with appropriate size of the problem. The appropriate method for the small size of problem
" within an hour of computational time is LBLP method. There are three appropriate methods for the
medium size of problem instance; PRLP, ELPT and EBFD method. The LBLP method is not appropriate
in this size only. However, the EBFD method could be solved the instances with quantity {1, 100] only.
The ELPT method is appropriate for the large size of problem instances and the largest of instance is
50 job-groups and 50 machines problem with [5000, 10000} of quantity of job-groups. The
development of four heuristic methods should be applied by following appropriate size of problem or

purposed of solution performance and extreme benefit in application.





