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ONIOM-BSSE SCHEME FOR OH…π SYSTEM AND 
APPLICATION ON HIV-1 REVERSE TRANSCRIPTASE 

 
INTRODUCTION 

 
One of the major goals of chemistry in recent times has been the investigation 

and understanding of week intermolecular interactions. These interactions are very 

important in diverse fields ranging from organic chemistry, organometalic, 

biomolecular structure, supramolecular assembly, crystal packing, reaction selectivity, 

molecular recognition, drug-receptor interaction and so forth. On the basis of these 

interactions, not only theoretical studies but also experimental realizations of novel 

functional molecules, a nanomaterial and molecular device have become possible 

(Kim et al., 2005). The conventional H-bond (A-H...B), wherein both the donor A and 

acceptor B are electronegative atoms, has been experimentally and theoretically 

characterized in fine detail. These characterizations also include variants of the 

conventional H-bond like short strong H-bonds and dihydrogen bonds. However, little 

is known about weak interactions involving π systems such as the π…π and π…H 

interactions (Tarakeshwar et al., 2000).  

 

π-H interactions involving π systems are interesting both from a practical and 

theoretical point of view. This is because they can be used as model systems to 

examine the nature of hydrophobicity at the molecular level and help distinguish the 

limits of what should or should not be considered as “hydrogen bonds”. Although a 

number of experimental studies of weak interactions involving π systems have 

invoked the π-H interactions to explain conformational preferences in organic and 

bio-molecules, crystal packing, host-guest complexation, it has been difficult to 

estimate their intrinsic stability in vivo. Thus, theoretical calculations are the only 

recourse to obtain reliable estimates of their stability and understand their origin. 

However, the lack of detailed investigations of these interactions has given rise to 

different interpretations of the π H-bond with earlier studies attributing the formation 

of a π H-bond to be due to electrostatic interactions, with the π-cloud of the olefinic 

or aromatic system behaving as an electron donor or proton acceptor. As a result of 

this interpretation, the strength of the π…HY interaction has been entirely correlated to 
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the electronegativity of Y with the nature of the π system (olefinic or aromatic) 

having no role therein. Given the number of recent studies highlighting the 

importance of dispersive forces in governing the strength of interactions involving π 

systems, it becomes important to obtain a reliable estimate of the contributions of 

these individual interacting forces for π-H interactions of different π systems (Kim et 

al., 2000). This detailed understanding of the physical origin of the π-H interaction, 

apart from resolving many of the misleading notions of the π-H interaction, would 

also aid the development of force-fields capable of accurately representing these 

interactions. 

 

Theoretical study intermolecular H-bond is difficult, and the most accurate 

techniques should be applied. Consider the structure evaluation and particularly the 

influence of the basis set saturation effect. Routinely the structure of a complex is 

optimized by a gradient technique on the basis set superposition error (BSSE)-

uncorrected potential-energy surface and the final stabilization energy determined for 

the calculated structure by a posteriori applying BSSE corrections, e.g., the function 

counterpoise (CP) procedure proposed by Boys and Bernardi. Such a treatment is 

incorrect because both the final stabilized energy and also the structure and other 

properties (e.g., vibration frequencies) of a complex are affected by the BSSE 

correction. Therefore, this correction should be included in the structure and 

properties determination at least at the CP approximation (Hobza et al., 2000).  

 

Nowadays, development of x-ray crystallography has provided more than 50 

valuable crystal structures of HIV-1 RT, which are available in the Protein Data Bank 

(RCSB PDB, http://www.rcsb.org) (Berman et al., 2000). The crystallization structure 

of the wild-type of HIV-1 RT in complex with nevirapine inhibitor at 2.2 Å 

resolutions, displayed in Figure 1, has been reported previously (PDB code 1VRT) 

(Ren et al., 1995). Residues at the non-nucleoside binding site are mainly 

hydrophobic contacts. Structure of nevirapine inhibitor consists of two pyridine rings 

and cyclopropyl group that contact to the side chains of residues in the binding sites 

pocket.  Interaction of pyridine ring and aromatic side chains of Tyr181, Tyr188, 
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Trp229, and Phe227 in the binding sites play an important role and these residues 

consist of aromatic side chains.  It is found that mutations of these residues reduce the 

binding of inhibitor. However, despite intensive experimental investigations, the 

detailed origins of enzyme and inhibitor interaction remain unclear (Tantillo et al., 

1994). This question is of crucial importance. Better understanding is vital for the 

analysis of activities of mutant or designed proteins, and for the design of inhibitors as 

pharmaceutical lead compounds. 

 

 
Figure 1 The structure of HIV-1 RT, coded 1VRT.pdb. 

 

In theoretical investigation for the enzyme inhibitor interaction, the number of 

atoms in the molecular system makes it impossible to study with the accuracy of the 

method used and is limited by the computational effort required. Recently, the 

development of multilayer integration method in computational chemistry became 

more feasible to investigate the large molecular system. Now, the ONIOM method 

has been introduced and its efficiency has been applied over the year (Hannongbua et 

al., 2003, 2005). In the ONIOM approach, a large molecular system can be partitioned 

into multilayer regions and treated different levels of theoretical methods. The inner 

layer or the region of the reaction occur was used a high level of ab initio or DFT 

(Density Functional Theory) methods (Morokuma et al., 1996). 
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In this present study, quantum mechanics (QM) and our own n-layered 

integrated molecular orbital plus molecular mechanics method (ONIOM) are applied 

to the alcohol-ethylene and HIV-1 RT/nevirapine complexes with the aims of: 

 

1. Investigate of the local structure of OH . . . π interaction between alcohol-

ethylene systems 

 

2. Comparing of the local structure of alcohol-ethylene systems, by using 

QM and ONIOM calculations. 

 

3. Comparing of the local structure of alcohol-ethylene with and without 

BBSE optimization. 

 

4. Propose of the ONIOM-BSSE scheme for binding energy correction of the 

ONIOM calculations. 

 

5. Test of the applicability of the ONIOM-BSSE scheme on the HIV-1 

reverse transcriptase at the binding pocket system. 
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LITERATURE REVIEWS 

 

The H-bond plays a key role in chemistry, physics and biology and its 

consequences, such as the properties of liquid and solid water, were observed before 

the bond was identified and named. For a historical survey, dating back to the 

beginning of 20th century, the reader is referred to first chapters of recently published 

monographs on H-bonding: An Introduction to Hydrogen Bonding by Jeffrey, The 

Weak Hydrogen Bond by Desiraju and Steiner, and Hydrogen Bonding by Scheiner. 

The term “hydrogen bond” was probably used first by Linus Pauling in his paper 

(1931) on the nature of chemical bond. 

 

The importance of H-bonds is enormous. They are responsible for the 

structure and properties of water, an essential compound for life, as a solvent and in 

its various phases. Further, H-bonds also play a key role in determining the shapes, 

properties, and functions of biomolecules. 

 

Dewar, in 1946, suggested that π-complexes could be formed with the π-

system acting as a proton acceptor. The earliest reported theoretical calculation of a 

“π hydrogen bond” (water-formaldehyde system) was carried out by Morokuma and 

coworkers (Morokuma et al., 1971). However, the π-complexes formed through the 

involvement of polar π-bonds are not equilibrium structures, i.e., when the constraint 

of perpendicularity is removed, the complexes relax to a more stable dimer in which 

the hydrogen bonding occurs through a lone pair of electrons. On the other hand, the 

π-complexes formed by molecules possessing nonpolar π-bonds, such as ethene and 

benzene, are equilibrium structures and hence can be experimentally observed. Given 

this distinction, it is useful to explore the features of these π-complexes formed by 

nonpolar π-bonds. The nonpolar systems considered include the rare gases, the dimers 

of oxygen and nitrogen, the dihalogens, and various hydrocarbons. It should be noted 

that though phenol, benzonitrile, and a large number of purines and pyrimidines are π-

systems, their interactions with various countermolecules are mediated through the 
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substituents constituting them rather than through the π-bonds (Schiefke et al., 1995; 

Watanebe et al., 1996; Matsuda et al., 1999).  

 

 Much experimental and theoretical effort has been directed toward obtaining a 

quantitative description of hydrogen bonding by studying water (Kim et al., 1992) and 

methanol clusters (Curtiss et al., 1979; Odutola et al., 1979; Castleman et al., 1985). 

Thus, detailed information of the hydrogen-bonding profiles of these systems has 

been obtained from high-resolution microwave and far-infrared spectra (Morokuma et 

al., 1971).  Most of the theoretical investigations of these clusters have been restricted 

to the determination of the most stable structures, the corresponding interaction 

energies, and harmonic vibrational frequencies. 

 

In the case of the interactions of π-systems with various water (Carney et al., 

1999; Mons et al., 1999) or methanol clusters (Brutschy et al., 1991; Gruenloh et al., 

1999), the H-bonding interactions existing between the monomers in these clusters are 

much stronger than the π-or σ-type of the interaction which exist between the clusters 

and the π-system. Thus, there are little changes in the gross structural features of the 

water clusters in the neutral state and in their complexes states with the π-system. 

This features is particularly exemplified in the infrared spectra and ab initio 

theoretical investigation of Bz-(H2O)8 (Courty et al., 1998), wherein it was shown 

that a cubic water octamer structure is π-bonded to the aromatic ring. 

 

The earliest theoretical study of the interaction of water with nonpolar π-

system was carried out by Del Bene in 1974 (Augspurger et al., 1993). Using the 4-

31G basis set, the optimization of ethylene-water and acetylene-water at the Hartree-

Fock level yielded minimum energy and geometries which are remarkably accurate 

for the level of calculations. However, the calculated interaction energies are 

expectedly low due to the non inclusion of correlation. In 1983, the first high-level 

calculations of the interaction of ethylene with first row hydrides were carried out. It 

was found that in ethylene-water, acetylene behaves as a proton donor. Around the 

same time, Kerlstrom carried out the first ab initio calculations of the interaction of 
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benzene with water. An intermolecular potential obtained from these calculations was 

employed in the Monte Carlo and molecular dynamics simulations of the interaction 

of water with nonpolar solvents (Linse et al., 1984). These theoretical studies were 

followed by the first matrix isolation studies of acetylene-water, ethylene-water and 

benzene-water by Engdahl and Nelander (Nelander et al., 1984). These IR 

investigations led to the first experimental confirmations of water being hydrogen-

bonded to the π-orbital system of benzene and ethylene (Engdahl et al., 1985). In the 

case of the acetylene-water complex, it was confirmed that water behaves as a proton 

acceptor.  

 

The existence of the OH…π H-bond in the benzene-water and benzene-

methanol complexes initiated speculations about the existence of the CH…π H-bond. 

The formation of the CH…π bond was supported by experimental (Janda et al., 1975) 

and theoretical (Hobza et al., 1994) finding of an equilibrium structure of benzene 

dimer where the T-shaped arrangement of aromatic rings was believed to the 

stabilized by the adjoining C-H…π H-bond. The T-shaped arrangement of aromatic 

ring is rather common in a biological environment and stabilizes, such as the structure 

of phenylalanine (Hunter et al., 1991). This arrangement was also found in many 

crystal structures. Quantum chemical calculation showed that this arrangement is 

quite stable. 

 

The benzene dimer was first investigating theoretically. The T-shaped 

structure of the dimer was optimized at the correlated MP2/6-31G(d) level. The C-H 

bond of the proton donor, which points to the center of the opposite benzene ring, is 

the shortest among all the C-H bonds. Improving the calculation did not change this 

result. Extending the basis set to 6-31G(d,p) level gave exactly the same result. The 

harmonic vibrational frequencies were evaluated at both basis sets mentioned above 

the proton-donor C-H stretch vibrational frequency did not predict the expected red 

shift typical for H-bonding but rather a large blue shift of 48 cm-1. The C-H potential 

in the dimer is anharmonic, and therefore, there was doubt as to whether it is not the 

harmonic approximation that is responsible for the unexpected prediction of the blue 
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shift. The anharmonic C-H stretch vibration frequency was estimated at three different 

levels. The simplest model, considering the one-dimensional C-H anharmonicity, 

provided an even larger blue shift than the harmonic approximation. The two-

dimensional model, which took into account the intermolecular benzene…benzene 

stretch, provided a blue shift of 54 cm-1. Finally, a model using effectively all of the 

remaining coordinates predicted a blue shift of 56 cm-1, similar to the two-

dimensional approach. The anharmonic calculations confirmed the surprising results 

of the C-H stretch frequency of the proton donor upon dimer formation (Hobza et al., 

1998). 

  

 A new method for correcting the basis set superposition error (BSSE) in        

ab initio quantum calculations of hydrogen-bonded (H-bonded) molecular complexes 

were investigated by Muguet (Muguet et. al., 1995). The Hartree-Fock molecular 

orbitals (MOs) were first localized which the localized MOs (LMOs) were then 

separately attributed to of the component or fragment molecules. They set to a zero 

value the LMO coefficients relative to the AOs belonging to all the other partner 

molecules or molecular fragments. After purification of the “off-fragment” 

coefficients, the LMOs were then reorthonormalized. The resulting wave function 

constituted a first level of approximation to a BSSE-corrected wave function. An 

iteration procedure was then implemented, comprising the following steps: HF MOs; 

localization; fragment attribution; off fragment purification and so on. The coverged 

wave function satisfied a self-consistent equation. The scheme could be extended to 

MCSCF wave functions. The MCSCF MOs were localized, and then off-fragment 

LMOs components were eliminated. The resulting LMOs were reorthonormalized to 

generate a MO basis for a CI computation. 

 

 The (H2O)n and benzene-(H2O)n (n=1, 2, 3) clusters had been characterized by 

means of the MP2 and density functional methods. The minimum-energy structures 

were optimized, and the harmonic frequencies were calculated for both the benzene-

water clusters (BWn) and the free water clusters (Wn). The Wn clusters were π-

hydrogen-bonded to the benzene ring, with the strength of this interaction being 

greatest for BW2.  The geometries of the Wn portions of the BWn clusters were found 
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to be close to those of the free water clusters, with the perturbation due to the 

interaction with the benzene being greatest for BW3. For the OH stretching modes 

good arrement was found between the calculated and measured OH stretch IR spectra 

for both Wn and BWn cluster. Both geometric and electronic effects were responsible 

for the significant changes in the OH stretch IR spectra brought about by the 

complexation of the water clusters with the benzene molecule which this were 

investigated by Fredericks and Jordan (Jordan et al., 1996) 

 

 Medium-size basis sets were proposed to evaluate efficiently the dispersion 

interactions of hydrocarbon molecules. (Tsuzuki et al., 1998)The aug(d,p)-6-311G** 

basis set was prepared by the augmentation of the diffuse d and p functions  to the 6-

311G** basis set. The aug(df,pd)-6-311G** basis set was prepared by the further 

augmentation of the diffuse f and d functions to the aug(d,p)-6-311G** basis set. The 

calculated MP2 and CCSD(T) intermolecular interaction energies of methane, ethane, 

propane, ethylene, acetylene, and benzene dimmer with these basis sets were 

compared with those calculated with Sadlej’s basis set and Dunning’s correlation-

consistent basis sets. Although the aug(d,p)-6-311G** basis set was more compact 

than Sadlej’s basis set, this basis set was more effective to evaluate the dispersion 

energy.The aug(df,pd)-6-311G** basis set was considerably smaller than Dunning’s 

cc-pVQZ and cc-pV5Z basis sets. The calculated interaction energies with the 

aug(df,pd)-6-311G** basis set were close to those calculated with the nearly BSSE 

free cc-pVQZ and cc-pV5Z basis sets. 

 

 The internal rotational barrier heights of phenol and anisole were calculated 

using several basis sets up to cc-pVQZ with MP2-level electron correlation correction 

to evaluate the basis set effects. The calculations showed that the effects of the further 

improvement of the basis set beyond the cc-pVTZ were very small. Although the 

electron correlation substantially increased the barrier heights of the two molecules, 

the effects of the electron correlation beyond the MP2 method were not large 

(Tsuzuki et al., 2000). The barrier heights calculated with the CCSD(T) method were 

close to those with the MP2 method. The internal rotational potentials of methoxy and 

hydroxyl groups of o-hydroxyanisole were calculated at the MP2/cc-pVTZ//HF/6-
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311G** level. The calculated potentials were compared with those of phenol and 

anisole. o-hydroxyanisole preferred planar structure in which the hydroxyl group had 

an intramolecular hydrogen bond with the oxygen atom of the methoxy group. The 

calculated torsional potential of the methoxy group had the maximum (7.30 kcal/mol) 

when the methoxy group rotated 1800 from the minimum energy structure, in which 

the hydroxyl group did not have the hydrogen bond. The barrier height of the 

methoxy group of o-hydroxyanisole was considerably larger than that of anisole  

(2.99 kcal/mol). The internal rotational barrier height of o-hydroxyanisole showed 

that the intramolecular hydrogen bond greatly stabilized the energy minimum 

structure and that the hydrogen bond strictly restricted the conformational flexibility 

of the methoxy group. 

 

 The nature and origin of the π-H interaction in both the ethane (olefinic) and 

benzene (aromatic) complexes of the first-row hydrides (BH3, CH4, NH3, H2O, and 

HF) had been investigated by carrying out high level ab initio calculations. The 

results indicated that the strength of the π-H interaction was enhanced as one 

progresses from CH4 to HF. Unlike conventional H-bonds, this enhancement could 

not be simply explained by the increase in electrostatic interactions or the 

electronegativity of the atom bound to the π H-bonded proton. The contributions of 

each of the attractive (electrostatic, inductive, dispersive) and repulsive exchange 

components of the total binding energy were important (Kim et al., 2001). Thus, the 

inductive energy was highly correlated to the olefinic π-H interaction as they progress 

from CH3 to HF. On the other hand, both electrostatic and inductive energies were 

important in the description of the aromatic π-H interaction. In either case, the 

contribution of dispersion energies is vital to obtain an accurate estimate of the 

binding energy.  

 

 Model chemistry for the evaluation of intermolecular interaction between 

aromatic molecules (AIMI Model) had been developed. The CCSD(T) interaction 

energy at the basis set limit had been estimated from the MP2 interaction energy near 

the basis set limit and the CCSD(T) correction term obtained by using a medium size 
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basis set. The calculated interaction energies of the parallel, T-shaped, and slipped-

parallel benzene dimers were -1.48, -2.46, and -2.48 kcal/mol, respectively        

(Tsuzuki et al., 2001). The substantial attractive interaction in benzene dimer, even 

where the molecules were well separated, shows that the major source of attraction 

was not short-range interactions such as charge-transfer but long-range interactions  

such as electrostatic and dispersion. The inclusion of electron correlation increases 

attraction significantly. The dispersion interaction was found to be the major source of 

attraction in the benzene dimer. The orientation dependence of the dimer interaction 

was mainly controlled by long-range interactions. Although electrostatic interaction 

was considerably weaker than dispersion interaction, it was highly orientation 

dependent. Dispersion and electrostatic interactions were both important for the 

directionality of the benzene dimer interaction. 

 

 The interactions of the first-row hydrides (NH3, H2O, HF) with ethane had 

been investigated by carrying out calculations, at the second order Møller-Plesset 

(MP2) level of theory using both the 6-31+G* and aug-cc-pVDZ basis sets. Unlike 

previous investigations of these systems, the geometries and vibrational frequencies in 

the present study were obtained by carrying out explicit counterpoise correct 

optimizations (Tarakeshwar et al., 2002). In an effort to understand the nature of the 

H-π interactions prevalent in these complexes, the interaction energies were 

decomposed into individual energy components using the symmetry adapted 

perturbation theory. Given the goals of the present investigation, the geometries, 

vibrational frequencies and interaction energy components of the water dimer had 

also been evaluated. While the interaction energy of the conventional H-bond was 

dominated by electrostatic, dispersive and inductive interactions were important in the 

description of the π H-bond. An important distinction between conventional H-

bonded complexes and the π H-bonded complexes was that the inductive interaction 

gets magnified at the MP2 level. Thus, the inclusion of electron correlation was an 

important prerequisite both for the magnification of the inductive interaction and to 

obtain an accurate estimate of the dispersion energies. It was observed that changes in 

various geometrical and vibrational parameters of these π H-bonded complexes could 
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be correlated to the magnitude of either the individual or a combination of various 

interaction energy components. 

 

 State-of-the-art electronic structure methods had been applied to the simplest 

prototype of aromatic π-π interactions, the benzene dimer (Sherrill et al., 2002). By 

comparison to results with a large aug-cc-pVTZ basis set, they demonstrate that more 

modest basis sets such as aug-cc-pvDZ were sufficient for geometry optimizations of 

intermolecular parameters at the second-order Møller-Plesset perturbation theory 

(MP2) level. However, basis sets even larger than aug-cc-pVTZ were important for 

accurate binding energies.  

 

 Geometry optimizations were carried out for the CN-H2O, CN--H2O, NO-H2O, 

HO-H2O, and OH-- H2O intermolecular complexes on both the uncorrected and CP-

corrected potential energy hypersufaces. Because of the correction of the basis set 

superposition error (BSSE) during the gradient optimization, CP-corrected gradient 

optimization was more prior than normal optimization in structure research. But there 

was no significant difference between CP-corrected gradient optimization and normal 

optimization at interaction energies and BSSE. The diffuse basis functions were 

necessary for all the present systems. 6-311+G** basis set was efficient to these 

systems for its good results with low time consumption which these had been 

investigated by Tian (Tian et al., 2003). 

 

 The ONIOM method was applied to the interaction of nevirapine with the 

HIV-1 reverse transcriptase binding site. The isolated complex of pyridine (part of 

nevirapine) and methyl phenol (part of Tyr181) was found at the MP2/631+G(d) level 

to have stacking interaction with 8.8 kcal/mol binding energy. Optimization of 

nevirapine and Tyr181 geometry in the pocket of 16 amino acid residues at the 

ONIOM3(MP2/6-31G(d):HF/3-21G:PM3) level gave the complex structure with 

weak hydrogen bonding but without stacking interaction. The binding energy of 8.9 

kcal/mol comes almost entirely from the interaction of nevirapine with amino acid 

residues other than Tyr181 (Hannongbua et al., 2003).  
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 Planar H-bonded and stacked structures of guanine…cytosine (G…C), 

adenine…thymine (A…T), 9-methylguanine…1-methylcytosine (mG…mC), and 9-

methyladenine…1-methymine (mA…mT), were optimized at the RI-MP2 level using 

the TZVPP([5s3p2d1f/3s2p1d]) basis set. Planar H-bonded structures of G…C, 

mG…mC, and A…T correspond to the Watson-Crick (WC) arrangement, in contrast to 

mA…mT for which the Hoogsteen (H) structure was found. Stabilization energies for 

all structures were determined as the sum of the complete basis set limit of MP2 

energies and a (∆ECCSD(T)-∆EMP2) correction term evaluated with the cc-pVDZ 

(0.25.0.15) basis set. The complete basis set limit of MP2 energies was determined by 

two-point extrapolation using the aug-ccpVXZ basis sets for X=D and T and X=T and 

Q. This procedure was required since the convergency of the MP2 interaction energy 

for the present complexes was rather slow, and it was thus important to include the 

extrapolation to the complete basis set limit. For the MP2/aug-cc-pVQZ level of 

theory, stabilization energies for all complexes studied were already very close to the 

complete basis set limit. The much cheaper D T extrapolation provided a complete 

basis set limit close (by less than 0.7 kcal/mol) to the more accurate T Q term, and 

the D T extrapolation could be recommended for evaluation of complete basis set 

limits of more extended complexes (e.g. larger motifs of DNA). The convergency of 

the (∆ECCSD(T)-∆EMP2) term was known to be faster than that of the MP2 or CCSD(T) 

correlation energy itself, and the cc-pVDZ (0.25,0.15) basis set provided reasonable 

values for planar H-bonded as well as stacked structures. Inclusion of the CCSD(T) 

correction was essential for obtaining reliable relative values for planar H-bonding 

and stacking interactions; neglecting the CCSD(T) correction results in very 

considerable errors between 2.5 and 3.4 kcal/mol. Final stabilization energies 

(kcal/mol) for the base pairs studied were very substantial (A…T WC, 15.4; mA…mT 

H, 16.3; A…T stacked, 11.6; mA…mT stacked, 13.1 G…C WC, 28.8; mG…mc WC, 

28.5; G…C stacked, 16.9; mG…mC stacked, 18.0), much larger than published 

previously(Hobza et al., 2003). On this basis of comparison with experimental date, 

they concluded that those values represented the lower boundary of the true 

stabilization energies. On the basis of error analysis, they expected the present H-

bonding energies to be fairly close to the true values, while stacked energies were still 

expected to be about 10% too low. The stacking energy for the mG…mC pair was 
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considerably lower than the respective H-bonding energy, but it was larger than the 

mA…mT H-bonding energy. This conclusion could significantly change the present 

view on the importance of specific H-bonding interactions and nonspecific stacking 

interactions in nature, for instance, in DNA. Present stabilization energies for H-

bonding and stacking energies represented the most accurate and reliable values and 

could be considered as new reference data. 

 

 Sandwich and T-shaped configurations of benzene dimer, benzene-phenol, 

benzene-toluene, benzene-fluorobenzene, and benzene-benzonitrile were studied by 

coupled-cluster theory to elucidate how substituents tune π-π interactions        

(Sherrill et al., 2004). All substituted sandwich dimers bind more strongly than 

benzene dimer, whereas the T-shaped configurations bind less favorably depending 

on the substituent. Symmetry-adapted perturbation theory (SAPT) indicated that 

electrostatic, dispersion, induction, and exchange-repulsion contributions were all 

significant to the overall binding energies, and all but inductions were important in 

determining relative energies. Models of π-π interactions based solely on 

electrostatics, such as the Hunter-Sanders rules, did not seem capable of explaining 

the energetic ordering of the dimers considered. 

 

 Particular interaction between efavirenz and the HIV-1 reverse transcriptase 

binding site was investigated, based on the B3LYP/6-31G(d,p) and ONIOM2 methods. 

The interaction between efavirenz and Lys101 was found to be the strongest 

interaction, typically -11.29 kcal/mol. The stability of this complex system leads to 

the foundation of the estimated binding energy of approximately -22.66 kcal/mol. 

Moreover, two hydrogen bonds between benzoxazin-2-one, and the backbone 

carbonyl oxygen and the backbone amino hydrogen of Lys101 were observed 

(Hannongbua et al., 2005). These hydrogen bond interactions play an important role 

in the bound efavirenz/HIV-1 RT complex. 

 

 The benzene dimer was the simplest prototype of π-π interactions and had 

been used to understand the fundamental physics of these interactions as they were 

observed in more complex systems (Sherrill et al., 2005). In biological systems, 
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however, aromatic rings were rarely found in isolated pairs; thus, it was important to 

understand whether aromatic pairs remain a good model of π-π interactions in clusters. 

In his study, ab initio methods were used to compute the binding energies of several 

benzene trimers and tetramers, most of them in 1D stacked configurations. The two-

body terms changed only slightly relative to the dimer, and except for the cyclic 

trimer, the three- and four-body terms were negligible. This indicated that aromatic 

clusters did not feature any large nonadditive effects in their binding energies, and 

polarization effects in benzene clusters did not greatly change the binding that would 

be anticipated from unpertubed benzene-benzene interactions at least for the 1D 

stacked systems considered. Three-body effects were larger for the cyclic trimer, but 

for all systems considered, the computed binding energies are with in 10% of what 

would be estimated from benzene dimer energies at the same geometries. 

 

 The interaction between aromatic rings and sulfur atoms in the side chains of 

amino acids is a factor in the formation and stabilization of α-helices in proteins 

(Sherrill et al., 2005). They studied the H2S-benzene dimer as the simplest possible 

prototype of sulfur-π interactions. High quality potential energy curves were obtained 

using coupled-cluster theory with single, double, and pertubative triple substitutions 

(CCSD(T)) and a large, augmented quadruple- ζ basis set (aug-cc-pVQZ). The 

equilibrium intermonomer distance for the hydrogens-down C2v configuration is 3.8 Å 

with interaction energy of -2.74 kcal/mol. Extrapolating the binding energy to the 

complete basis set limit gives -2.81 kcal/mol. These binding energy was comparable 

to that of H2O-benzene or of the dimer were also considered at less complete levels of 

theory. A considerable reduction in binding for the sulfur-down configuration, 

together with an energy decomposition analysis, indicated that the attraction in H2S-

benzene was best thought of as arising from a favorable electrostatic interaction 

between partially positive hydrogens in H2S with the negatively charged π-cloud of 

the benzene.    

 

 The nature of interactions of phenol with various molecules (Y=HF, HCl, H2O, 

H2S, NH3, PH3, MeOH, MeSH) was investigated using ab initio calculations (Kim et 
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al., 2005). The optimized geometrical parameters and spectra for the global energy 

minima of the complexes match the available experimental data. The contribution of 

attractive (electrostatic, inductive, dispersive) and repulsive (exchange) components 

to the binding energy was analyzed. HF favors σo-type H-bonding, while H2O, NH3, 

and MeOH favor σH-type H-bonding, where σo-/σH-type were the case when an H-

bond forms between the phenolic O/H atom and its interacting molecule. On the other 

hand, HCl, H2S, and PH3 favor π-type H-bonding, which were slightly favored over   

σo-, σH-, σH-type bonding, respectively. MeSH favors χH-type bonding, which had 

characteristics of the π and σH. The origin of this conformational preference 

depending on the type of molecules was elucidated. Finally, phenol-Y complexes 

were compared with water-Y complexes. In the water-Y complexes where σo-/σH-

type involves the H-bond by the water O/H atom, HF and HCl favor σo-type, H2O 

involves both σo-/σH-type, and H2S, NH3, PH3, MeOH, and MeSH favor σH-type 

bonding. Except for HF, seven other species had larger binding energies with phenol 

molecules than a water molecules. 

  

 This study was the first step in the systematic investigation of substituted 

(carboxyl) polystyrene nanoparticles. Understanding the fundamental interactions 

between the p-carboxyl styrene monomers, where an ethyl group was used instead of 

a vinyl group (referenced, for convenience, as “p-carboxyl styrene”), provides the 

basic information needed to construct potentials for nanoparticles composed of these 

monomers(Gordon et al., 2006). In this work, low energy isomers of p-carboxyl 

styrene dimer were studied. The dimer structures and their relative and binding 

energies were determined using both Møller-Plesset second-order perturbation theory 

(MP2) and the general effective fragment potential (EFP2) method. Sections of the 

intermolecular potential energy surface (PES) of the p-carboxylated styrene dimer in 

its global minimum orientation were also determined. As expected, double hydrogen 

bonding between the two carboxylic groups provides the strongest interaction in this 

system, followed by isomers with a single H-bond and strong benzene ring-benzene 

ring (π-π) type interactions. Generally, the EFP2 method reproduces the MP2 

geometries and relative energies with good accuracy, so it appears to be an efficient 
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alternative to the correlated ab initio methods, which are too computationally 

demanding to be routinely used in the study of the more-complex polymeric systems 

of interest. 
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METHODS OF CALCULATION 

 

Models and Methods 

 

1. Ethanol and ethylene: A model for OH…π  system 

 

In order to investigate the OH…π interaction, the MP2(full)/6-31G(d) level of 

calculations were applied to obtain the intermolecular interaction between ethanol-

ethylene system. The geometries for isolated ethanol and ethylene molecules were 

optimized at the same level of calculation. During optimization for isolated molecules, 

the ethanol and ethylene monomer were constrained at Cs and D2h symmetries, 

respectively. For the complex structure, there are three possible geometries for the 

ethanol-ethylene systems optimized with the same selected level of calculation based 

on Cs symmetry constrain and these possible geometries were shown in Figure 2. The 

geometrical parameters and the binding energies with and without basis set super 

position error (BSSE) of the ethanol-ethylene system will be dicussed in the section of 

results and disscussion. 

 

2. OH…π system for alcohol-ethylene complex 

 

2.1 The standard gradient optimization 

 

The intermolecular interaction of ethanol-ethylene, propanol-ethylene,            

n-butanol-ethylene, and iso-butanol-ethylene systems were calculated by the standard 

gradient optimization with Cs symmetry constraint at the MP2(full)/6-311+G(d,p), 

MP2(full)/6-31G(d) and B3LYP/6-31G(d) levels of calculation. In this regard, the 

complex structures of all models were shown in Figure 3. The geometrical parameters 

and the binding energies with and without basis set superposition error (BSSE) of the 

alcohol-ethylene systems will be discussed in the section of results and discussion. 
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Figure 2 Starting geometries of the three possible geometries for testing models of 

ethanol-ethylene system at the MP2(full)/6-31G(d) level of calculation (a) 

model 1 (b) model 2 (c) model 3 

 

 

 

 

 

(a) 

(b) 

(c) 



 20

 

 

 

 
Figure 3 Starting geometries for alcohol-ethylene systems at the MP2(full)/6-

311+G(d,p), MP2(full)/6-31G(d) and B3LYP/6-31G(d)  levels of 

calculation (a) ethanol-ethylene system (b) propanol-ethylene system (c) n-

butanol-ethylene system (d) iso-butanol-ethylene system 

 

 

 

(a) 

(b) 

(c) 

(d) 
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2.2 The CP-corrected gradient optimization 

 

Fully CP-corrected gradient optimization of ethanol-ethylene, propanol-

ethylene, n-butanol-ethylene and iso-butanol-ethylene systems were performed at the  

MP2(full)/6-311+G(d,p), MP2(full)/6-31G(d) and B3LYP/6-31G(d) levels of 

calculation using Cs symmetry constraint. The geometrical parameters and the binding 

energies with BSSE of the alcohol-ethylene systems will be discussed in the section 

of results and discussion. 

 

2.3 The ONIOM optimization 

 

The ethanol-ethylene, propanol-ethylene, n-butanol-ethylene and iso-

butanol-ethylene systems were divided for the application of the OINIOM 

calculations and the applicability of the ONIOM-BSSE scheme. The ONIOM2 

method stands for the two-layer ONIOM calculation. The partitions of the complex 

structures were shown in Figure 4. Each ONIOM method can be simply expressed its 

combined methods for the different layers by combination of method and basis sets. 

In this thesis, two ONIOM models were selected. Therefore, these two ONIOM 

models can be presented as: 

   

ONIOM2M: MP2(full)/6-311+G(d,p):MP2(full)/6-31G(d)  

ONIOM2B: MP2(full)/6-311+G(d,p):B3LYP/6-31G(d)  

 

The total ONIOM energy of the entire system (AB) was obtained from 

three independent energy calculations in ONIOM2. 

   

 EONIOM2 [AB] = E [High, A] + E [Low, AB] - E [Low, A]  
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Figure 4 Starting geometries for alcohol-ethylene systems of ONIOM2M and 

ONIOM2B methods for region A using high level of theory and region B 

using low level of theory (a) ethanol-ethylene system (b) propanol-ethylene 

system (c) n-butanol-ethylene system (d) iso-butanol-ethylene system 

 

(a) 

(b) 

(c) 

(d) 
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3. Structure and binding energy of ethanol-ethylene complex 

  

The H…π interaction following the B3LYP and MP2 calculations with a 6-

31G(d,p) basis set were applied to obtain the intermolecular interaction between 

ethanol and ethylene in the complex. The MP2 method was used with both full and 

frozen core (FC) electron correlation. During optimization, the ethanol and ethylene 

monomers were kept at Cs and D2h symmetries, respectively, while the complex was 

kept at Cs symmetry. The standard and CP-corrected gradient optimizations of the 

intermolecular interaction were performed. To reduce the computational demand in 

the next application, the two-layered ONIOM (ONIOM2) method was applied to 

examine the interaction between ethanol and ethylene in the complex with the same 

Cs symmetry configuration. The system was divided into two parts as shown in Figure 

4(a). The inner layer or H…π interaction (region A) was treated at the MP2 level of 

calculation, while the outer layer (region B) was treated at the B3LYP level of 

calculation. In order to evaluate the intermolecular interaction, we also computed the 

basis set superposition error (BSSE) based on the counterpoise scheme. 

 

4. Structure and binding energy of HIV-1 RT binding site/nevirapine complex 

 

The starting model of the HIV-1 RT binding site/nevirapine complex in this 

study was obtained from the 2.2 Å resolved crystal structure of nevirapine bound to 

HIV-1 RT (1VRT.pdb for the wild type and 1JLB.pdb for Y181C mutant type). Based 

on this structure, we adopted the system consisting of 22 residues surrounding the 

non-nucleoside inhibitor binding pocket (NNIBP) with at least one atom interacting 

with any of the atoms of the nevirapine structure within a 7 Å diameter centered at 

nevirapine (Figure 5). All residues, assumed to be in their neutral form, were 

terminated, if not connected to another residue in the selected model by a link with an 

acetyl group (CH3CO-) and a methyl group (-NHCH3) at the N- and C-terminal ends 

of the cut residues, respectively (Figure 6), from the adjacent residues as presented in 

the backbone geometries of the X-ray structure. Hydrogen atoms were added to the 

geometrical structure to generate the complete structure of the model system and their 
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positions were optimized by the semiso-empirical PM3 method. This structure was 

used  

 

 

 
 

Figure 5 The starting model of the HIV-1 RT binding site/nevirapine complex 

adopted the system consisting of 22 residues surrounding the non-

nucleoside inhibitor binding pocket (NNIBP) with at least one atom 

interacting with any of the atoms of the nevirapine structure within a 7 Å 

diameter centered at nevirapine (a) wild type (b) mutant type 

(a) 

(b) 
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as the starting geometry for all calculations. Therefore, the residues in this system are 

CH3CO-Pro95-NHCH3, CH3CO-Lue100-Lys101-Lys102-Lys103-Lys104-Ser105-

Val106-NHCH3, CH3CO-Val179-Ile180-Tyr181-NHCH3, CH3CO-Tyr188-Val189-

Gly190-NHCH3, CH3CO-Phe227-Leu228-Trp229-NHCH3, CH3CO-Leu234-His235-

Pro236-NHCH3, CH3CO-Tyr318-NHCH3 of the p66 domain of RT and CH3CO-

Glu138-NHCH3 of the p51 domain. The ONIOM3 model was used. 

 

C
H
N

O

H3C
H
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R

O

H
N CH3

 
 

Figure 6 Capped groups of the terminal ends of chains. 

 

In order to compute the BSSE-corrected binding energy in the ONIOM model, 

the scheme for the calculation of the counterpoise correction binding energy is 

expressed as following  

   

 (m1m2)BE-(M1M2)BE(m1m2)BEBE CP
LL

CP
LL

CP
HL

CP
ONIOM +=   

   

where CP, HL, LL, m and M denote counterpoise correction, high level of calculation, 

low level of calculation, small model in inner layer and real model in outer layer, 

respectively. The numbers 1 and 2 stand for the part of nevirapine and the part of an 

amino acid studied as defined in the ONIOM model system, respectively. 

 

All calculations were carried out using the GAUSSIAN 03 package running 

on Linux PC 3.2 GHz. 
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RESULTS AND DISSCUSSION 

 

1. Ethanol and ethylene: A model for OH…π  system 

 

In this section, the intermolecular interaction between ethanol-ethylene 

forming the OH-π system were calculated by the MP2 method using 6-31G(d) basis 

sets at Cs symmetry constrain. The geometries for isolated ethanol and ethylene 

molecules were optimized at the same level of calculation. During optimization for 

isolated molecules, the ethanol and ethylene monomer were constrained at Cs and D2h 

symmetry, respectively. For the complex structure, there are three possible geometries 

for the ethanol-ethylene system optimized with the same selected level of calculation 

based on Cs symmetry constraint. The geometrical parameters and the binding 

energies for the isolated molecules and the ethanol-ethylene system are summarized 

in Table 1. The optimized geometries for the monomer and the complex structure are 

shown in Figure 7. 

 

Firstly, the binding energies for three model systems optimized at MP2/6-

31G(d) level of calculation will be discussed. The obtained results indicated that the 

uncorrected binding energy for the model 1, model 2 and model 3 are -0.64, -3.66 and 

-3.77 kcal/mol, respectively. The model 3 provides the lowest binding energy 

compared to those model in this study. The binding energies with BSSE correction are 

-2.01 and -1.89 kcal/mol for model 2 and model 3. It can be seen that only two model 

systems give the attractive binding energy in which the model 2 yields the binding 

energy lower than the model 3. Therefore, the only binding energy investigation can 

not adequate for determination in the selecting model system. Consequently, the 

geometrical parameter of the ethanol-ethylene system was analyzed.        

 

Considering the geometry, the intermolecular distances between H-atom of 

methanol and the π-system of ethylene in the model 2 and model 3 are found to be 

2.431 and 2.382 Å, respectively. Accordingly, the model 3 was applied to study in the 

further alcohol-ethylene system because this model yields to the appropriate on both 

reliable intermolecular distance and binding energy.     
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Figure 7 Optimized structure of the monomer and complex of the ethanol-ethylene 

system at the MP2(Full)/6-31G(d) level of theory (a) ethylene (b) ethanol (c) 

model 1 (d) model 2 (e) model 3 

 

(a) (b)

(c) (d)

(e) 
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Table 1 Selected bond distances (Å) and binding energy (BE) of the optimized 

structure of the monomer and complex of the ethanol-ethylene system at the 

MP2(Full)/6-31G(d) level of calculation. 

 

Ethanol-Ethylene 

complex 
Ethanol Ethylene Model 1 Model 2 Model 3 

Distance (Å)      

H…π - - 2.886 2.426 2.380 
O…π - - 3.847 3.392 3.349 
O-H 0.971 - 0.971 0.973 0.973 

C-O 1.428 - 1.427 1.423 1.424 

C=C - 1.335 1.335 1.338 1.338 

Angle (Degree)      

<C-O-H 107.68 - 107.73 107.22 107.19 

Energy(kcal/mol)      

BE(uncorr.) - - -0.64 -3.66 -3.77 

        BE(corr.) - - 0.09 -2.01 -1.89 

 

 Comparing the geometry and the binding energy of iso-butanol-ethylene 

system based on the model 2 and model 3 configurations, the obtained results shown 

that the uncorrected binding energy for model 2 and model 3 are -3.84 and -3.95 

kcal/mol, respectively. Thus, the results indicated that the model 3 provides the lower 

energy than the model 2. After corrected the binding energy, the model 2 and model 3 

produced the binding energies are -2.14 and -2.01 kcal/mol, respectively. It can be 

seen that two models system provide the similar energetic both uncorrected and 

corrected binding energies. Therefore, the geometry was investigated. The H…π in the 

model 2 and model 3 are found to be 2.409 and 2.362 Å, respectively. Accordingly, 

the model 2 and model 3 of iso-butanol-ethylene system present the same fashion of 

ethanol-ethylene system.  
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2. OH…π system for alcohol-ethylene complex 

 

2.1 The standard gradient optimization 

 

Geometrical optimization of ethanol-ethylene, propanol-ethylene, n-

butanol-ethylene, and iso-butanol-ethylene systems were performed at B3LYP/6-

31G(d), MP2(full)/6-31G(d) and MP2(full)/6-311+G(d,p) levels of calculation using 

Cs symmetry constraint. The calculated binding energies and selected geometrical 

parameters for alcohol-ethylene systems are summarized in Table 2. The standard 

gradient optimizations of the intermolecular interaction were observed. Considering 

the H5…π and O1…π distances of alcohol-ethylene systems, it was found that the 

MP2(full)/6-311+G(d,p), MP2(full)/6-31G(d) and B3LYP/6-31G(d) level of 

calculations give the distances about 2.362-2.433 Å for the H5…π distance and 3.333-

3.397 Å for the O1…π distance. The MP2(full)/6-31G(d) level of calculation produce 

the H5…π and O1…π shorter distances than the obtained results from the MP2(full)/ 

6-311+G(d,p) and B3LYP/6-31G(d) level of calculations. The schematic 

presentations of the optimized geometries at MP2(full)/6-311+G(d,p) level of 

calculations are shown in Figure 8. The effect of the basis set size on the geometry 

optimized at the MP2 method, it indicates that the intermolecular distances from 6-

311+G(d,p) basis set yields the longer distances than the intermolecular distances 

from 6-31(d) basis set.  

 

The uncorrected binding energies of ethanol-ethylene, propanol-ethylene,      

n-butanol-ethylene, and iso-butanol-ethylene systems at the MP2(full)/6-311+G(d,p) 

level of calculation are -3.35, -3.40, 3.44 and -3.49 kcal/mol, respectively. It was 

found that the binding energy of these alcohol-ethylene system increases from 

ethanol-ethylene system to iso-butanol-ethylene system. However, the BSSE 

corrected binding energy has an effect on the alcohol-ethylene systems more than 

30%. Therefore, the BSSE-corrected binding energies should be included the OH…π 

system.     
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Figure 8 The standard gradient optimized structure of alcohol-ethylene systems at the 

MP2(Full)/6-311+G(d,p) level of calculation (a) ethanol-ethylene complex   

(b) propanol-ethylene complex (c) n-butanol-ethylene complex (d) iso-

butanol-ethylene complex 

(a) 

(b) 

(c) 

(d) 
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2.2 The CP-corrected gradient optimization 

 

Fully CP-corrected gradient optimized of ethanol-ethylene, propanol-

ethylene, n-butanol-ethylene and iso-butanol-ethylene systems were performed at the 

B3LYP/6-31G(d), MP2(full)/6-31G(d) and MP2(full)/6-311+G(d,p) levels of 

calculation using Cs symmetry constraint. The calculated binding energies and 

selected geometrical parameters for alcohol-ethylene systems at the same levels of 

calculation are summarized in Table 3.  

 

Comparing the MP2 and B3LYP methods with the 6-31G(d) basis set, the 

obtained results indicate that the intermolecular distances for H5…π and O1…π of 

ethanol-ethylene, propanol-ethylene, n-butanol-ethylene, and iso-butanol-ethylene 

systems by the  MP2 method give the longer distance that of  the B3LYP method. The 

alcohol-ethylene systems optimized at the MP2/6-311+G(d,p) level of calculation for 

the H5…π distances are 2.548, 2.546, 2.546 and 2.524 Å for ethanol-ethylene, 

propanol-ethylene, n-butanol-ethylene, and iso-butanol-ethylene systems, respectively. 

Considering the geometrical parameters between the standard gradient optimization 

and the CP-corrected gradient optimization in Table 2 and Table 3, it was found that 

the CP-corrected gradient optimization has an effect on the intermolecular interaction 

by the H5…π distances longer than the standard gradient optimization. 

 

In the case of the binding energy, the obtained results show that the 

alcohol-ethylene systems calculated at the MP2(full)/6-311+G(d,p) level of theory 

based on the CP-corrected gradient optimized geometry at the same level produce the 

binding energy in the range of -3.26 to -3.35 kcal/mol without the BSSE-correction 

and in the range of -2.12 to -2.23 kcal/mol with the BSSE-correction. When 

comparing the uncorrected binding energies based on the standard gradient 

optimization and the CP-corrected gradient optimization (see Table 2 and Table 3), it 

was shown that the former provide the binding energy lower that of  the later with the 

energy different less than 0.24 kcal/mol. However, the corrected binding energies 

results show that the CP-corrected gradient optimization geometry has an effect on the 

corrected binding energy.     
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2.3 The ONIOM optimization 

 

In order to understand the OH…π system, the interaction between aliphatic 

alcohol (such as ethanol, propanol, n-butanol or iso-butanol) and ethylene was used    

as a model to examine the nature of these weak interactions. Therefore, the models of 

this interaction are ethanol-ethylene, propanol-ethylene, n-butanol-ethylene and         

iso-butanol-ethylene systems. The alcohol-ethylene system was divided for the 

application of the ONIOM calculations and proved the applicability of the ONIOM-

BSSE scheme. Consequently, the ONIOM method was applied in the study of the 

structure and the binding energy of nevirapine at the binding site of HIV-1 reverse 

transcriptase both in the wild type and the Y181C mutant type structures. 

 

The ONIOM2 method stands for the two-layer ONIOM calculation. Each 

ONIOM method can be simply expressed its combined methods for the different 

layers by combination of method and basis sets. In this thesis, two ONIOM methods 

were selected. The ONIOM2M and the ONIOM2B methods stand for the MP2(full)/ 

6-311+G(d,p):MP2(full)/6-31G(d) and MP2(full)/6-311+G(d,p):B3LYP/6-31G(d) 

combined methods, respectively.  

 

The calculated binding energies and selected geometrical parameters for 

the alcohol-ethylene systems by the ONIOM2M and ONIOM2B methods are 

summarized in Table 4. The geometrical optimization and selected distance between 

H atom of alcohol and the center of ethylene molecules forming OH…π systems 

optimized at the ONIOM2M level of calculation are depicted in Figure 9. The 

obtained results show that the ONIOM2M and ONIOM2B methods has a smaller 

effect to the H5…π and O1…π distances and also to the binding energies.  

 

The H5…π distance obtained from the ONIOM2M method for ethanol-

ethylene, propanol-ethylene, n-butanol-ethylene and iso-butanol-ethylene systems are 

2.428, 2.424, 2.240 and 2.377 Å, respectively, according to the ONIOM-BSSE 

binding energies for these systems are -1.98, -2.00, -2.04 and -2.15 kcal/mol, 

respectively. 
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Figure 9 The ONIOM optimized structures of alcohol-ethylene systems at the 

ONIOM2M methods stand for the MP2(full)/6-311+G(d,p):MP2(full)/6-

31G(d) combined methods (a) ethanol-ethylene complex (b) propanol-

ethylene complex (c) n-butanol-ethylene complex (d) iso-butanol-ethylene 

complex 

 

 

(a) 

(b) 

(c) 

(d) 
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3. Structure and binding energy of ethanol-ethylene complex 

 

In this thesis section, the intermolecular interaction between ethanol and 

ethylene system will be investigated in the detail for reduce the computational 

demand both in the quantum level of calculation and also in the ONIOM method for 

using in the next application of the interaction between nevirapine inhibitor and the 

HIV-1 reverse transcriptase binding site complex. 

   

The calculated results obtained from the MP2 and B3LYP methods with a 6-

31G(d,p) basis set are shown in Table 5. Considering the effect of the CP-corrected 

gradient optimization, this method affects the intermolecular distances. The CP-

corrected optimized geometries produced a longer H…π distance when compared with 

the standard optimization. The results were caused by a nonphysical attraction 

between the two fragments introduced by the BSSE correction. The binding energy 

differences between the two optimization procedures are almost identical to the 

uncorrected and CP-corrected binding energies.    

 

When comparing the full and frozen core (FC) electron correlations in the 

MP2 method, only small differences were found in terms of the geometrical 

parameters and the binding energies. Furthermore, the CP-corrected binding energy 

after optimization showed similar results. Thus, in the conclusion the CP-corrected 

binding energy is less sensitive to the CP-corrected geometry than the standard 

geometry.  This should clearly be true as the binding energy obtained from the CP-

corrected optimization must be higher than that at the standard optimized minimum. 

 

Considering the results obtained from the ONIOM model, different ONIOM 

calculated results are shown in Table 5. It can be seen that the H…π interaction shows 

little sensitivity to the choice of high-level ONIOM model. Interestingly, the MP2 

calculation of the H...π interaction in the high-level ONIOM method is acceptable for 

both the full and frozen core electron correlation. Therefore, the MP2 frozen core 

electron correlation will be applied in the high-level ONIOM method in the next 

section. 
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4. Structure and binding energy of HIV-1 RT binding site/nevirapine complex 

 

4.1 Interaction energy contribution based on the  HAF and BBF  

 

In the hetero atom fixed (HAF) all the heavy atoms of the amino acids in 

the binding pocket were fixed at the X-ray structure and therefore the position of the 

nevirapine inhibitor as well as the position of all hydrogen atoms were optimized, 

whiles the backbone atoms fixed (BBF), only the backbone atoms of the amino acids 

were fixed. The binding site in this study was obtained from X-ray structure 

consisting of 22 amino acids within a 10 Å diameter centered at nevirapine inhibitor. 

Hydrogen atoms were added to the X-ray structure to generate the complete model 

system of the HIV-1 RT binding site structure. Therefore, the positions of atoms were 

optimized with the semiempirical PM3 method. This structure was used as the starting 

geometry for all calculations.  

 

The interaction energies between nevirapine inhibitor with the individual 

amino acid residues (called generally Xi) have been calculated for the optimized 

complex structures, obtained from the X-ray geometry optimized by PM3. The 

calculated interaction energies contributed from each residue that surrounds the 

binding pocket using HAF and BBF approximations are shown in Table 6.    

 
The obtain results show that there are more attractive interaction between 

nevirapine inhibitor and the residues surrounding the binding site of the HIV1-reverse 

transcriptase.  The interaction energies for Leu100, Tyr181 and Ty188 are the main 

contributors (-6.08, -5.81 and -7.63 kcal/mol at the HAF and -6.58, -5.14 and -8.87 

kcal/mol at BBF, respectively). The BSSE-corrected interaction energies are -2.37,  

-2.67 and -4.52 kcal/mol at the HAF and are -3.09, -2.79 and -5.05 kcal/mol at BBF 

for the three main amino acid contributors, respectively. The HAF and the BBF give 

the interaction energy not clearly different. Therefore, these results can be useful and 

helpful for considering the inner layer of the ONIOM3 level of calculations which 

will be presented in the next section and demonstrated in Figure 10. 
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 Table 6   Interaction energies of nevirapine with individual residues (Xi), calculated 

at the MP2/6-31G(d,p) level of calculation using HAF and BBF 

approximations 

 

Interaction energy (kcal/mol) 

HAF BBF Residue 

Uncorr.(corr.) Uncorr.(corr.) 

PRO095 -1.86(-1.10) -1.39(-0.87) 

LEU100 -6.08(-2.37) -6.58(-3.09) 

LYS101 -2.55(-1.46) -2.29(-1.10) 

LYS102 -0.44(-0.25) -0.58(-0.37) 

LYS103 -2.38(-1.36) -2.04(-1.20) 

LYS104 0.00(0.00) 0.02(0.02) 

SER105 -0.09(-0.09) -0.16(-0.16) 

VAL106 -4.07(-1.70) -2.60(-0.08) 

VAL179 0.05(1.44) 0.41(1.47) 

ILE180 -1.16(-0.70) -0.73(-0.50) 

TYR181 -5.81(-2.67) -5.14(-2.79) 

TYR188 -7.63(-4.52) -8.87(-5.05) 

VAL189 -0.97(-0.62) -1.14(-0.64) 

GLY190 -1.61(-0.39) 0.07(1.65) 

PHE227 -2.71(-1.73) -2.67(-1.74) 

LEU228 -0.19(-0.19) -0.20(-0.20) 

TRP229 -4.61(-2.23) -3.02(-1.19) 

LEU234 -0.95(0.92) -1.21(1.22) 

HIS235 -3.80(-2.31) -4.22(-2.39) 

PRO236 -3.14(-1.56) -2.83(-1.63) 

TYR318 -2.99(-1.38) -3.28(-1.80) 

GLU138(b) -0.20(-0.08) -0.15(-0.09) 

   

Total -53.18(-24.32) -48.59(-20.52) 
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Figure 10  Adopted model system of nevirapine bound to the wild type of  HIV-1 RT 

binding site. Layer partitioning is shown for ONIOM3 model. 

 

4.2 Structure and binding energy for wild type 

 

The main focus of this study is to investigate the interaction between 

nevirapine and the binding site of HIV-1 RT. However, this complex system is too 

large for high level (MP2) calculations. Therefore, we divided the model system into 

three parts and applied the three-layer ONIOM3 method as already described.  

 

Table 7 shows the selected optimized distances between heavy atoms in 

the interacting core region treated at the MP2/6-31G(d,p) level of calculation, as well 

as the binding energy and its component of nevirapine bound to the binding site of 

HIV-1 RT. The optimization was performed using two approaches: hetero atom fixed 

(HAF) and backbone atom fixed (BBF). It was found that the binding energies are      
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-14.83 and -15.93 kcal/mol for HAF and BBF, respectively. When the basis set 

superposition error was corrected using the counterpoise method, the binding energies 

were reduced to -8.79 and -10.45 kcal/mol for HAF and BBF, respectively. The BBF 

optimization allows the side chain of residues to be relaxed in the complex and 

produces an increase in binding energies from 1.10 to 1.66 kcal/mol. It was found that 

the binding energy difference between the two approaches comes from ∆∆E(Low, 

ABC-AB) of about 1.50 kcal/mol. These results imply that the relaxation of residues 

during optimization has less effect on the binding energy obtained from the medium-

level and high-level calculations. 

 

Table 7  Selected optimized inter-fragment distances (Å), binding energies (∆E, 

kcal/mol) and components for the nevirapine and HIV-1 RT complex for 

the wild type, optimized using the  ONIOM(MP2/6-31G(d,p):B3LYP/6-

31G(d,p):PM3) method. 

 

Bond distances (Å) Expt. HAFa HAF BBF 

N1-C7 3.67 3.89 3.76 3.56 

N1-C8 3.93 4.14 3.94 3.88 

C2-C8 3.22 - 3.39 3.25 

C2-C9 3.78 3.81 3.79 3.56 

C2-C13 3.33 - 3.55 3.70 

C3-C8 3.52 3.83 3.72 3.42 

C3-C12 3.39 4.10 3.57 3.63 

C3-C13 3.04 3.57 3.34 3.33 

Energy Components     

   ∆E    -8.85 -14.83(-8.79) -15.93(-10.45) 

∆E (High, A)    -1.05 -3.62(-1.43) -3.82(-1.45) 

∆∆E (Mid, AB-A)   1.21 -2.02(1.83) -1.42(1.69) 

∆∆E (Low, ABC-AB)  -9.01 -9.19 -10.69 

 
aHannongbua et al., 2003, value in parenthesis represent corrected binding energy.  
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The HAF approach, previously using 16 residues (Hannongbua et al., 2003) 

and presently using 22 residues represented in the binding pocket, yields longer inter-

fragment distances than the experimental results obtained from the X-ray 

crystallographic data. Surprisingly, the BBF optimized geometries produced shorter 

inter-fragment distances for N1-C7, N1-C8, C2-C9 and C3-C8 than the experimental 

results. The H3 attached to C3 of nevirapine points toward the inner region of the 

tyrosine ring close to the C8 of Tyr181 (Figure 11) and the distances between C2-C8 

and C2-C9 are 3.25 and 3.56, respectively. Therefore, it is important to note that the 

hydrogen bonding between the nitrogen (N1) atom of nevirapine and the hydrogen 

atom of C beta (C7) in Tyr181 play an important role in the binding pocket of the 

HIV-1 RT/nevirapine complex and may also help form a facial H…π interaction via 

the H3 of the pyridine ring with Tyr181.  

 

However, the HAF optimized kept the conformation of the binding pocket 

as found in the X-ray structure. In analyzing the binding energies components of the 

ONIOM method, the HAF gives -3.62, -2.02 and -9.19 kcal/mol from high level, 

medium level and low level of calculation, respectively. When the ONIOM-BSSE 

was corrected, the binding energies from high level and medium level reduce to -1.43 

and 1.83 kcal/mol, respectively. Comparing the binding energies components between 

the HAF and the BBF, it was found that two approaches distribute the binding 

energies components from high level and medium level almost identical with the 

binding energies different less than 0.15 kcal/mol. Consequently, the ONIOM result 

presented here was helpful for considering in the section. Therefore, the HAF 

optimization procedures were applied on the structure, interaction energy contribution 

of nevirapine inhibitor with each residue in the Y181C mutant type and also the 

binding energy of nevirapine inhibitor complex with the HIV-1 reverse transcriptase 

biding site for the Y181C mutant type.      
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Figure 11 Optimized structure of nevirapine and Tyr181 complex from 

ONIOM(MP2/6-31G(d,p):B3LYP/6-31G(d,p):PM3) (a) label of atom 

(b) overlap orbital of the H3 of pyridine ring with Tyr181 and              

(c) top view  

 

 

 

(a) 

(b) (c) 
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4.3 Interaction energy contribution of nevirapine in the Y181C mutant type 

 

In order to generate the binding site of nevirapine bound to the HIV-1 

reverse transcriptase in the Y181C mutant type starting geometry was obtained from 

the X-ray structure consisting of 22 amino acids within a 10 Å diameter centered at 

nevirapine inhibitor. Hydrogen atoms were added to the X-ray structure to generate 

the complete model system of the HIV-1 RT binding site structure. Therefore, the 

positions of atoms were optimized with the semiempirical PM3 method. This 

structure was used as the starting geometry for all calculations between the HIV-1 RT 

binding sites in the Y181C mutant type complex and nevirapine inhibitor. 

 

The interaction energies between nevirapine inhibitor and individual 

residues have been calculated based on the HAF optimized procedure of the X-ray 

structure. The interaction energy of each pair was calculated at the MP2/6-31G(d,p) 

level of calculation. The calculated interaction energies between nevirapine inhibitor 

and each amino acid in the binding site on the Y181C mutant type structure are shown 

in Table 8.  It is clearly seen that there are more attractive interactions between 

nevirapine inhibitor and the residues surrounding the binding site of the HIV1-RT. 

The uncorrected interaction energies of Leu100, Tyr188 and Trp229 are -5.44, -6.14 

and -4.96 kcal/mol, respectively. These three amino acids are the main contributors. 

Furthermore, the corrected interaction energies are -1.46, -1.75 and -2.85 kcal/mol for 

Leu100, Tyr188 and Trp229, respectively. Comparing the interaction energies 

contribution on each amino acid surrounding the nevirapine inhibitor between wild 

type and mutant type, it was found that the main contributor from two structures give 

one amino acid different. This amino acid is Tyr181 from the wild type structure and 

Trp229 from the mutant type structure. Therefore, these results can be helpful for 

considering the inner model layer of ONIOM3 calculations for the mutant type 

structure. The main focus of this study is to investigate the binding energy different 

between the wild type and the mutant type structure. Consequently, three amino acids 

were selected based on this investigation on the quantum level of calculation in the 

ONIOM method. These three amino acids are Leu100, Tyr181C and Tyr188. 

Accordingly, both the wild type and mutant type produce the identical ONIOM model. 
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Table 8 Interaction energies of nevirapine with individual residues (Xi), calculated at 

the MP2/6-31G(d,p) level of calculation using HAF approximation 

 
Interaction energy (kcal/mol) 

Residue 
Uncorrected Corrected 

PRO095 -0.77 -0.66 

LEU100 -5.44 -1.46 

LYS101 -2.38 -1.38 

LYS102 -0.53 -0.28 

LYS103 -2.51 -1.40 

LYS104 0.02 0.02 

SER105 -0.17 -0.17 

VAL106 -3.11 0.30 

VAL179 -1.46 -0.64 

ILE180 -0.56 -0.43 

CYS181 -3.40 -1.06 

TYR188 -6.14 -1.75 

VAL189 -1.86 -0.87 

GLY190 -1.35 0.20 

PHE227 -3.82 -2.12 

LEU228 -0.38 -0.38 

TRP229 -4.96 -2.85 

LEU234 -0.86 2.28 

HIS235 -2.65 -1.77 

PRO236 -0.58 1.03 

TYR318 -3.40 -1.72 

GLU138(b) -1.03 -0.94 

   

Total -47.32 -16.03 
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4.4 Structure and binding energy for the Y181C mutant type  

 

The main focus of this section is to investigate the interaction between 

nevirapine and the binding site of HIV-1 RT in the Y181C mutant type structure 

based on the HAF optimized procedure. However, this complex system is too large 

for high level (MP2) calculations. Therefore, we divided the model system into three 

parts and applied the three-layer ONIOM3 method similar to the previous section as 

shown Figure 12.  

 

Table 9 shows the selected optimized distances for heavy atoms in the 

interacting core region treated at the MP2/6-31G(d,p) level of calculation, as well as 

the binding energy and its component of nevirapine bound to the binding site of HIV-

1 RT. It was found that the binding energies are -5.59 kcal/mol. When the basis set 

superposition error was corrected using the counterpoise method, the binding energies 

were reduced to -4.65 kcal/mol (the values in parenthesis represent the corrected 

binding energy). The HAF approach of HIV-1 RT in the Y181C mutant type 

represented in the binding pocket, yields longer inter-fragment distances than the 

experimental results obtained from the X-ray crystallographic data. 
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Table 9 Selected optimized inter-fragment distances (Å), binding energies (∆E, 

kcal/mol) and components for the nevirapine and HIV-1 RT complex for 

the Y181C mutant type, optimized using the  ONIOM(MP2/6-

31G(d,p):B3LYP/6-31G(d,p):PM3) method. 

 

Bond distances (Å) Expt. HAF 

N1-C7 3.42 3.62 

N1-S8 3.77 4.18 

C2-S8 3.02 3.28 

C3-S8 3.59 3.89 

Energy Components   

∆E - -5.59(-4.65) 

∆E (High, A) - -0.44(1.31) 

∆∆E (Mid, AB-A) - 3.86(3.36) 

∆∆E (Low, ABC-AB) - -9.32 

 

 
Figure 12 Adopted model system of nevirapine bound to the mutant type of  HIV-1 

RT binding site. Layer partitioning is shown for ONIOM3 model. 
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Figure 13 Optimized Structure of nevirapine and Tyr181 complex for the Y181C 

mutant type from ONIOM(MP2/6-31G(d,p):B3LYP/6-31G(d,p):PM3) (a) 

label of atom (b) the HOMO of nevirapine with Y181C mutant type  

 

 

(a) 

(b) 
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4.5 Comparison of wild type and Y181C mutant type of HAF 

 

The interaction energies between nevirapine inhibitor with the individual 

residue have been calculated for the optimized complex structures. The interaction 

energy of each pair (nevirapine-each residue) used MP2/6-31G(d,p) level of 

calculation. 

  

The calculated interaction energies between nevirapine and each residue 

that surrounds the binding pocket are shown in Table 10 for the wild type and the 

mutant type (Y181C). It is clearly seen that there are more repulsive interactions 

between nevirapine and each residue surrounding the binding pocket for the Y181C 

mutant than for the wild type. These repulsive interactions in the Y181C mutant are 

the origin of the reduced stability of nevirapine binding compared to the wild type. 

 

Moreover, there are some significant residues that produce the large 

difference (about 2 kcal/mol) between the wild type and Y181C mutant type, which is 

the residues of Pro236 and Cys181 showing more influences on the interaction 

energies in the enzyme complexes. This effect decreases the stability of nevirapine 

upon binding in the Y181C/RT complex.  

 

The interaction energies of Leu100 (approximately -6.08(-2.37) and -5.44      

(-1.456) kcal/mol for wild type and Y181C mutant type, respectively) and Tyr188 

(approximately -7.63(-4.52) and -6.14(-1.75) kcal/mol for wild type and Y181C 

mutant type, respectively) clearly indicated stronger interaction than the other 

residues which is the main contribution. Moreover, these energies of each residue are 

not significant different when compared between the wild type and the mutant type 

system. Results of these interactions were applied to ONIOM3 calculations on the 

next section which will be helpful to explain the efficiency drop of the inhibitor 

against Y181C of HIV-1 RT. 
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Table 10   Comparison of interaction energy between wild type and mutant type have 

been used HAF approximation 

 

Interaction energy (kcal/mol) 

WT MT ∆∆E(kcal/mol) Residue 

Uncorr.(corr.) Uncorr.(corr.) Uncorr.(corr.) 

PRO095 -1.86(-1.10) -0.77(-0.66) -1.09(-0.44) 

LEU100 -6.08(-2.37) -5.44(-1.46) -0.64(-0.91) 

LYS101 -2.55(-1.46) -2.38(-1.38) -0.17(-0.08) 

LYS102 -0.44(-0.25) -0.53(-0.28) 0.09(0.03) 

LYS103 -2.38(-1.36) -2.51(-1.40) 0.13(0.04) 

LYS104 0.00(0.00) 0.02(0.02 ) -0.02(-0.02) 

SER105 -0.09(-0.09) -0.17(-0.17) 0.08(0.08) 

VAL106 -4.07(-1.70) -3.11(0.30) -0.96(-2.00) 

VAL179 0.05(1.44) -1.46(-0.64) 1.51(2.08) 

ILE180 -1.16(-0.70) -0.56(-0.43) -0.60(-0.27) 

TYR181CYS -5.81(-2.67) -3.40(-1.06) -2.41(-1.61) 

TYR188 -7.63(-4.52) -6.14(-1.75) -1.49(-2.77) 

VAL189 -0.97(-0.62) -1.86(-0.87) 0.89(0.25) 

GLY190 -1.61(-0.39) -1.35(0.20) -0.26(-0.59) 

PHE227 -2.71(-1.73) -3.82(-2.12) 1.11(0.39) 

LEU228 -0.19(-0.19) -0.38(-0.38) 0.19(0.19) 

TRP229 -4.61(-2.23) -4.96(-2.85) 0.35(0.62) 

LEU234 -0.95(0.92) -0.86(2.28) -0.09(-1.36) 

HIS235 -3.80(-2.31) -2.65(-1.77) -1.15(-0.54) 

PRO236 -3.14(-1.56) -0.58(1.03) -2.56(-2.59) 

TYR318 -2.99(-1.38) -3.40(-1.72) 0.41(0.34) 

GLU138(b) -0.20(-0.08) -1.03(-0.94) 0.83(0.86) 

    

Total -53.18(-24.32) -47.32(-16.03) -5.85(-8.30) 
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 The calculation of the binding energies for nevirapine inhibitor with 

binding pocket in comparison between wild type and Y181C mutant type are the main 

application of this research. However, these complex systems are too large for high 

level (MP2) calculations. Therefore, the model systems have been divided into three 

parts and applied the three-layer ONIOM3 method. Table 11 shows the selected 

optimized distances between heavy atoms in the interacting core treated at the MP2/6-

31G(d,p) level of calculation, as well as the binding energy and its component of 

nevirapine bound to the binding site of HIV-1 RT. As the difference of binding 

energy between wild type and Y181C mutant type is 9.24 kcal/mol and using BSSE 

corrected the binding energy between wild type and Y181C mutant type is 4.14 

kcal/mol. The HAF optimization was found that the binding energy of nevirapine in 

the binding pocket of HIV-1 RT comes from ∆∆E(Low, ABC-AB) for wild type and 

Y181C mutant type are -9.19 kcal/mol and -9.32 kcal/mol, respectively. These results 

clearly show that the Y181C mutation decreases the stabilization energy of nevirapine 

bound to its binding pocket when compared to the wild type which these affect form 

∆E(High, A) reduce from -3.62(-1.43) kcal/mol to -0.44(1.31)kcal/mol for the wild 

type and Y181C mutant type, respectively and ∆∆E(Mid, AB-A) reduce from             

-2.02(1.83) and 3.86(3.36) for the wild type and Y181C mutant type, respectively. 

This consideration of the binding energy leads to another strong argument for the 

explanation that nevirapine has higher biological activity to the wild type than the 

Y181C mutant enzyme.     
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Table 11 Comparison of energy component between wild type and mutant type have 

been used HAF approximation 

 

WT  MT  
Energy Components 

ONIOM  ONIOM  
∆∆Ea  

∆E -14.83(-8.79)  -5.59(-4.65)  9.24(4.14) 

∆E (High, A) -3.62(-1.43)  -0.44(1.31)  3.18(2.74) 

∆∆E (Mid, AB-A) -2.02(1.83)  3.86(3.36)  5.88(1.53) 

∆∆E (Low, ABC-AB) -9.19  -9.32  0.13 

 
a∆∆E =|∆E WT-∆E MT| and the values in parenthesis represent the corrected binding 

energy. 
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CONCLUSIONS 

 

 This thesis was performed the ONIOM-BSSE scheme in order to investigate 

the geometry and the binding energy of the ethanol-ethylene, propanol-ethylene, n-

butanol-ethylene, and iso-butanol-ethylene systems formed OH…π system complex 

and the nevirapine bound to the HIV-1 RT binding pocket complex. 

 

 Based on two optimization schemes, the obtained results of alcohol-ethylene 

systems indicate that the standard gradient optimization provides the lower binding 

energy than the CP-corrected gradient optimization with the energy different less than 

0.24 kcal/mol. However, the BSSE-corrected binding energies results indicate that the 

latter geometry has less effect of the binding energy than the former geometry. In 

comparison of the non-ONIOM and ONIOM methods, it was found that the MP2 

calculation of the OH...π interaction in the high-level ONIOM method is acceptable 

for both the full and frozen core electron correlation. Consequently, the BSSE-

corrected binding energies are similar.  

 

The complex structure between the HIV-1 RT binding site and the nevirapine 

inhibitor suggests that the nitrogen (N1) of the pyridine ring forms hydrogen bonding 

and produces the facial H…π interaction via nevirapine and Tyr181. The analysis of 

the ONIOM-BSSE binding energy shows that the binding energy in the interacting 

core region (small model) is very weak (about -1.4 kcal/mol) and the substantial 

binding energy comes almost exclusively from the interaction of nevirapine with 

other residues in the binding pocket The three-layered ONIOM (MP2/6-

31G(d,p):B3LYP/6-31g(d,p):PM3) calculations have been successfully applied to 

determine the binding energy of nevirapine inhibitor bound to the HIV-1 RT binding 

pocket. In comparison between wild type and Y181C mutant type, the results clearly 

indicate that the Y181C substitution is more electrostatic repulsion than the wild type 

RT which affected to decrease the stabilization energy of nevirapine bound to its 

binding pocket. Finally, this thesis shown that it is possible to apply the combined 

high and low quantum chemical methods based on various approaches such as 

Møller-Plesset perturbation theory, Density Functional Theory (DFT) and 
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semiempirical methods studied bimolecular system and, accordingly, it is feasible for 

correction ONIOM energy by using the ONIOM-BSSE scheme. Moreover, the three-

layered ONIOM method is recommended as best with compromised combined 

methods for future studies of similar inhibitor-enzyme interactions. 
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APPENDIX A 
 

Theoretical background 

 

In all times throughout the history, people have tried to understand the nature. 

The best way to explore the laws of nature is by doing experiments. A couple of 

hundred years ago, people have tried to understanding about almost everything 

especially for big things and small things. Practical experiments can be hard to 

conduct on very small systems. In these cases calculations based on mathematical 

model can be helpful to increase the knowledge and understanding of microscopic 

phenomena. 

 

With the fundamental laws of quantum mechanics and molecular mechanics, 

the great number of different calculation methods and even more calculation software 

of varying quality were used. Nowadays, the information technological revolution has 

provided faster and cheaper computer systems for the availability of high performance 

computers. This has yielded a tremendous increase of computer-based calculations in 

the field of atomic and molecular science. Computer based calculations have a 

corollary in molecular design, where the control of a single molecule, in particular its 

three-dimensional structure and its binding to an enzyme, is a crucial step in the 

molecular design process. Hence, computer-aided molecular design has a become part 

of the industrial pharmaceutical research. 

 

Computational chemistry has to be applicable to a certain system size or a 

number of atoms per molecule or unit cell. Many molecules of practical interest have 

less than 100 atoms. The system size with 100 atoms per model system allows to 

study by many computational methods. For the larger systems, the standard 

computational method is not possible to be used because of the computational 

expensive. In this thesis, molecular interaction in biological system has been studied 

on a large number of atoms in molecular model system. Some part of this thesis has 

been focused on the small molecular model system that provides key interaction of 

the HIV-1 RT. Then, in order to get structural and energetic information of the system 
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studies, the choice of the methods has been must considered. 

 

1. Choices of methods 

 

The first choice for the decision is between quantum mechanical and 

molecular mechanical methods. If a large system with more than thousands of atoms 

and the process with no breaking or forming bond, molecular mechanical methods is 

preferable. However, one need to be aware that generality and transferability of force 

fields cannot be taken for granted and the results obtained from molecular mechanical 

calculations can be misleading.  

 

Among quantum mechanical methods, the next choice is between ab initio 

method, such as HF (Hartree-Fock) or MP2 (The second-order Møller-Plesset 

perturbation theory) and semiempirical methods. The latter is preferable because of 

the speed. However, semiempirical methods need to be used with great care on the 

range of applicability of the empirical parameters and the natural approximation. The 

ab initio method typically provides reliable results, but the sensitivity of the results on 

the choice of computational parameters in particular the choice of the basis functions 

and the level of correlation requires attention. Now, density functional theory (DFT) 

tends to be stronger than the Hartree-Fock method in the sense of a reasonable choice 

of the basis functions and other parameters, such as the geometrical structures, the 

vibrational frequencies and the electronic structure.  The obtained results from density 

functional theory calculations usually do not give large and unexpected deviation 

from experiment. These levels of methods are possible only for rather small systems. 

 

In theoretical studies of larger systems, the combined quantum mechanics and 

molecular mechanics (QM/MM) method has been a major goal of computational 

chemistry over the past decade. In the QM/MM method the system is divided into two 

parts, a small part and a significantly larger part. The small part represents chemically 

active sites where a reaction will occur and a larger inactive part. The chemically 

active site is treated with QM, while the inactive part is treated with MM.  The 

mechanical influence of the inactive part constrains the geometry of the active site 
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and therefore has an effect on its chemistry. The key to the success of a hybrid 

QM/MM technique is the manner in which the influence of the MM region is 

communicated to the QM region.  

 

2. General methods 

 

Quantum mechanical calculations on atomic systems can be done in many 

ways. One way is to make calculations that in many ways rely on experimentally 

determined parameters. This is called semiempirical calculations. Another approach 

to perform the calculations is to use foundations of quantum mechanics. The approach 

is called ab initio when it makes no use of empirical information, except for the 

fundamental constants of the nature such as mass of the electron, Planck’s constant 

etc., which are required the numerical predictions. Appendix Table A1 attempts to 

show advantages and disadvantages of semiempirical, ab initio and density function 

theory (DFT) methods. According to quantum mechanics postulates, the state of a 

system is fully described by a wave function that depends on the position of the 

electrons and nuclei in the system. 

   

 Ψ=Ψ EH  (1)

   

where H is the Hamiltonian operator which gives the kinetic, T, and potential, V, 

energies of the system that is; 

   

 VTH +=  (2)

   

and  
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Then, rewrite equation (1) is; 
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where the Laplacian operator, ∇2, is; 
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h  is Plank’s constant divided by 2π. Ψ  is the wave function which characterizes the 

particle’s properties. E is the eigenenergy of the particle corresponding to wave 

function. 

 

In order to simplify the Schrödinger equation, one can separate into the 

electronic and nuclear motion. This is the Born-Oppenheimer approximation. This 

means that the nuclei are seen as fixed and the Schrödinger equation is solved for the 

electrons moving in the field of the fixed nuclei. The Born-Oppenheimer Hamiltonian 

then looks like 
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 Even with these simplifications, the Schrödinger equation cannot be solved 

analytically for many-electron systems.  
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Appendix Table A1 Advantages and disadvantage for the use of semiempirical, ab 

initio, density function theory (DFT) method.  

 

Method Advantages Disadvantages 

Semiempirical 

 

Uses quantum physics 

Uses experimentally derived 

empirical parameters 

Uses approximation extensively 

Less demanding computationally 

than ab initio methods 

Capable of calculating transition 

state and excited states 

Requires experimental data or 

data from ab inito for 

parameters  

Less rigorous than ab inito 

methods 

Ab initio Uses quantum physics 

Mathematically rigorous 

No empirical parameters 

Uses approximation extensively 

Useful for a broad range of 

systems 

Does not depend on experimental 

data 

Capable of  calculating transition 

state and excited states 

Computationally expensive 

DFT Uses quantum physics 

Mathematically rigorous 

No empirical parameters 

Uses electron density 

Does not depend on experimental 

data 

Working for ground-state 

Even gradient-corrected 

functionals apparently are 

unable to handle van der Waals 

interactions  

For excited states will being 

developed. 
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To make calculations using Schrödinger equation possible, either 

approximated numerical or analytical wave functions can be introduced. The wave 

functions then generate the potential and from the potential, the set of wave functions 

can be refined. This procedure is repeated until a stable, self-consistent solution of the 

Schrödinger equation is obtained. A possible model for the trial wave functions is to 

construct it from molecular orbitals (MO). Molecular orbitals are often constructed by 

linear combinations of atomic orbitals (AO).  

   

 ∑=
υ

υυ φψ AO
i

MO
i c  (8)

 

3. Hartree-Fock theory  

 

In Hartree-Fock–theory (HF) each electron is represented by a spin orbital that 

is a product of an orbital wave function and a spin function, and the total wave 

function psi (ψ ) is assumed to be represented by a single Slater determinant, i.e., the 

antisymmetrized product of dpin orbitals. The electron moves in the field of the nuclei 

and the average field of the other electrons in the system. The spin orbital give the 

electron wave function that minimizes the Rayleigh ratio (EHF) are found by variation 

theory. 
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where H is the Born-Oppenheimer-Hamiltonian. The lowest energy (EHF) is the 

electronic energy for the system and is called the Hartree-Fock limit.  This procedure 

leads to the Hartree-Fock equations for the individual spin orbitals.  The HF equation 

for spin orbital φ(n) (where electron n is assigned to the spin orbital φa) is 

   

 )()( nnf aan εφφ =  (10)
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where ε is the orbital energy of the spin orbital and nf  is the Fock operator; 

   

 ( ) ( ){ }∑ −+=
n

uunn nKnJhf  (11) 

   

Here nh  is the core Hamiltonian for electron n, the sum is over all spin orbitals 

u and the Coulomb operator J and the exchange operator K are defined as 
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Each spin orbital is then calculated by solving equation (10).  Since nf   

depends on the spin orbitals of all other electrons in the system, the solution must be 

iterated from a trial set of spin orbitals until the solution is self-consistent, hence the 

name of the process: self-consistent field (SCF).  The Hartree-Fock theory can be 

divided into two different cases depending on how to incorporate the spin of the 

system into the calculations. If electrons with spin α are considered equal as electrons 

with spin β, it is called restricted HF (RHF). The restricted HF approach can not be 

used on systems with open electron shells. When different spins are treated as 

different spatial orbitals, it is called unrestricted HF (UHF). Treating the spins as 

different gives a double set of equations, matrices and integrals to compute and hence 

gives better values for calculated energies since it brings the possibility to splitting of 

the energy levels for spin α and spin β. 

 

Electron correlation 

 

Since in the Hartree-Fock theory each electron moves in the average field of 

all the other electrons, it does not take into account the quantum mechanical effects on 

electron distributions nor does it consider the instantaneous electrostatic interactions 

between electrons. In other words, the Hartree-Fock theory ignores electron 
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correlation.  There are two major ways to incorporate electron correlation in the 

Hartree-Fock theory, perturbation theory and configuration interaction. Configuration 

interaction uses a linear combination of Salter determinants or configuration state 

functions corresponding to for excitations of electrons from the Hartree-Fock 

reference function to form the actual wave function, but this method are not used in 

this study and will not be discussed further. 

 

4. Møller-Plesset (MP) Perturbation Theory 

 

 In Møller-Plesset perturbation theory, the zero-order Hamiltonian, 0H , is 

given by the sum of one-electron Fock operators from equation (11).  
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Moreover, the perturbation, 1H , is given by 

   

 01 HHH −=  (15) 

   

H  is the Born-Oppenheimer Hamiltonian. If the eigenenergy of 0H  and 1H  are 0E  

and 1E  respectively. The second-order perturbation theory gives the first 

correction, 2E , to the ground-state energy 
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0φ  is the Hartree-Fock ground-state, and nφ  is the n-th excited configuration. This 

specific method that takes use of the second-order perturbation theory is called MP2. 
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5. Density Functional Theory (DFT) 

 

One major limitation with ab initio calculations is the computational difficulty 

of performing accurate calculations with large basis sets on molecules containing 

many atoms. Another family of theoretical methods that became increasingly popular 

is the density functional theory (DFT). The basic idea behind density functional 

theory is that the energy of the system can be expressed in terms of the electron 

probability density. The electron density, ρ, is a function of the position vector r, 

ρ=ρ(r). The energy E is said to be a functional of the electron density, E=E[ρ]. It has 

been proved that the electron density uniquely determines the ground-state energy. 

 

Using the electron density, the energy functional can be written as 

   

 [ ] [ ] [ ] [ ]ρρρρ eene VVTE ++=  (17)

   

 [ ] ( ) ( ) [ ]ρρρρ eeF Vrd
r
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r
r

rr3
5
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The subscripts for the potential energy terms stand for nuclei-electron and 

electron-electron. In Hartree-Fock theory, eeV  consists of a Coulomb part and a 

electron exchange energy. eeV  can be decomposed to 

   

 [ ] [ ] [ ]ρρρ KJVee −=  (19)

   

 J  is the Coulomb operator and K  the exchange operator (see equations 12 

and 13). In density functional theory the [ ]ρK  term can be modified to include both 

exchange and correlation effects. How that is done is shown later on. 

  

The first and simplest approach to replace a wave function with the electron 

density was the Thomas-Fermi atomic model that uses only the Coulomb operator J in 

the expression for eeV . The model uses the electron gas assumption for calculating the 
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kinetic energy, T , of a system as a function of the Fermi energy, Fε . The total 

energy functional within the Thomas-Fermi (TF) theory 
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 where ( )rrρ  is the electron density. Since exchange and correlation are not 

included in the Thomas-Fermi model, bonding in molecules is not predicted. Dirac 

added an exchange term for a uniform electron gas to the TF energy functional. The 

exchange term gives a new eeV  term on the form of equation (19) where 
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 This results in a new total energy functional [ ]ρTFDE  
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 Even with the addition of the new exchange functional, the model works very 

poorly. Negative ions do not exist, molecules do not hold together, the energies for 

real atoms are far too low and ( ) ∞=0ρ . The main reason for these failures is the 

assumption that the potential is uniform or slowly varying, which is unrealistic. The 

next improvement of DFT came when Hohenberg and Kohn proved that the electron 

density could uniquely define the potential.  Since the density determines the number 

of electrons and hence the wave functions for a non-degenerate ground state, it 

determines all properties of the system. The energy, Eν, depending on the specific 

external potential,υ , used can be written 
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 [ ] [ ] [ ] [ ] [ ]ρρρρρυ XCne VJVTE +++=

   

Here [ ]ρJ  is the Coulombic term and [ ]ρXCV  is the exchange correlation 

energy functional. To find the exact density and the exact form of the exchange-

correlation functional are the two main difficulties of DFT. 

 

5.1 Kohn-Sham equations 

 

One way to incorporate correlation only is the Kohn-Sham (KS) equations, 

which to some extent can be described as a correlation corrected Hartree-Fock 

approach. Their approach was to split the complicated kinetic energy functional, [ ]ρT , 

into a part on the independent particle form and a remainder that adds to the unknown 

exchange-correlation energy, [ ]ρXCE . This is done in different ways for the spin-

paired or closed shell situation and spin unrestricted or odd-electron situation. These 

models treat the density as slowly varying and therefore approximate the density as 

being constant locally. Thus the name of the procedure is local density approximation 

(LDA). 

 

5.2 Local Density Approximation 

 

The total electron density can be assumed to be expressed as a sum of 

contributions from a set of single-particle (so-called Kohn-Sham) orbitals, 

   

 ( ) ( )∑∑=
N

i s
i srr 2,rr ψρ  (24)

   

These orbitals form a wave function that exactly describes a system 

containing N non-interacting electrons.  The corresponding simplified part of the 

kinetic energy, [ ]ρST , can thereby be treated exactly in the form 
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This treatment results in an approach more accurate than TF or TFD 

models, but also harder to compute.  The total energy, [ ]ρE , is then given by 

   

 [ ] [ ] [ ] [ ] [ ] ( )∫+++= rdrrEJTE XCS
rrr ρυρρρρ (26)

   

Using the orthonormal of the wave functions and the fact that the 

derivative of the functional above should be zero for a minimum lead to the Kohn-

Sham orbital equations 
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These are the DFT equivalence to the single particle Schrödinger equation 

in the Hartree-Fock theory. The effective potential, effV , used in equation 27 is 

   

 ( ) [ ]
( )

[ ]
( )r

E
r

JrVV XC
eff rr

r

δρ
ρδ

δρ
ρδ

++= (28)

   

 ( ) ( ) ( )r
r

rrVV XCeff
r

r
r υρ

++= ∫
12

 (29)

   

The last term is the single-particle exchange-correlation potential. Since 

the Kohn-Sham equations are non-linear, they must be solved iteratively in a SCF 

way similar to that of Hartree-Fock-theory. The KS equations are easier to solve than 

the corresponding Hartree-Fock equations, as the latter contain an exchange potential 

operator in the one-electron Hamiltonian. The choice of Kohn-Sham orbitals has been 

a problem, but for practical purposes they resemble their Hartree-Fock equivalencies 

well enough, although there is not always a 1:1 correspondence. 
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 5.3 Local Spin Density Approximation 

 

If the electron shells are not closed there will be a difference in density 

between electrons with α-spin and β-spin. The total density is then (ρα+ρβ) and the 

spin density is (ρα-ρβ). This spin-polarized model, called the local spin density 

approximation (LSDA) is not only superior to the former LDA in odd-electron 

systems but also for closed shell systems. This is due to the fact that LSDA allows 

electrons with different spins to have different densities. The difference between LDA 

and LSDA is thus like their Hartree-Fock theory counterparts restricted and 

unrestricted. Separating the different spin densities gives a new Kohn-Sham kinetic 

energy 
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2
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The superscript 0 denotes the spin-restricted case, in which ρα+ρβ= ρ.   

Introducing spin polarization of the exchange-correlation energy functional, and 

separating exchange and correlation contributions gives 

   

 [ ] [ ] [ ]βαβα ρρρρρ ,, CXXC EEE +→ (31)

   

By using the spin-polarization, ζ, 
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in the Dirac exchange functional, the exchange energy part becomes 
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 [ ] ( ) rdE X
LSDA
X

r
∫= ζρρερρ βα ,,  (34)

   

The exact value of the correlation energy, CE , per particle is only known 

for a few special cases, 

   

 [ ] ( ) rdE C
LSDA
C

r
∫= ζρρερρ βα ,, (35)

   

Unlike the exchange energy, the correlation part cannot be decomposed 

into different spin contributions as electrons with equal spins interact as well as those 

with different spins. The first approach to approximated correlation energy was a 

model developed by Hedin and von Barth that is based on a random phase 

approximation (RPA). Their model uses the same form for the partitioning of the 

correlation part as for the exchange 
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where Sr  is the radius of a sphere with the effective volume of an electron. The 

function ( )ζf  is weight-factor depending on the spin polarization. The 0ε  and 1ε  

terms are complicated analytical functions derived by Hedin and Lundqvist5. Janak, 

Moruzzi and Williams (JMW) improved the Hedin-von Barth functional by changing 

some of the parameters. Their functional is called the JMW-functional. Another 

suggestion to the correlation energy was made by Vosko, Wilk and Nusair (VWN). 

They improved the model by Hedin-Lundqvist with data fitted from a Monte Carlo 

calculation of correlation energies made by Ceperley and Adler. Their expression for 

the correlation energy is 
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where 0,,, xcbA  and Q  are fitted constants and ( )xX  is a second degree 
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polynomial. These complicated and highly accurate expressions form the VWN 

functional. An even better correlation-energy model, the PWC functional, was derived 

by Perdew and Wang as another model with fitted data from the calculations by 

Ceperley and Adler. This functional is parameterized and hard to write on an explicit 

form, but simplified it looks like 
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and here fdcba ,,,, and g are fitted parameters and nc  are expansion terms for 

the correlation energy of the RPA above. The PWC functional is fitted to more data 

points than the VWN functional. 

 

 5.4 Non-local corrections 

 

To further improve density functional theory, the fluctuation of the 

electron density needs to be taken into consideration. This can be done by using not 

only the electron densities but also the gradients of the densities. One simple way to 

incorporate the gradients is the generalized gradient approximation (GGA), proposed 

by Perdew and Wang. This approximation depends only on the density and its first 

spatial derivative, which makes it easy to evaluate comparing with the first non-local 

corrections that used the second derivatives of the electron density. With the GGA, 

Perdew and Wang have made a combined exchange-correlation functional, the PW91. 

For the spin-unrestricted case, the exchange part of the functional is 
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The restricted component used for each spin-orientation above is 
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( )sF  is the complicated expression shown below. 
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The correlation part of the PW91 is a bit more complicated but looks like 
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The function H  used above consists of a lot of fitted parameters, but 

simplified it looks like 
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Another much used non-local correction is the BLYP correction. It 

consists of an exchange functional (B88) derived by Becke, combined with a 

correlation correction by Lee, Yang and Parr.  The B88 functional, see equation (44), 

is a gradient correction to the exchange energy given with LDA. It uses one parameter 

β that is fitted to exact atomic Hartree-Fock data and has the value of 0.0042 a.u. 
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The LYP correlation functional, that is a correction of second order, looks 

for the spin restricted case like, 
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The Weizsacker kinetic energy density, Wt , that is used above instead of 

the normal Kohn-Sham kinetic energy seen in equation (26) in the expression above, 

is defined as 
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The introduction of non-locality mostly enhances the accuracy of the 

calculations, but also increases the computational difficulties. 

 

6. Semiempirical methods 

 

Due to their greatly increased requirement for central processing unit time and 

storage space in the computer memory, ab initio quantum chemical methods were 

limited in their practical applicability. However, improvements in computer hardware 

and the availability of easy-to-use programs have helped to make ab initio methods a 

widely used computational tool. The approximate quantum mechanical methods 

require significantly less computational resources. Semiempirical methods are based 

on the Roothaan-Hall equations which for a closed-shell system is 

   

 FC = SCE (47)

   

In ab initio calculations all elements of the Fock matrix are calculated using 

equation (20), irrespective of whether the basis functions µφ , λφ , σφ  and νφ  are on 

the same atom, on atoms that are bounded or on atoms that are not formally bonded. 

The semiempirical methods consider the Fock matrix element in three groups: Fµµ 

(the diagonal elements); Fµµ (where µφ  and  νφ  are on the same atom) and F (where 

µφ  and νφ  are on different atoms.) 

 

The greatest proportion of the time required to perform an ab initio Hartree-

Fock SCF calculation is invariably calculating and manipulating integrals. The most 

obvious way to reduce the computational effort is therefore to neglect or approximate 

some of these integrals. Semiempirical methods achieve this in part by explicit 

considering only the valence electrons of the system; the core electrons are assumed 

into the nuclear core. The overlap matrix, S (in equation (19)), is set equal to the 

identity matrix, I. The main implication of this is that the Roothaan-Hall equations are 

simplified: FC = SCE becomes FC = CE.  
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6.1 MNDO 

 

Dewar and Thiel introduced the modified neglect of diatomic overlap 

(MNDO) method which was based on the neglect of diatomic differential overlap 

(NDDO); this theory only neglects differential overlap between atomic orbitals on 

different atoms.  

 

6.2 AM1 and PM3 

 

The Austin Model 1 (AM1) and Parametric Method Number 3 (PM3) are 

based on MNDO (the name derives from the fact that PM3 is the third 

parameterizations of NMDO, AM1 being considered the second). AM1 and PM3 

modified the core-core repulsions just outside bonding distances.  

 

7. Hybrid methods 

 

The basis of the QM/MM method is that the process or subsystem of most 

interest is localized in a fairly small part of a larger system. Therefore only this small 

region requires quantum mechanical calculations.  The bulk of the system is treated 

more simply by molecular mechanical methods.  The combination of the efficiency 

and speed of the MM force field with the versatility and range of applicability of the 

QM method allows reactions in large systems to be studied.  A number of hybrid 

QM/MM methods have been suggested to circumvent the problems of larger systems.  

  

An approach originated by Morokuma group under the general name of the 

ONIOM (our own N-layered integrated molecular orbital and molecular mechanics) 

method is based on the principle of the extrapolation and is conceptually quite 

different although operationally similar in some special cases from the QM/MM 

methods.  Originally, the MO and the MM methods were combined under the name of 

the integrated molecular orbital-molecular mechanics (IMOMM).  Later the method 

was further expanded to an onion-like multi-layered method, ONIOM, with ONIOMn 

referring specifically to an n-layered version, and individual methods used are divided 
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by a colon, such as ONIOM2(MP2:MM3). Therefore, IMOMM is equivalent to 

ONIOM2(MO:MM) and IMOMO to ONIOM2(MO:MO). The ONIOM method has 

been implemented into the Gaussian98 program system (Frisch et al., 1998). 

Additionally, this implementation can also determine integrated energy derivatives 

with respect to an electric field like dipole moments, polarizabilities, 

hyperpolarizabilities, infrared intensities and Raman intensities. In this study, the 

combined methods between MP2, DFT, HF and PM3 were performed.  The 

comparison with the highest level of theory, MP2, was also taken into account. 

 

7.1 ONIOM energy definition 

 

The basic idea behind the ONIOM approach can be explained most easily 

when it is considered as an extrapolation scheme in a two-dimensional space, spanned 

by the size of the system on one axis and the level of theory on the other axis. 

Appendix Figure A1 shows the extrapolation procedure schematically. The goal is to 

describe the real system at the higher level of the theory, i.e., the approximation of the 

target E4 (point 4) in a system partitioned into the two-layer ONIOM or E9 (point 9) in 

a system consisting of the three layers. In the case of two layers, the extrapolated 

energy EONIOM2 is then defined as: 

   

 EONIOM2 = E3 – E1 + E2 (48)

   

where E3 is the energy of the entire (real) system calculated at the low level method 

and E1 and E2 are the energies of the model system determined at the low and high 

level of theory, respectively. EONIOM2 is an extrapolation to the true energy of the real 

system E4: 

   

 E4 = EONIOM2 + D. (49)

   

Thus, if the error D of the extrapolation procedure is constant for two 

different structures (e.g. between reactant and transition state), their relative energy 

∆E4 will be evaluated correctly by using the ONIOM energy ∆EONIOM2. 
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Appendix Figure A1  The ONIOM extrapolation scheme for a molecular system 

partitioned into two (left) and three (right) layers. 

 

For a system partitioned into three different layers, the expression for the 

total energy EONIOM3 as an approximation for E9 reads: 

   

 EONIOM3 = E6 – E3 + E5 – E2 + E4 (50)

   

Since the evaluation of E1 ( the smallest model system at the lowest level 

of theory) does not require much computational effort, its value can be used to 

determine the effect of the three-layer approach as compared to a two-layer 

partitioning with points1, 4 and 6. If the energy difference between the two- and 

three-layer extrapolation is constant, a two layer partitioning with the intermediate 

layer omitted would give comparably accurate results. 

 

It should be noted that the layers need not be inclusive or contiguous. The 

so-called ‘inner layer’ does not have to be physically inside the ‘outer layer’. The 
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layers can be any part of the system. Each layer does not have to be contiguous; it can 

consist of several separate regions of the system. 

 

7.2 Treatment of link atoms 

 

An important and critical feature of all the combination schemes is the 

treatment of link atoms. For the following discussion, the first introduce some useful 

definitions by adopting a two-layer ONIOM schemes as an example, as illustrated in 

Appendix Figure A2 (Morokuma et al., 1999). The methodology in the case of a 

three-layer ONIOM is exactly the same and will not be discussed explicitly. 

 

The atoms present both in the model system and the real system are called 

set 1 atoms and their coordinates are denoted by R1. The set 2 atoms are the 

artificially introduced link atoms. They only occur in the model system and their 

coordinates are described by R2. In the real system they are replaced by the atoms 

described by R3. Atoms that belong to the outer layer and are not substituted by link 

atoms are called set 4 atoms with coordinates R4. The geometry of the real system is 

thus described by R1, R3 and R4 and they are the independent coordinates for the 

ONIOM energy: 

   

 EONIOM = EONIOM (R1, R3, R4) (51)

   

In order to generate the model system, described by R1 and the link atoms 

R2, Morokuma et al. (1999) define R2 as a function of R1 and R3: 

   

 R2 = f (R1, R3,) (52)

 

The explicit functional form of the R2 dependency can be chosen arbitrarily. 

However, considering the fact that the link atoms are introduced to mimic the 

corresponding covalent bonds of the real system, they should follow the movement of 

the atoms they replace. If atom A belongs to set 1 and atom B belongs to set 3 (see 

Appendix Figure A2), the set 2 link atom (symbolized by H atom in Appendix Figure 
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A2) is replaced onto the bond axis A-B. Therefore, in the model calculations the link 

atoms are always aligned along the bond vectors of the real system. For the exact 

position r2 of a single H atom along and A-B bond (r3- r1), they introduce a fixed 

scale factor (or distance parameter) g. Hence, 

   

 r2 = r1 + g(r3- r1) (53)

   

If the A-B bond distance | r3 – r1 | changes during a geometry optimization, 

the A-H bond distance | r2 – r1 | also changes.   

 

 
 

Appendix Figure A2 Definition of different atom sets within the ONIOM scheme. 

 

How should one choose a reasonable value for the parameter g? Of course, 

this crucially depends on the nature of the cut bond, the atoms A, B and link atom. If 
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they want to substitute a C-C single bond by a C-H bond in the model calculations, a 

reasonable value for g would be a standard C-C bond length (1.084 Å) divided by a 

standard C-C bond length (1.528 Å) and g becomes 0.709. Another common example 

is the substitution of a P-C bond (typically 1.860 Å) by a P-H bond (1.403 Å) for 

modeling bulky phosphine groups by using PH3 in the model calculations, which give 

0.754 as a reasonable value for g. It should be noted that the optimal scale factor also 

depends on the level of theory used for the two layers which are connected by the cut 

bonds. 

 

8. Basis set superposition error (BSSE) 

 

 Usually, in the case of two interacting monomers A and B, the interaction 

energy (∆E) is calculated as 

   

 )()()( BEAEABEE BAAB −−=∆ (54)

   

Where subscripts denote the molecular species in the energy expressions, while the 

letters in parentheses refer to the basis used in the calculation. Because the unused 

basis functions of the second unit in the associated complex can augment the basis set 

of the first, thereby lowering its energy compared to a calculation of the first unit, 

alone. The first can cause a similar error on the second. So the basis set superposition 

error (BSSE) is introduced. While alternative methods are used to correct this error, 

the counterpoise (CP) correction proposed by Boys and Bernardi continues to be the 

most prominent means of correcting for BSSE. The CP method calculates each of the 

fragments with the basis functions of the other, using ‘ghost orbitals’. The CP-

corrected interaction energy can be defined as  

   

 )()()( ABEABEABEE BAAB
CP −−=∆ (55)

   

Normally, one adds CP correction as a single-point correction to a previously 

optimized geometry of the complex. For the existence of interaction in the complex, a 
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little change of energy will make much change of geometry. So, some researchers 

proposed one should use CP to correct the optimized geometry, as well as the 

interactions energy. To do that, CP correction of energy is added in each step of 

gradient optimization. 

 

The scheme for calculating the ONIOM counterpoise correction binding 

energy (BE) used the Boys-Bernadi and also includes the relaxation effects expressed 

as shown in Equation (56): 

   

 (m1m2)BE-(M1M2)BE(m1m2)BEBE CP
LL

CP
LL

CP
HL

CP
ONIOM2 +=  (56)

   

where CP, HL, LL, m and M denote the counterpoise correction, high level of 

calculation, low level of calculation, small model in inner layer and real model in 

outer layer, respectively. The numbers, 1 and 2, stand for a part of monomer1 and a 

part of monomer2 studied as defined in the ONIOM model system, respectively. 

 

9. Basis Set 

 

The basis set most commonly used in quantum mechanical calculations are 

composed of atomic functions. The next approximation involves expressing the 

molecular orbitals as linear combinations of a pre-defined set of one-electron 

functions known as basis function. An individual molecular orbitals is defined as: 

 

                                      ∑
=µ

µµ χ=φ
N

1
ii c                                                              (57) 

 

where the coefficients ic µ  are known as molecular orbital expansion coefficients. The 

basis function N1...χχ  are also chosen to be normalized. Gaussian-type atomic 

functions were used as basis functions. Gaussian functions have the general form 
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( ) 2rlmn ezycxr,g α−=α
v

                 (58) 

  

where r
v

 is of course composed of x, y, and z. α  is a constant determining the size 

(radical extent) of the function. In Gaussian function, re α−  is multiplied by powers 

(possibly 0) of x, y, and z and a constant for normalization, so that: 

 

                                          1g
allspace

2 =∫                                                                (59) 

 

Thus, c depends on α , l, m, and n.  

 

Here are three representative Gaussian functional (s, py and dxy types, 

respectively): 

 

                                             ( ) 2r
4/3

s e2r,g α−⎟
⎠
⎞

⎜
⎝
⎛

π
α

=α
v
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Linear combinations of primitive gaussians like these are used to form the 

actual basis functions; the latter are called contracted Gaussians and have the form 

  

∑ µµ =χ
P

ppgd                  (61) 

  

where the pdµ ’s are fixed constants within a given basis set. Note that contracted 

functions are also normalized in common practice. A few commonly used basis sets 

are lists as following. 
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Minimal Basis Sets: Minimal basis sets contain the minimum number of basis 

functions needed for each atom, as in these examples: 

 

H: 1s 

C: 1s, 2s, 2px, 2py, 2pz 

  

Minimal basis sets use fixed-size atomic-type orbitals. The STO-3G basis set 

is a minimal basis set (although it is not the smallest possible basis set). It used three 

gaussian primitives per basis function, which accounts for the “3G” in its name. 

“STO” stands for “Slater-type orbitals,” and the STO-3G basis set approximates 

Slater orbitals with gaussian functions. 

 

Split Valence Basis Sets 
 

C1          +  C2      =

 
 

The first way that a basis set can be made larger is to increase the number of 

basis functions per atom. Split valence basis sets, such as 3-21G and 6-31G, have two 

(or more) sized of basis function for each valence orbital. For example, hydrogen and 

carbon are represented as: 

  

H: 1s, 1s’ 

C: 1s, 2s, 2s’, 2px, 2py, 2pz, 2p’
x, 2p’

y, 2p’
z 

 

where the primed and unprimed otbitals differ in size. 

  

The double zeta basis sets, such as the Dunning-Huzinaga basis set (D95), 

form all molecular orbitals from linear combinations of two sized of functions for 

each atomic orbital. Similarly, triple split valence basis sets, like 6-311G, use three 

sizes of contracted functions for each orbital-type. 
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Polarized Basis Sets 
 

+

- +

+

-
-

+  C
+

-
= .

 
 

Split valence basis sets allow orbitals to change size, but not to change shape. 

Polarized basis sets remove this limitation by adding orbitals with angular momentum 

beyond what is required for the ground state to the description of each atom.            

For example, polarized basis sets add d functions to carbon atoms and f functions to 

transition metals, and some of them add p functions to hydrogen atoms. 

So far, the only polarized basis set 6-31G(d) is used. Its name indicates that it 

is the 6-31G basis set with d functions added to heavy atoms. This basis set is 

becoming very common for calculations involving up to medium-sized systems. This 

basis set is also known as 6-31G*. Another popular polarized basis set is 6-31G(d,p), 

also known as 6-31G**, which adds p functions to hydrogen atoms in addition to the 

d functions on heavy atoms. 

 

Diffuse Functions  

  

. ..C1 +  C2 =
 

 

Diffuse functions are large-size versions of s- and p- type functions (as 

opposed to the standard valence-size functions) which allow orbitals to occupy a 

larger region of space. Basis sets with diffuse functions are important for systems 

where electrons are relatively far from the nucleus: molecules with lone pairs, anions 

and other systems with significant negative charge, systems in their excited states, 

systems with low ionization potentials, descriptions of absolute acidities. The            

6-31+G(d) basis set is the 6-31G(d) basis set with diffuse functions added to heavy 

atoms. The double plus version, 6-31++G(d), adds diffuse functions to the hydrogen 
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atoms as well. Diffuse functions on hydrogen atoms seldom make a significant 

difference in accuracy. 

 
High Angular Momentum Basis Sets 

  

Even larger basis sets are now practical for many systems. Such basis sets add 

multiple polarization functions per atom to triple zeta basis set. For example, the       

6-31G(2d) basis set adds two d functions per heavy atom instead of just one, while the 

6-311++G(3df,3pd) basis set contains three sets of valence region functions, diffuse 

functions on both heavy atoms and hydrogens, and multiple polarization funtions:3 d 

functions and 1 f function on heavy atoms and 3 p functions and 1 d function on 

hydrogen atoms. Such basis sets are useful for describing the interactions between 

electrons in electron correlation methods. 
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APPENDIX B 
 

Poster Contributions to Conferences and Publication 

 
Poster Presentation 

 

Hongkrengkai, R., M. Kuno, and S. Hannongbua, The Applicability of the ONIOM-

BSSE scheme of weak interation for H…π systems. The 2nd Asian Pacific 

Conference on Theoretial & Computational Chemistry (APCTCC 2005), 

Chulalongkorn University, Bangkok, Thailand, 2-6 May 2005.   
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Publication  

 

ONIOM-BSSE scheme for H…π system and application on HIV-1 reverse 

transcriptase 

 

Mayuso KUNO*, Rattapon Hongkrengkai, Supa Hannongbua 

 

CHEMICAL PHYSICS LEETTERS, 2006, ACCEPTED. 
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