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K-means algorithm is one of the most popular clustering algorithms in use today. However,
when the input size is large, the algorithm runs very slow. This is because it has time complexity of
O(km) where k is the number of desired clusters, r is the number of iterations. and n is the number of
points. It is known that K-mecans approaches a lincar rate when it is close to convergence. If r s
proportional to n. the running time of K-means is O(nz) which is impractical for a large n. In this
papers, we offer the minimum spanning tree-based clustering (MST-based clustering). [t has time
complexity of O(nlgn) and its running time is faster than that of K-means algorithm. Besides, the

clustening result of our algorithni is better than that of K-mcans algorithm.





