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ABSTRACT
The need for fast and accurate diagnostic systems is crucial as heart disease currently

ranks as the leading cause of death worldwide. This study proposes a hybrid ensemble model
called RFAB, which combines the predictions of Random Forest and Adaboost classifiers for
reliable heart disease prediction. The proposed model introduces a significant improvement
by utilizing an expanded dataset, increasing from 303 to 27,597 records, and applying ad-
vanced feature extraction and dimensionality reduction techniques. The testing accuracy was
95% which indicates the higher performance of the RFAB compared with SVM-81.71% and
Extra Tree classifier-84%. These findings offer a non-invasive, low-cost method for early
diagnosis, allowing for prompt clinical interventions and enhancing patient outcomes.

Keywords: Ensemble methods; Heart disease; Machine learning; Majority voting technique

1. Introduction
Cardiovascular disease (CVD) is a

disease related to the narrowing of arteries.
These arteries supply oxygenated blood to
diverse parts of the body’s organs. As per
the report of WHO, it is the leading cause
of death across the globe [1]. If arteries
providing blood to the brain get blocked,
it causes stroke. If the arteries, provid-
ing blood to the heart get blocked then
it’s called coronary artery disease. There
are three main arteries in the human body

that supply oxygenated blood to the heart.
These are the left circumflex artery (LCX),
right coronary artery (RCA), and left ante-
rior descending artery (LAD). If any one of
these arteries gets blocked due to plaque,
the artery becomes stenotic. This results
in a disease called coronary artery disease
(CAD). This state causes a severe range of
heart conditions such as angina, heart at-
tack, and heart failure. All these terms can
also be referred to individually as heart dis-
ease. It is becoming a dangerous disease
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and causes high mortality [2]. In devel-
oped and developing countries, for people
more than 35 years old CAD is responsi-
ble for 33% of deaths [2]. Heart disease,
especially coronary artery disease (CAD),
represents a significant health issue in the
world and makes up about one-third of all
deaths in people over 35 [2]. The grow-
ing trend highlights the need for predictive
models for early diagnosis to reduce the
mortality rates. Conventional diagnostic
approaches such as angiography are costly
and invasive, which makes them inaccessi-
ble. Machine learning (ML) has emerged
as a promising alternative for non-invasive
detection of CAD based on patient data
to make accurate predictions. Although
challenges like the suboptimal performance
of models on small clinical datasets have
been overcome, individual classifiers such
as SVM and Decision Trees still have dif-
ficulties in prediction. While techniques
such as ensemble methods, which combine
more types of algorithms, generally lead
to better results, they usually depend on
feature selection/extraction and, thus, may
lose valuable information contained in the
data. Themedical field has evolved tremen-
dously from a technical point of view in the
last 20 years. There has been increasing
growth in disease diagnosis of a patient by
using newly developed devices. But these
are costly, and not every person can afford it
easily. Among all human chronic diseases,
coronary artery disease is considered to be
dangerous to mankind’s life [3]. Hence the
researchers have focused greatly on CAD
disease diagnosis. The researchers are de-
veloping novel techniques for the diagno-
sis of CAD. Different surgeries and robotic
technologies are involved in the diagno-
sis; hence, there becomes a need for non-
invasive techniques for the diagnosis of dis-
ease.

In the medical field, image process-
ing, data mining techniques, and machine
learningmethods have been widely applied.
Image processing techniques have been ap-
plied for tumor detection and cancer cell
identification, while datamining techniques
are used for pattern finding and matching
in input data. Machine learning techniques
are used for disease detection as well as for
prediction [4]. Nowadays machine learn-
ing techniques have been applied for dis-
ease prediction by many researchers. To
detect CAD, many times clinicians use an-
giography which is an invasive technique.
Hence, there is a need to develop a non-
invasive technique usingML techniques. In
this paper, we propose a methodology using
SVM, ET, and hybrid techniques to predict
heart disease. The Z Alizadeh Sani dataset,
a clinical dataset containing 54 categorical
features.

The dataset trains Random Forest
and Adaboost classifiers using RFAB, a
new hybrid ensemble (random forest com-
bined with Adaboost classifiers) generat-
ing robust predictions using majority vot-
ing. It employs the extended Z Alizadeh
Sani dataset with 27,597 records to avoid
the exercise of feature selection. Represen-
tation learning method, surpassing SOTA
with 95% accuracy, or get the best results.
Gives stepwise reproducibility steps and de-
tails on relevance for future studies. Al-
though previous studies have shown the ef-
fectiveness of single classifiers or feature
selection techniques, they tend to compro-
mise model accuracy and robustness. To fill
the research gap, we have employed a hy-
brid ensemble method using the full-feature
dataset to develop the solution for non-
invasive and accurate prediction of heart
disease. Also, we proposed a new hy-
brid ensemble method that integrates Ran-
dom Forest and AdaBoost classifiers as
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weak classifiers and successfully achieved
an accuracy of 95% in predicting heart dis-
ease. Compared to previous studies, the
presented model uses the entire feature set
of the extended Z Alizadeh Sani dataset
to ensure that no important data is elimi-
nated. Furthermore, this study tackles the
problem of limited clinical datasets by in-
creasing the number of records from 303
to 27,597, which strengthens model robust-
ness. The method is validated via extensive
benchmarking, suggesting its promise as a
means of heart disease precursor detection

1.1 Proposed work
1. The dataset features are analyzed

and indexed according to the type of vari-
able, such as category, type, numerical,
text, etc. The features are classified as cat-
egorical and continuous.

2. We propose a heart disease pre-
diction system by using classifiers such as
Linear SVM, Extra tree, and Hybrid meth-
ods. We have used the full feature dataset
as an input to these classifiers.

3. The Hybrid methods contain the
following algorithms: the Random Forest
Classifier and the Adaboost Classifier. The
ensemble methods give good prediction re-
sults as compared to individual classifiers.
Hence, we used an ensemble.

4. Performance measures are calcu-
lated and compared with the state-of-the-art
models.

The paper is divided into five sec-
tions. Section II identifies related research
work done in this problem statement do-
main. The next section i.e. III explains
the proposed methodology in detail. Ex-
perimental results and discussion of perfor-
mance measures are given in section IV. Fi-
nally, the conclusion and future scope are
given in section V.

2. Related Work
The most frequently used diagnos-

tic methods for heart disease detection
among clinicians are ECG tests, Echo-
cardiograms, exercise stress tests, heart CT
scans, Angio grams and Cardiac Catheter-
ization [5]. In order to improve these di-
agnostic methods, machine learning (ML)
techniques have been developed to predict
heart disease with greater accuracy and effi-
ciency. While significant progress has been
made, this work aims to address shortcom-
ings in feature selection, dataset handling,
and model generalization.

By considering the severity of this
deadly CAD disease, researchers are focus-
ing on the precision and accuracy of the
classifier. For the same, they are using fea-
ture selection methods. The hybrid PSO
with extreme machine learning is used by
Afzal Shahid, Maheshwari Singh et al. [6].

For instance, Shahid et al. [4] ex-
plored feature selection methods including
Fisher, Relief, and minimum redundancy
maximum relevance to enhance classifica-
tion performance based on SVM. Although
this method improved prediction accuracy
(88.34%) and other measures, it was mainly
based on certain feature extraction meth-
ods that might not allow generalization to
datasets with different characteristics. Ad-
ditionally, Nasarian et al. with SMOTE,
Hua et al. [7] used a hybrid feature selection
method with classifiers including XGBoost
to achieve 81.23% accuracy. Nonetheless,
the model’s performance was largely based
on a specific dataset (Z Alizadeh Sani), in-
dicating limited focal applicability.

The ensembles are being used to pre-
dict the disease. Xiao-Yan et al. [8] pro-
posed an ensemble by using 2 feature ex-
traction methods and classifiers. They used
LDA, and PCA for feature extraction, and
KNN, SVM, DT, RF, and NB for classi-
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fication. Along with these classifiers they
used two ensemble methods, namely, bag-
ging and boosting. The individual classi-
fiers’ accuracy was less as compared to en-
sembles.

Terrada et al. [9] employed su-
pervised ML algorithms such as Artifi-
cial Neural Networks and Adaptive Boost-
ing, obtaining superior prediction metrics
(e.g., 94% accuracy on the Z Alizadeh Sani
dataset). However, there was variance in
performance on datasets such as Cleveland
and Hungarian, suggesting difficulties in
generalization. Similarly, Saboor et al. [9]
did preprocess and hyper parameter tun-
ing on nine classifiers, attaining 98% recall
with SVM. Chif et al., (10) performed simi-
lar research, but their focus was not on class
imbalance or ensemble so their results could
have been better in terms of reliability.

Pathan et al. [10] used full-feature
datasets with classifiers, such as Lin-
ear SVC, achieving moderate accuracy
(72% and 66% on CVD and Framing-
ham datasets, respectively) on information.
While their work showed the practicality of
full-feature models, their relatively lower
performance highlights a need for robust
models which better utilize these full fea-
ture spaces. Shahid and Singh et al. [6] fo-
cused on hybrid PSOwith extreme machine
learning which got accuracy 97.60% on Z
Alizadeh Sani dataset. However, this effort
focused on algorithmic optimization but did
not tackle imbalances in datasets.

Supervised machine learning algo-
rithms such as Artificial Neural Networks
and Adaptive Boosting are used by Ou-
mania Terrada [9]. This model gives pre-
diction accuracy, Precision, Recall, and
F1 scores as 94%, 92.58%, 97.73%, and
94.48%, respectively, on Z Alizadeh Sani
dataset. They also compared their classi-
fiers on Cleveland and Hungarian datasets.

However, the Z Sani dataset achieved the
highest accuracy.

Wahid et al. [11] showcase how im-
balanced datasets require extra care. The
reported 95.16% accuracy with Extra Trees
classifier using SMOTE. They are effec-
tive; however, their dependence on cer-
tain resampling strategies may not gener-
alize well to different datasets. Similarly,
Xiao-Yan et al. [8] processed ensembles via
bagging and boosting and attained 98.6%
accuracy with decision trees as classifiers.
Even if ensembles held strong, they relied
ultimately on feature extraction methods
(e.g. Principal Component Analysis (PCA)
and Linear Discriminant Analysis (LDA))
which do not exploit the full potential of raw
data.

Finally, Gabriel et al. [12] overcame
the small number of clinical datasets by
preprocessing and hyper tuning their ap-
proach. Although their model reached an
accuracy of 97.7% on the CAD dataset, we
believe there exists room for improvement
as the authors do not further elaborate on
advanced ensemble approaches nor suggest
any advanced augmentation techniques in
order to further boost model performance.

This study advances these progresses
utilizing the complementary strengths of
Random Forest and Adaboost, a full-feature
dataset to prevent losing critical informa-
tion, and using a majority voting method to
make the predictions more robust. More-
over, in order to mitigate class imbalance
and to enhance the generalization, dataset
augmentation is also performed. This is a
reliable and scalable heart disease predic-
tion process that can address the shortcom-
ings of contemporary methods.

Many times, authors have datasets
other than the Z Alizadeh Sani dataset, such
as Cleveland, Framingham, Statlog, and
Long Beach VA. They are used as an in-
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dividual or making a combination of all.
However, the Z Alizadeh Sani dataset is
preferable as per our proposedmodel. Also,
many papers have not used the complete full
features dataset. Instead, they have selected
a feature dataset. The full feature dataset is
still giving better prediction accuracy. By
considering this gap we have proposed our
system. There is no need that at every time
one should extract features and optimize
them to improve prediction accuracy. By
using a full feature set one can also achieve
it. Hence the contribution of this paper is
to predict disease using a full feature set.
While implementing the algorithms for the
dataset it has been observed that, without
using any feature extraction algorithm or
method we are getting good performance
measures for the proposed methodology.

3. Proposed Methodology
An input dataset is essential for de-

veloping and implementing any system.
The dataset must be suitable for this dis-
ease prediction as the proposed methodol-
ogy is implemented for coronary artery dis-
ease. There are many datasets available
online, but the extended Z Alizadeh Sani
dataset was found useful for disease predic-
tion.

3.1 Dataset description
The extended Z Alizadeh Sani

dataset contains a total of 58 features. The
“Cath” feature indicates whether the patient
has CAD. This dataset has features that
give information on stenosis of coronary
arteries. To predict CAD, the important
feature is coronary arterial stenosis, which
is given only in this dataset; hence, we have
referred to this dataset. The features LAD,
LCX, and RCA have been added to this
dataset which are not present in any other
heart disease dataset. The original dataset

angiographic data served as the basis for
the LAD, LCX, and RCA features. These
characteristics indicate the existence of
blockages in important coronary arteries,
which are important markers of coronary
artery disease. Clinical annotations in the
dataset were used to calculate the binary
values for these features (blockage present
or not). The dataset is divided into four
categories, namely, demographic features,
electrocardiographic features, physical
examination and symptoms, laboratory test
and echocardiography [6]. The dataset is
available on the UCI machine learning
dataset repository which contains 303
records. The success of machine learning
depends upon how many records are given
as input to the system. If we increase
the number of records for processing,
the prediction results/output will be more
effective. Hence in this proposed sys-
tem, we have increased the number of
records from 303 to 27597 by using Python
functionalities such as NumPy and pandas.

Both categorical and continuous
variables are present in the dataset. The
features are visualized to analyze the
distribution of categorical and continuous
variables.

Data visualization helps to visualize
and analyze/understand patterns present in
data. For this we use graphs, bar charts, and
scatter plots. The relationship between con-
tinuous variables can be displayed by using
a scatter-plot. The dataset features are given
in Table 1. As the dataset contains both cat-
egorical and continuous variables, prepro-
cessing of the dataset is necessary. The pre-
processing included the following:

1 Handling Missing Values: Missing
data was imputed using median val-
ues.

2 Encoding Categorical Variables:
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One-hot encoding was applied
to ensure compatibility with ML
algorithms.

3 Scaling Continuous Variables: Fea-
tures were normalized using Min-
Max scaling to ensure uniform ranges
for all variables.

3.2 Methods and proposed system
The machine learning techniques

were found to be useful for prediction of
heart disease. The classification models
are widely used for the same purpose. In
this proposed method, we have used linear
SVM (Support Vector Machine), an extra
tree classifier, an ensemble of random forest
classifier with different estimators, and an
Adaboost classifier for disease prediction.
By using these advantages, these methods
are applied to a dataset for disease predic-
tion. SVMs were selected due to their ro-
bustness in binary classification tasks, es-
pecially with high-dimensional data. ET
was chosen due to its ability to efficiently
deal with both categorical and continuous
variables and its lower variance than tra-
ditional decision trees. Also, the hybrid
RFAB model integrates the advantages of
Random Forest (resistant of over fitting,
handling imbalanced data) and Adaboost
(revising misclassified samples in an itera-
tive way), which matches with study char-
acteristics of aiming at gaining high accu-
racy with the least preprocessing. CART
and NB were excluded due to their com-
paratively weaker performance on similar
data structures, and LR was less preferred
due to its lack of ability to identify complex,
non-linear relationships in the data. There is
a need to implement an ensemble learning
approach for the improvement of the accu-
racy of the classifier towards disease predic-
tion [13]. The system can be implemented

by using ensembles like Adaboost, bagging,
boosting, etc. [14]. We used synthetic data
generation techniques and algorithms im-
plemented in Python libraries NumPy and
pandas to augment the dataset. This in-
volved oversampling and the generation of
synthetic records to leverage the statistical
distributions of existing features in order
that variability remained realistic. This aug-
mentation approach helped to mitigate the
issue of small clinical datasets, allowing for
improvedmodel training and decreased sus-
ceptibility to over-fitting. We then exten-
sively tested the effect of augmentation on
model performance to validate it and make
sure it is reliable.

3.3 Machine learning models used

3.3.1 Support Vector Machine
(SVM)

SVMs can do classification and re-
gression. They are based on the concept
of hyperplanes, a boundary that z data is
not going to be separated linearly, then the
Kernel trick is used. In such cases, the lin-
ear kernel in the form of a mathematical ex-
pression is represented 𝐾 (−→𝑥𝑖 · −→𝑥 𝑗) = −→𝑥𝑖 · −→𝑥 𝑗
where 𝑥 is a feature and 𝑖 and 𝑗 represent
two-dimensional space. Hence, an SVM is
effective in high-dimensional spaces, i.e. it
performs well in high-dimensional feature
sets. Once the optimal hyperplane is deter-
mined in the training set, the SVM can be
used for new, unseen data features [15].

The Extra tree classifier, a small
name for an Extremely Randomized Tree
classifier, is an ensemble learning technique
used for classification purposes. It belongs
to the family of Decision tree classifiers,
as does Random Forest [16]. It is differ-
ent from a random forest in sense that it in-
troduces randomness while developing the
tree. It selects features randomly at each
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Table 1. Ex-Z Alizadeh Sani dataset [6].

Feature type Feature name Range

Demographic

Age
Sex
Weight
BMI (kg/m2)
DM
HTN
Current smoker
Ex Smoker
Family History
Obesity (BMI>25)
Chronic Renal Failure (CRF)
Cerebrovascular accident
Thyroid disease
Airway disease
Congestive Heart Failure
Dyslipidemia

30-86
M, F
48-120
18-41
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No

ECG

ST elevation
ST depression
Q Wave
T inversion
LVH
Poor R wave progression

Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No

Symptoms & examinations

BP (mm-Hg)
Pulse rate (PR)
Edema
Weak peripheral pulse
Lung rales
Systolic murmur
Diastolic murmur
Typical chest pain
Dyspnea
Functional class
Atypical
Nonanginal chest pain
Exertional chest pain
Low threshold angina

90-190
50-110
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
Yes, No
1,2,3,4
Yes, No
Yes, No
Yes, No
Yes, No

Lab test & Echocardiography

Fasting blood sugar (mg/dL)
Creatinine (mg/dL)
Triglyceride (mg/dL)
LDL (mg/dL)
HDL (mg/dL)
Sodium (mEg/lit)
WBC (cells/mL)
Lymphosite (%)
Neutrophil (%)
Platelet (1000/mL)
Blood urea nitrogen (BUN) (mg/dL)
ESR (mm/h)
HB (g/dL)
Potassium (mEg/lit)

62-400
0.5-2.2
37-1050
18-235
15-111
128-156
3700-18000
7-60
32-89
25-742
6-52
1-90
8.9-17.6
3.0-6.6
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split. This randomness introduces more di-
versity at each split. This feature makes Ex-
tra Tree different from other ensemble fam-
ilies. This feature hence helps to reduce the
variance of the model compared to tradi-
tional decision trees and random forests.

In Saboor et al. [9], the higher ac-
curacies that they reported were found af-
ter large feature selection and hyper param-
eter tuning on a subset of those features.
On the other hand, our approach employs
the full-feature extended Z Alizadeh Sani
dataset despite the absence of feature selec-
tion, thus being more generalizable and ap-
plicable for clinical use. Overall, our hy-
brid method achieves a classification accu-
racy of 95%, which confirms that ensemble
learning provides robust predictions over
other classifiers.

3.3.2 Extra tree classifier
The Extra tree classifier, a small

name for an Extremely Randomized Tree
classifier, is an ensemble learning technique
used for classification purposes. It belongs
to the family of Decision tree classifiers,
as does Random Forest [16]. It is differ-
ent from a random forest in sense that it in-
troduces randomness while developing the
tree. It selects features randomly at each
split. This randomness introduces more di-
versity at each split. This feature makes Ex-
tra Tree different from other ensemble fam-
ilies. This feature hence helps to reduce the
variance of the model compared to tradi-
tional decision trees and random forests.

In Saboor et al. [9], the higher ac-
curacies that they reported were found af-
ter large feature selection and hyper param-
eter tuning on a subset of those features.
On the other hand, our approach employs
the full-feature extended Z Alizadeh Sani
dataset despite the absence of feature selec-
tion, thus being more generalizable and ap-

plicable for clinical use. Overall, our hy-
brid method achieves a classification accu-
racy of 95%, which confirms that ensemble
learning provides robust predictions over
other classifiers.

3.3.3 Hybrid classifier
The evolution of ML techniques

for CAD detection has progressed sig-
nificantly. Early works, such as those
by Afzal Shahid, utilized SVM with fea-
ture selection methods, achieving accura-
cies of ∼ 88.34%. Subsequent studies in-
tegrated ensemble methods like XGBoost
and SMOTE to handle class imbalances,
achieving higher performance (e.g., 94.7%
by Zhang et al. [17]).While these mod-
els showed promise, many relied on feature
extraction or dataset-specific optimizations,
limiting generalizability. Recent works
have explored hybrid ensembles, yet few
have used the full-feature dataset approach.
Our study addresses this gap by combin-
ing RF and Adaboost, leveraging their com-
plementary strengths to enhance accuracy
without feature extraction.

We have proposed the flow of the
system as shown in Fig. 1. The proposed
system aims to predict heart disease early
and will be helpful for doctors as clinical as-
sistants. As the chosen dataset for the sys-
tem contains data about blocking arteries, it
is useful for early disease prediction. These
features are namely LAD (Left anterior
descending artery), LCX (Left circumflex
artery), and RCA (Right coronary artery)
indicating whether they have a blockage or
not. If any of these arteries have blockages,
then the patient develops angina and then
a heart attack. Hence in the early stage of
angina developed patient, one can predict
heart disease.

This extended Z Alizadeh Sani
dataset contains these extra features (LCX,
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Fig. 1. Proposed system for heart disease prediction.

LCA, RCA); hence, we have chosen this
dataset for disease prediction. We have
used all features of the dataset for disease
prediction. The proposed system is divided
into three phases, the first phase is data pre-
processing which includes finding missing
values, data cleaning, and data readiness
for the classifier; the second phase is ap-
plying the classifier to the dataset; and the
final phase contains a prediction of disease
along with calculating the performance
of system. A representation of the hybrid
model’s work-flow can be added for clarity.

Algorithm: Hybrid Ensemble Classifier
for Heart Disease Prediction
Input: Z Alizadeh Sani dataset with 58
features. Data Preprocessing: Handle
missing values and clean data. Expand
dataset records using Python libraries (e.g.,

NumPy, pandas).
Classifier Training: Train Random For-
est with optimized hyper parameters. Train
AdaBoost with the same dataset.
Combine Random Forest and AdaBoost us-
ing majority voting for final prediction.
Performance Evaluation: Calculate met-
rics: Accuracy, Precision, Recall, F1-score,
ROC-AUC.
Output: Predicted class (heart disease:
Yes/No).

To increase prediction accuracy, the
method combines the complementary ad-
vantages of Adaboost and Random For-
est. It prevents the possible loss of im-
portant information by using a full-feature
dataset without feature extraction, guar-
anteeing that all pertinent data contribute
to the model’s performance. As a reli-
able technique for final predictions, major-
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ity voting improves reliability over conven-
tional ensemble methods. To improve gen-
eralization and performance in a variety of
scenarios, dataset augmentation is also used
to increase the training data and correct im-
balances.

4. Experimental Results & Discus-
sion
4.1 Set-up

The experiments have been done in
Python using Google Collab onHP, Intel(R)
Core (TM) i3-6006UCPU@2.00GHzwith
8 GB RAM, Windows 10 64-bit OS.

4.2 Results of classifiers
The Z Alizadeh Sani dataset has 303

samples and 58 features consisting of demo-
graphic, clinical, and laboratory data. With
the help of Python libraries, such as NumPy
and pandas, we expanded the dataset to
27,597 records by synthetic data generation
via the oversampling approach. The idea is
to train and test a model in a robust manner.

We use ensemble techniques to pro-
pose hybrid Random Forest and AdaBoost
algorithms. We presented a hybrid clas-
sifier having majority voting, trained with
various classifiers like Standalone classi-
fiers (SVM, Extra Tree Classifier). Unlike
many approaches that reduce features or se-
lect features, the new method uses all 58
features of the extended Z Alizadeh Sani
dataset. This method preserves important
frequencies that are relevant for heart dis-
ease prediction. Using features including
stenos of coronary arteries (LAD, LCX,
RCA) to predict conditions like angina that
are precursors to heart attacks, the study fo-
cuses on the early detection of heart disease.

In this study, the SVM, the Extra tree,
and Hybrid classifiers are used. The com-
parative analysis of these algorithms was
carried out in the experiments. We com-

Table 2. Confusion Matrix for SVM.

Predicted Values
No Yes

Actual
Values

No 1796 0
Yes 1262 3842

Table 3. Confusion Matrix for extra tree classi-
fier.

Predicted Values
No Yes

Actual
Values

No 1209 228
Yes 655 3428

Table 4. Confusion Matrix for hybrid classifier.

Predicted Values
No Yes

Actual
Values

No 1681 74
Yes 271 4874

pared these algorithms on the extended Z
Alizadeh Sani dataset. 75%-80% and 25%-
20% of data have been taken for training
and testing respectively. We have exper-
imented on a full feature dataset i.e. on
58 features. By using full features, we are
getting good performance measures. For
training we are getting accuracies of 81.6%,
86.0%, 96%, and for testing 81.71%, 84%,
and 95% for SVM, Extra tree, and Hybrid
classifiers respectively.

4.3 Experimental results with support
vector machine, extra tree classifier &
hybrid classifier

We have calculated different perfor-
mance measures such as Confusion matrix,
Accuracy, F1 score, Precision, and Recall
to validate our system. Table 2 shows the
Confusion Matrix for SVM; Table 3 shows
the Confusion Matrix for Extra Tree Classi-
fier; and Table 4 shows the Confusion Ma-
trix for Hybrid Classifier.

The Confusion Matrix is calculated
for the machine learning techniques. The
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Fig. 2. Comparison between proposed technique & other related work.

Table 5. Evaluation metrics for implemented ML techniques.

Ref. Authors Techniques/Methods Accuracy %
[18] Abdar, Moloud, et al Nu-SVC 94.66
[19] Wang, Jikuo, et al. GNB, GB, RF, ET, ADB, MLP, XBG 95.84
[20] Shahid, Afzal Hussain, and M. P. Singh SVM+PSO-ANFIS 88.34
[21] Dahal, Keshab R et.al. LR+ Bagging CART+SVM +RF + KNN 89.47
[15] Joloudari, Javad Hassannataj, et al Random trees 91.47
[17] Zhang, Shasha, et al SMOTE+XGBOOST 94.7
[5] Hassannataj Joloudari, Javad, et al. Genetic SVM+ Analysis of Variance 89.45

Proposed system Hybrid technique using Random Forest + Adaboost 95

parameters of the Confusion Matrix are TP,
TN, FP, and FN. TP occurs when the model
accurately and correctly predicts the oc-
currence of disease. TN occurs when the
model accurately and correctly predicts the
absence of disease. FP occurs when the
model incorrectly classifies the occurrence
of disease. And finally, FN is defined as
when the model incorrectly classifies the
absence of disease. The analysis of the
model is done on a testing dataset by cal-
culating the model’s accuracy, precision,
recall, F-measure, and ROC-AUC values.
Precision gives the reliability of a model in
predicting the correct class, i.e. patient will
have a disease. The recall gives the propor-
tion of correct prediction of positive cases
to the total number of positives cases. The
performance measures are given as below

for our model.

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 , (4.1)

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 , (4.2)

Recall =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑁 , (4.3)

F-measure =
2 × Precision × Recall
Precision + Recall ,

(4.4)
The evaluation metrics for all the su-

pervised classifiers are given in Table 5.

4.4 Comparative analysis with previous
studies and discussion

The comparative analysis given in
Table 5 for disease prediction indicates
that there is a significant difference in the
proposed system and the existing system.
These differences are visualized in Fig. 2
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Fig. 3. ROC curve for SVM classifier.

which identifies that the proposed system
has achieved maximum accuracy for dis-
ease prediction. In this proposed technique,
we have used a full-featured dataset for the
prediction of heart disease. The misclassi-
fied samples were examined for trends. We
found borderline cases only, with their clin-
ical profile very similar to CAD patients.
False negatives were ascribed to patterns
not well represented in the original dataset.
Compared to existing methods, the RFAB
hybrid model yields improved results (see
Table 6), which suggests that the mixture of
general and specific features in full-feature
datasets is beneficial when using ensemble
learning.

Although Wang et al. [15] shows a
slight increment in accuracy, stack-based
ensembles can be resource-heavy. How-
ever, our hybrid model simplifies the net-
work structure and achieves similar perfor-
mance with high efficiency, which allows
for its deployment in real applications.

4.5 Performance analysis with AUC for
SVM, Extra Tree classifier, Hybrid clas-
sifier

Figs. 3-5 shows the ROC-AUC
curves for the experiments conducted on ex-
z sani dataset.

Fig. 4. ROC curve extra tree classifier.

Fig. 5. ROC curve for hybrid classifier.

5. Conclusion
This paper presents a novel hybrid

ensemble method that combines different
estimators, such as Random Forest and Ad-
aBoost, to predict heart disease. The ex-
periments were conducted on a compre-
hensive dataset sourced from the UCI ma-
chine learning repository, and included ma-
chine learning techniques such as SVM, Ex-
tra Tree, Decision Tree, and the proposed
Hybrid algorithm. The hybrid method
achieved an accuracy of 95%, outperform-
ing the SVM (81.71%) and Extra Tree
(84%) models. A key insight from the
system implementation was the importance
of feature extraction and dimensionality re-
duction, which allowed for the expansion of
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Table 6. Performance comparison of proposed method with existing related studies on Z Sani dataset
for heart disease prediction.

Evaluation metrics
ML techniques

Training
Accuracy %

Testing
Accuracy % F measure % Precision % Recall %

SVM 81.6 81.71 0.81 0.86 0.82
Extra tree 86 84 0.83 0.84 0.84
Hybrid classifier 96 95 0.95 0.95 0.95

the dataset from 303 to 27,597 records using
a Python function. This significant increase
in data volume contributed to the enhanced
performance of the hybrid model.

For future research, real-time data
could be integrated to predict heart disease
dynamically, further enhancing the practi-
cality of the model. Furthermore, the sug-
gested hybrid approach may be expanded to
more difficult tasks, like artery stenosis de-
tection, opening up new clinical application
opportunities.
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