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ABSTRACT 
 This research uses a hybrid model of time series in the process. The Singular Spectrum 
Analysis (SSA) method will be combined with the Autoregressive Integrated Moving Average 
(ARIMA) method to model noise from SSA. This research applied the hybrid SSA-ARIMA 
method to Google Trends data, especially to the chocolate keyword "Silverqueen" search trend. 
This research aims to assess the accuracy and identify the best forecasting method for search 
trends for the keyword "Silverqueen" chocolate in Indonesia. Based on the results, the accuracy 
value obtained for the SSA method was 0.54% (MAPE) and 0.04 (RMSE) for in-sample data 
and 28.93% (MAPE) and 1.49 (RMSE) for out-sample data. The hybrid SSA-ARIMA (5.1.0) 
method has two outliers with an accuracy value of 0.35% (MAPE) and 0.02 (RMSE) for in-
sample data and 31.00% (MAPE) and 1.50 (RMSE) for out-sample data. The results of the SSA 
forecasting method for the next 17 periods show that the trend will increase, with the highest 
trend occurring in the second week of February 2024, namely 100 points. Then, the forecast 
results of the hybrid SSA-ARIMA(5,1,0) method with outliers for the next 17 periods, the trend 
will increase, with the highest trend occurring in the second week of February 2024, namely 
around 95 points. The best method for forecasting search trends for the chocolate keyword 
“Silverqueen” is the SSA method. 
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1. Introduction 
The Singular Spectrum Analysis 

(SSA) method uses the decomposition 
principle in its analysis. The basic principle 
in the decomposition method is to break 
down the time series of data into four basic 
series components and then identify each 
component of the time series separately. The 
SSA method algorithm consists of two main 
parts, namely decomposition and 
reconstruction. Decomposition consists of 
two different stages, namely embedding and 
singular value decomposition (SVD), while 
the reconstruction stage consists of grouping 
and diagonal averaging  [1]. 

Researchers who have apply the SSA 
method in their research include [2] with 
MAPE forecasting accuracy results of 5%, 
[3] with forecasting accuracy on seasonal 
patterns using the SSA method smaller than 
the SARIMA method, and [4] which shows 
that the SSA method provides good 
prediction results on seasonal data patterns.  

Currently, there are developments in 
the field of research, especially time series 
analysis, where researchers combine several 
individual methods in the analysis process 
which are known as hybrid methods. One of 
the hybrid methods that can be used currently 
is hybrid SSA and ARIMA. 

SSA acts as preprocessing when 
combined with other methods [1]. The 
preprocessing application uses the SSA 
method, where the input data will be 
analyzed and produce noise components, 
which are then modeled using the ARIMA 
model. The SSA-ARIMA hybrid method 
forecast is obtained by combining the 
forecasting results from the SSA and 
ARIMA methods. ARIMA as a time series 
analysis method has many advantages, 
including being able to handle data that has 
non-stationary patterns with a differentiation 
process; also, it can be expanded into 
multivariable models such as the seasonal 
ARIMA (SARIMA) model and the 
autoregressive integrated moving average 
exogenous (ARIMAX) model [5, 6]. 

ARIMA consists of autoregressive and 
moving average components. Many studies 
use the ARIMA model for forecasting and 
obtain quite good results.  

Several studies, including those by [7] 
on consumer price index data, [8] on O3 
concentration data, and [9] on inflation data, 
have applied the hybrid SSA-ARIMA 
method. This research shows that SSA-
ARIMA can provide good forecasting 
performance. 

The SSA-ARIMA hybrid method has 
been applied to various data types such as 
economic data, climatology, number of 
tourists, and even big data. Google Trends is 
an example of a platform for utilizing and 
providing big data that is easy to access and 
focuses on search trends or searches for 
keywords on Google pages within a certain 
period [10]. Google Trends is used in the 
business world as a medium for market 
research [11]. One type of information that 
can be obtained through Google Trends is 
food search trends, one of which is chocolate. 

Chocolate is a food liked by various 
groups, including children, teenagers, and 
adults. Chocolate purchases usually increase 
during certain celebrations, for example, 
Valentine's Day, Eid al-Fitr, and Christmas. 
Google Trends data is used to predict the 
effects of calendar and seasonal variations on 
sales of chocolate using a classic time series 
approach [12]. This trend pattern can reveal 
a business opportunity in marketing activities 
for chocolate industry companies when 
planning their product launch strategies. 
Silverqueen chocolate is a popular chocolate 
brand that can compete in the Indonesian 
chocolate industry. This existence is proven 
by Silverqueen occupying the leading 
position in the chocolate bar category by 
having a very high-Top Brand Index (TBI) 
compared to other chocolate brands for five 
consecutive years based on the Top Brand 
Award (2021) website[13]. 

Based on the description previously 
presented, researchers will forecast 
Silverqueen chocolate trends using the 
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hybrid SSA-ARIMA method. The results of 
this forecasting can be used to illustrate 
Silverqueen's position in society, which 
helps related industries in industrial 
marketing strategic planning. 

 
2. Materials and Methods  
2.1 Periodogram analysis 
 The periodogram can be interpreted as 
a function of the power spectrum over its 
frequency [14]. Periodogram analysis was 
carried out to determine whether the 
observation data was influenced by seasonal 
factors. Periodogram analysis hypothesis 
testing is carried out using Eq. (2.1). 
 

,                  (2.1) 

 

where  is the largest periodogram 
value,  is Fourier frequency in the 
largest periodogram value,  is the 
periodogram value at the i-th Fourier 
frequency, and  is the i-th Fourier 
frequency [15]. 
 
2.2 Singular Spectrum Analysis 
 The basic SSA algorithm consists of 
two stages, namely decomposition and 
reconstruction [16]. 
 
 2.2.1 Decomposition 
 Decomposition consists of two stages, 
namely embedding and singular value 
decomposition (SVD) [17]. 
 
1. Embedding 
 At the embedding stage, the time series 

data is transformed into the form of a 
trajectory matrix . For example, the 
time series data with length  is 
represented by . This 
data is transformed into a matrix of size 

 with . The trajectory 
matrix of the  series is shown in Eq. 
(2.2) [16]. 

 

(2.2) 
 

2. Singular Value Decomposition 
 Singular value decomposition (SVD) 

aims to obtain component separation in 
decomposing time series data. The 
SVD of the trajectory matrix is as in Eq. 
(2.3). 

 
  (2.3) 

 

Matrix  is formed from eigenvectors 
, singular values , and principal 

components .  The three elements that 
form SVD are called eigentriples [16]. 

 
 2.2.2 Reconstruction 
 The reconstruction stage consists of 
two steps, namely grouping and diagonal 
averaging. 
  
1. Grouping 
 Grouping is the stage of grouping matrix 

. This grouping aims to separate the 
eigentriple components obtained at the 
SVD stage into several subgroups, 
namely trend, seasonality, and noise. 
Eigenvectors are the basis for grouping in 
the grouping process [2]. 

 
2. Diagonal Averaging 

Diagonal averaging is the stage of 
reconstructing grouping results into new 
time series data. Diagonal averaging 
transforms the  matrix grouping 
results into a sequential form again using 
Eq. (2.4) [17]. 
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The initial series will be decomposed into 
a number of  reconstructed series by 
using Eq. (2.5). 
 

,     (2.5) 

 
where  is for the trend component 
and  is for the seasonal component 
[17]. 
 

 2.2.3 SSA Forecasting 
  R-forecasting is related to estimating 
the Linear Recurrent Formula (LRF). The 
LRF coefficient of a component can be 
calculated using Eq. (2.6) [18]. 
 

. (2.6) 

 
The prediction and forecasting results 

time series can be written with Eq. (2.6). 
 

(2.6) 

 
2.3 Autoregressive Integrated Moving 
Average 

Autoregressive Integrated Moving 
Average (ARIMA) is a development of the 
ARMA model that uses differencing because 
the data is not yet stationary. The ARIMA 
process begins by identifying the model to 
determine whether the time series data is 
stationary or not, both in terms of variance 
and average. If stationarity in the variance is 
not fulfilled, then a power transformation is 
carried out using Eq. (2.7) [15]. 

 

 .           (2.7) 

 
Detecting stationarity in average time 

series data can be done using a time series 
data plot, an autocorrelation function (ACF) 

plot, and an augmented Dickey Fuller (ADF) 
hypothesis test. If the data is not stationary, 
differencing is carried out [19]. 

The next stage in model identification 
is to form an ACF plot and a partial 
autocorrelation function (PACF) plot. The 
autoregressive order and moving average 
order in the ARIMA temporary model can be 
determined via the ACF and PACF plot. The 
ARIMA model (p,d,q) is written as in Eq. 
(2.8). 

,       (2.8) 
 

  After obtaining the temporary ARIMA 
model, the ARIMA model parameters were 
estimated using conditional least squares 
(CLS) [15]. Then, a diagnostic examination 
was performed, consisting of testing the 
significance of parameters using the t- test, 
testing normally distributed residuals using 
the Kolmogorov-Smirnov test, and testing 
the independence of residuals using the 
Ljung-Box test [19]. 

If the residual normality assumption is 
not met, outlier detection can be carried out. 
There are four types of outliers, one of which 
is an additive outlier (AO). The general 
model of additive outliers in time series 
analysis is given in Eq. (2.9) [20]. 

 

 ,      (2.9) 

where, 

,           (2.10) 

 
2.4 Hybrid SSA-ARIMA 

Generally, a hybrid structure in a time 
series combines two or more different 
forecasting methods. The hybrid model can 
be written as in Eq. (2.11). 

 

,                (2.11) 
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from the ARIMA method with the data used 
is noise component data from the SSA 
method [21]. 
 
2.5 MAPE 

The measures of forecasting accuracy 
that will be used to select the best model in 
this research are mean absolute percentage 
error (MAPE) and root mean square error 
(RMSE). MAPE is obtained using Eq. (2.12) 
[19]. 

 

.   (2.12) 

   
RMSE is used to evaluate forecasting results. 
RMSE is a good measure of accuracy, but it 
is only used to compare forecasting errors of 
different models for a particular variable and 
not between them; the accurate method is the 
RMSE that produces the smallest value. 
RMSE is obtained using Eq. (2.13) [9]. 
 

.       (2.13) 

 
3. Results and Discussion  
3.1 Data Description  

The data used in this research is 
weekly data on search trends for 
“Silverqueen” chocolate keywords for 
2019-2023, totaling 261 data items obtained 
via the official Google Trends website. The 
data was divided into a proportion of 80:20 
in 209 in-sample data and 52 out-sample 
data. A time series plot created to see the 
data pattern is displayed in Fig. 1. 

 

 
Fig. 1. Time series plot of “Silverqueen” 
chocolate keywords. 

  
Based on Fig. 1, it can be seen that the 

weekly data on search trends for the keyword 
“Silverqueen” chocolate in Indonesia for the 
period January 2019 to December 2023 does 
not form a stationary or trending pattern but 
tends to form a seasonal pattern. This is 
because the pattern of the data experiences 
repeated increases and decreases periodically 
every second week of February. Because the 
data's seasonal pattern is clearly visible, it 
can be seen that the seasonal period for the 
search trend for the keyword “Silverqueen” 
chocolate in Indonesia is 52 weeks. 
 
3.2 Singular Spectrum Analysis 

 
3.2.1 Decomposition 
The initial stage of decomposition is 

determining the window length (L) 
parameter through a trial-and-error process 
for all possible L parameters, namely 

, where . 
Based on the MAPE criteria, the smallest 
MAPE is 0.54%, which is found at window 
length . MAPE is used because it has 
clear categories and interpretations of its 
percentage value. 

 
a. Embedding 
 The embedding stage is carried out by 

transforming the actual time series data in 
vector form into a path matrix  of size 

 with values  and 
. The 

results of the embedding process using 
Eq. (2.2) are as follows: 

 

 

 
b. Singular Value Decomposition 
 Singular Value Decomposition begins by 

forming a singular matrix . 
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The SVD process will decompose the 

path matrix  into 53 eigentriples each 
consisting of 53 eigenvalues, 53 eigenvectors 
and 53 principal components.   

 
 3.2.2 Reconstruction 
 After decomposing the data, the next 
stage is reconstruction. The reconstruction 
process consists of grouping and diagonal 
averaging. 
  
a. Grouping 

 The grouping stage begins by grouping 
the eigentriples obtained in the SVD 
stage. The plot between the singular value 
and the window length parameter used to 
determine the grouping effect (R) value is 
as follows:. 
 

 
Fig. 2. Singular value plot. 

 
Plot sequences that decrease slowly or 

gradually from singular values are usually 
associated with the noise component of the 
series. The eigentriples that have been 
separated in Fig. 2 produce a less subjective 
grouping, so the grouping effect (R) value 
taken is  where all eigentriples will be 
rechecked. You can use an eigenvector plot 
to determine the eigentriple that contains this 
element. The eigenvector plot of 50 
eigentriples is as follows. 
 

 

 

 
Fig. 3. Eigenvector plot. 

 

Because R software can only display 
50 eigenvector plots, the 51st to 53rd 
eigenvectors are identified through the plot 
percentages presented in Table 1. 

Table 1. Percentage Contribution of 51st to 
53rd Eigenvector Plot. 

Eigenvector Percentage 
51 0.31% 
52 0.30% 
53 0.10% 

 
Slowly varying eigenvector graphic 

patterns should be grouped into trend 
components. Based on Fig. 3, the plot of 
eigenvector 1 varies slowly, or in other 
words, there are no repeated increases and 
decreases; so eigentriple 1 is grouped into the 
trend component. Next is the grouping of the 
eigentriples that contain seasonal elements in 
eigentriples 2 to 53 using periodogram 
analysis, and the eigentriple groupings are 
obtained as in Table 2. 
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Table 2. Eigentriple Grouping. 
Group Eigentriple 

Trend 1 
Seasonal 2,3,4,5,6,7,9,10,11, …., 52 
Noise 53 

 
b. Diagonal Averaging 

The next stage is diagonal averaging 
where each component will be 
reconstructed into a new series using each 
associated eigentriple. The reconstructed 
series is then formed into a plot for the 
trend, seasonal, and noise components, 
respectively, as in Fig. 4.  

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 4. Reconstructed components. 

Diagonal averaging is obtained from 
the sum of the trend and seasonal 
reconstruction results. The series of 
reconstruction results and diagonal 
averaging can be seen in Table 3. 

Table 3. Reconstruction and Diagonal 
Averaging Results. 

t Reconstruction Diagonal 
Averaging Trend Seasonal 

1 8.73 -2.15 6.58 
2 8.75 0.46 9.21 
3 8.82 3.80 12.62 
4 8.91 9.79 18.69 
5 9.01 17.88 26.89 
6 9.30 65.09 74.39 
7 9.39 3.03 12.42 
8 9.45 -1.46 7.98 
9 9.49 -1.28 8.21 

10 9.52 -4.55 4.97 
    

205 10.70 -2.73 7.97 
206 10.72 -3.75 6.97 
207 10.76 -0.81 9.95 
208 10.78 -3.03 7.75 
209 10.82 -3.90 6.93 

 
3.2.3 SSA Forecasting 
The SSA forecasting used is the R-

forecasting method. The forecasting model 
for the trend component is as follows: 

 
. 

 
Meanwhile, the forecasting model for the 
seasonal component is as follows: 
 

. 
 

 SSA forecasting is carried out by 
adding the forecast results of the trend and 
seasonal components using the forecasting 
model formed for these two components. 
Forecasting data for the first week of January 
2023 to December 2024 using the SSA 
method is presented in Table 4. 
 

Table 4. Results of Forecasting Search 
Trends for “Silverqueen” Chocolate with the 
SSA Model. 

t Forecasting Diagonal 
Averaging Trend Seasonal 

1* 10.57 4.56 15.13 
2* 10.59 14.36 24.95 
3* 10.60 6.92 17.51 
4* 10.61 9.32 19.93 
5* 10.62 20.82 31.44 

    
51* 11.21 -2.56 8.65 
52* 11.22 -5.61 5.60 
53 11.22 1.93 13.16 
54 11.24 17.61 28.85 

! ! ! !

(1) (1) (1) (1)
1 2 52

ˆ ˆ ˆ ˆ0.02 0.02 ... 0.01t t t tf f f f- - -= + + +

(2) (2) (2) (2)
1 2 52
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55 11.25 11.90 23.15 
56 11.26 6.93 18.20 
57 11.28 8.69 19.96 

    
68 11.42 -1.34 10.07 
69 11.43 -7.10 4.33 

Note: The period marked (*) is the result of out-sample data 
forecasting 
 
The prediction and forecasting results that 
have been obtained are then presented in 
graphical form in Fig. 5. 

   
Fig. 5. Plot of actual data and SSA method 
forecasting. 
Based on Fig. 5, the pattern in the plot 
resulting from forecasting search trends for 
the chocolate keyword "Silverqueen" using 
the SSA model almost follows the actual data 
pattern. The accuracy value obtained was 
0.54% (MAPE) and 0.04 for in-sample data 
and 28.93% (MAPE) and 1.49 (RMSE) for 
out-sample data. 
 
3.3 Hybrid SSA-ARIMA 

Hybrid SSA-ARIMA modeling uses 
noise component data from the 
reconstruction results of the SSA method to 
capture time series patterns in noise that are 
not modeled in the SSA method.  The time 
series plot of noise component is displayed as 
follows: 

 
Fig. 6. Time series plot of noise components. 

 
Based on Fig. 6, the noise 

component data does not form seasonal 
patterns and trends, but tends to form 
stationary patterns. This is because the 
pattern of the data fluctuates around a 
constant average value line. 

In analysis using the ARIMA 
method, it is necessary to check stationarity 
in variance with the Box-Cox 
transformation. Data is considered stationary 
in terms of variance if the value of  is close 
to or has a value of 1. Based on the test 
results, the value of  is still far from 
1, which means that the data is not yet 
stationary in variance and requires a lambda 
power transformation. After carrying out a 
power transformation on the noise 
component data, the value  is 
obtained. Because the value of  has a value 
of 1, the conditions for the estimated value 
have been fulfilled and it can be concluded 
that the noise component data is stationary in 
variance. 

Next, the stationarity of the average 
noise component data after transformation is 
checked using the ADF test. Based on the 
ADF test, the results obtained are 

. This value is bigger than 
alpha, where , which means that the 
noise component data after transformation is 
not yet stationary on average, so it is 
necessary to carry out first order of 
differencing on the noise component data 
after transformation. ADF testing after 
differencing gives a result of 

. This value is less than 
alpha, where  which means that the 
noise component data after transformation 
and first-order differencing is stationary on 
average. If the data is stationary in variance 
and average, an ACF and PACF plot is 
created, as in Fig. 7. 

 

! ! ! !

l

1.18l =

1.00l =
l
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62 10p value -- =< ´
0.05a =



G.N. Rambung et al. | Science & Technology Asia | Vol. 29 No.4 October – December 2024 

83 

 
(a) 

 
(b) 

Fig. 7. Plot of ACF(a) and PACF(b) of noise 
components after transformation and 
differencing. 
 

Based on Fig. 7(a), the ACF cut off 
values after lag are 1, 51, 52, 104, 105, 156, 
and 202. Using the parsimony principle, only 
lag 1 will be used, so that the order for the 
moving average (q) is obtained. 1. Then, 
based on Fig. 7(b), the PACF cut off value 
after lag 1, 5, 51. Using the parsimony 
principle, only lags 1 and 5 will be used so 
that the possible order for autoregressive (p) 
is 1,2,3, 4, and 5. There are 11 temporary 
ARIMA models were formed as in Table 5.  

Table 5. Temporary ARIMA Model. 
No Model No Model 
1 ARIMA(0,1,1) 7 ARIMA(3,1,1) 
2 ARIMA(1,1,0) 8 ARIMA(4,1,0) 
3 ARIMA(1,1,1) 9 ARIMA(4,1,1) 
4 ARIMA(2,1,0) 10 ARIMA(5,1,0) 
5 ARIMA(2,1,1) 11 ARIMA(5,1,1) 
6 ARIMA(3,1,0)   

 
The best model selection from eleven 
temporary ARIMA models was conducted 
with a diagnostic examination, which 
included parameter significance testing, 
residual normality assumption testing, and 
residual independence assumption. The 
results of parameter estimation and 
significance testing are presented in Table 6. 

Based on parameter significance 
testing in Table 6, it can be concluded that 
the models that have significant parameters 
are the ARIMA(0,1,1), ARIMA(1,1,0), 
ARIMA(1,1,1), ARIMA(2,1,0), 
ARIMA(4,1,0), ARIMA(4,1,1), and 
ARIMA(5,1,0) because each parameter in 
the model has a p-value smaller than the 
significance level . 

The results of testing the residual 
normality assumption using the 
Kolmogorov-Smirnov test are presented in 
Table 7. 

 

Table 6. Parameter Estimation and Significance Testing. 
Model Parameter 

Estimation 
p-value Model Parameter 

Estimation 
p-value 

ARIMA(0,1,1)  = – 0.3394 0.0009 ARIMA(4,1,1)  = – 0.3183 0.0194 

ARIMA(1,1,0)  = – 0.2113 0.0033  = – 0.4222  

ARIMA(1,1,1)  =    0.1903 0.0044  = – 0.2528 0.0042 

 = – 0.7751   = – 0.2759 0.0001 

ARIMA(2,1,0)  = – 0.3602   = – 0.2800 0.0243 

 = – 0.2109 0.0030 ARIMA(5,1,0)  = – 0.6593  

ARIMA(2,1,1)  =    0.1099 0.2736  = – 0.6358  

 = – 0.2034 0.0036  = – 0.4902  

 = – 0.6564   = – 0.3930  

ARIMA(3,1,0)  = – 0.4557    = – 0.3546  

0.05a =

1̂q 1̂f

1̂f 2̂f
52.377 10-´

1̂f 3̂f

1̂q
162.2 10-< ´ 4̂f

1̂f
62.045 10-´ 1̂q

2̂f 1̂f
159.380 10-´

1̂f 2̂f
111.599 10-´

2̂f 3̂f
112.963 10-´

1̂q
152.397 10-´

4̂f
62.564 10-´

1̂f
82.287 10-´

5̂f
72.761 10-´
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  = – 0.3342  ARIMA(5,1,1)  =    0.2524 0.0183 

  = – 0,1087 0.1282   = – 0,0806 0.3434 

ARIMA(3,1,1)  =    0.0156 0.9034   =    0.1093 0.2025 

  = – 0.2028 0.0213   =    0.0094 0.9066 

  = – 0.1555 0.0291   = – 0.1414 0.0562 

  = – 0.5840    = – 0.8892   
ARIMA(4,1,0)  = – 0.5536      

  = – 0.5202      

  = – 0.3184 0.0001     

  = – 0.2199 0.0015     

Table 7. Residual Normality Test Results. 
Model p-value 

ARIMA(0,1,1)  
ARIMA(1,1,0)  
ARIMA(1,1,1)  
ARIMA(2,1,0)  
ARIMA(4,1,0)  
ARIMA(4,1,1)  
ARIMA(5,1,0)  

 

Based on Table 7, it can be concluded that all 
ARIMA models formed do not meet the 
assumption of residual normality because 
each model has a p-value smaller than the 
significance level . 
 Residual independence testing was 
carried out using the Ljung-Box test. The 
ARIMA model is said to meet the 
assumption of residual independence if all p-
values for each lag in each model are greater 
than the significance level . Based 
on the Ljung-Box test, it was found that all 
ARIMA models did not meet the assumption 

of residual independence or autocorrelation 
occurred because there was a lag that had a 
p-value smaller than the significance level

. 
 Because no model meets the 
assumptions of residual normality and 
residual independence, outlier detection is 
carried out. It is suspected that outliers in the 
data are causing the assumptions to not be 
met. Outlier detection was carried out on the 
seven ARIMA models that had significant 
parameters with the additive outlier (AO) 
type.  
  Outlier detection shows that only the 
ARIMA(5,1,0) model with added outliers 
meets the residual independence assumption, 
but it does not meet the residual normality 
assumption. There were 14 outliers detected 
in the ARIMA(5,1,0) model, namely in data 
4, 5, 6, 7, 9, 10, 11, 59, 205, 206, 207, 208, 
and 209. The results of the significance test 
of the parameters, as well as the assumptions 
of residual normality and residual 
independence, are presented in Table 8. 

Table 8. Recapitulation of Significance Test of ARIMA Model Parameters and Assumptions 
with Outliers. 

ARIMA (5,1,0) & Outlier Data Parameter 
Significance Independence Normality 

5 √ √ x 
5,7 √ √ x 
5,7,9 x √ x 
5,7,9,59 x √ x 
5,7,9,59,205 √ √ x 
5,7,9,59,205,206 x x x 

2̂f
54.091 10-´ 1̂f

3̂f 2̂f

1̂f 3̂f

2̂f 4̂f

3̂f 5̂f

1̂q
86.092 10-´ 1̂q

162.2 10-< ´

1̂f
111.633 10-´

2̂f
96.236 10-´

3̂f

4̂f

162.2 10-< ´
162.2 10-< ´
162.2 10-< ´
162.2 10-< ´
165.55 10-´
141.19 10-´
144.53 10-´

0.05a =

0.05a =

0.05a =
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5,7,9,59,205,206,207 x x x 
5,7,9,59,205,206,207,208 x x x 
5,7,9,59,205,206,207,208,209 x x x 
5,7,9,59,205,206,207,208,209,4 x x x 
5,7,9,59,205,206,207,208,209,4,6 x x x 
5,7,9,59,205,206,207,208,209,4,6,8 x x x 
5,7,9,59,205,206,207,208,209,4,6,8, 10 x x x 
5,7,9,59,205,206,207,208,209,4,6,8, 10,11 x x x 

 
Table 8 shows that with AO type 

outlier detection, three ARIMA(5,1,0) 
models with outliers meet the assumption of 
residual independence, but no model meets 
the assumption of residual normality. The 
best ARIMA(5,1,0) model with normality 
assumptions deemed fulfilled is the 
ARIMA(5,1,0) model with the 5th and 7th 
outlier data, which has the smallest MAPE of 
193.78%. So the model used to forecast the 
noise component data is the ARIMA(5,1,0) 
model with the 5th and 7th outlier data, 
which mathematically can be written as 
follows: 

 

 

 

where, 

. 

 
Based on this model, the noise 

component forecasting results obtained are 
presented in Fig. 8. 

 

 
Fig. 8. ARIMA forecasting of noise components. 
 

SSA-ARIMA hybrid forecasting is 
obtained by adding up the SSA and ARIMA 
models' forecasting results. The results of 
predicting and forecasting search trends for 
“Silverqueen” chocolate keywords in 
Indonesia for the period January 2019 to 
April 2024 using the hybrid SSA-
ARIMA(5,1,0) model with the 5th and 7th 
data outliers are presented in graphical form 
in Fig. 9. 

 

 
Fig. 9. Plot of actual data and forecasting results 
of the hybrid SSA-ARIMA(5,1,0) model with 
outliers. 
 

Based on Fig. 9, the pattern in the 
plot resulting from forecasting search trends 
for the chocolate keyword "Silverqueen" 
using the hybrid SSA-ARIMA(5,1,0) model 
with the 5th and 7th data outliers tends to 
follow the actual data pattern. The accuracy 
value obtained was 0.35% (MAPE) and 0.02 
(RMSE) for in-sample data and 31.00% 
(MAPE) and 1.50 (RMSE) for out-sample 
data. This condition is caused by the 
prediction results on the in-sample data that 
are outside the range of the Google trend 
value, which is 0-100. Predictions using the 
SSA method take into account several 
previous time series periods so that they have 
an impact on the prediction results of the out-
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sample data which have a accuracy value 
greater than the MAPE of the in-sample data. 
 
4. Conclusion 

Based on the results of data analysis and 
discussion, it is concluded that, for accuracy 
in forecasting search trends for the chocolate 
keyword "Silverqueen" based on Google 
Trends data with a data proportion of 80:20 
using the SSA method, the accuracy value is 
0.54% (MAPE) and 0.04 (RMSE) for in-
sample data and 28.93% (MAPE) and 1.49 
(RMSE) for out-sample data. If the hybrid 
SSA-ARIMA(5,1,0) method is used with the 
5th  and 7th  data outliers where the 
assumption of residual normality is deemed 
to be met, the accuracy value obtained is 
0.35% (MAPE) and 0.02 (RMSE) for in-
sample data and 31.00% (MAPE) and 1.50 
(RMSE) for out-sample data. 

The best method that can be used in 
forecasting search trends for the chocolate 
keyword "Silverqueen" based on Google 
Trends data in Indonesia, is the SSA method 
which has a MAPE value of 0.54% for in-
sample data. However, the SSA method has 
limitations, namely that it can only be used 
on data containing seasonal patterns because 
it has the basic principle of decomposing data 
patterns into trends, seasonality, and noise. 

This research can be a guideline for 
related industries in determining marketing 
strategy policies. Silverqueen is one of 
Indonesia's local chocolate products that has 
been exported to various countries; through 
this research it can be estimated related to the 
potential income for related industries and 
collaborating parties and the country's export 
value. 
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