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ABSTRACT: In this work, an Eulerian–Lagrangian framework is developed for the modeling of current-induced sediment transport and 

sand dune migration. In this framework, the fluid flow is modeled by solving the Reynolds-averaged Navier–Stokes (RANS) equations, and 

a conservation equation is used to describe the morphological evolution of the sand bed, both of which are formulated in the Eulerian 

framework. Empirical models are used for the erosion, the dispersion, and the drag and lift forces exerted on the sediment particles. The 

trajectories of individual particles are tracked in the Lagrangian framework, which enables a high-fidelity representation of the particle 

motions and composition statistics, as well as direct representation of sediment deposition without the need of ad hoc models. This 

framework consists of four tightly coupled modules: (1) a fluid flow solver based on RANS equations, (2) a morphological evolution 

modeling equation, (3) a Lagrangian particle-tracking scheme for suspended sediments, and (4) a dynamic mesh motion solver which 

deforms the mesh to account for the effects of morphological evolution on the flow field. The developed framework is validated by using 

previous results in the literature and is used to simulate coastal sand dune formation migration. Favorable agreements with benchmark results 

are obtained, demonstrating potential of the developed Eulerian–Lagrangian modeling framework for sediment transport. 
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1. INTRODUCTION 

The interaction between hydrodynamics and morphological 

evolution of the seabed plays an important role in the coastal region. 

The understanding of current-induced morphological evolution of 

seabed is critical for the study of large-scale sediment transport 

processes and for the effective utilization of coastal resources 

including marine renewable energy harvesting as well as oil and gas 

extraction. For example, the installation and operation of wave 

energy converters and tidal turbines have to take account of the 

geotechnical conditions of the seabed and the sediment 

concentration in the proposed region of development, and the 

influences of deposited sediments to the devices needs to be 

assessed (e.g., Neil et al. 2009; Willis et al. 2010); scour around 

piles must be studied to ensure the safety of the offshore structures 

(e.g., Rouland et al. 2005). Therefore, understanding the sediment 

transport processes and the associated morphological evolution is 

critical for the design, construction, and safety assessment of coastal 

structures and installations. However, the morphological evolution 

of the seabed and the hydrodynamics of the currents are highly 

coupled nonlinear processes. Specifically, morphological evolution 

of the seabed leads to modified boundaries for the flow, which cause 

changes in the flow field; the changed flow field in turn reshapes the 

seabed via erosion and deposition. Consequently, accurate 

simulation and modeling of these processes poses significant 

challenge. 

Current-induced migration of sand dunes is a critical 

phenomenon in coastal regions. Understanding the physics of these 

processes serves as the baseline for investigating scour and sediment 

transport around coastal structures. The flow over fixed dunes has 

been experimentally studied by many researchers to investigate the 

flow field quantities including velocity, wall shear stress, and 

turbulent kinetic energy. Mierlo and Ruiter (1988) measured the 

turbulent flow over stationary, artificial dunes, and obtained 

instantaneous velocity and pressure fields of the flow. Hudson et al. 

(1996) performed experiments over a sinusoidal wavy bed as 

opposed to the dune-shaped bed geometry in the measurement of 

Mierlo and Ruiter (1988). They studied the turbulence flow 

characteristics by investigating the fluctuations of velocities and 

turbulent shear stresses. Another experimental study of flow over 

low-angle dune model conducted by Best et al. (2002) showed that 

the morphology of a dune had major influences on the turbulence of 

the flow. 

Instead of focusing on the features of the flow over a fixed dune, 

some authors studied the dune migration induced by the flow. 

Coleman et al. (1994) measured the formation of bed form features 

starting from a flat bed. They investigated the relationship between 

the speed of dune migration and the dune height through a series of 

47 experiments. Venditti and Church (2005) studied the influence of 

dune angles to the migration rates by comparing the kinematics and 

morphodynamics of low-angle and high-angle sand dunes. These 

experiments provide extensive physical insights to the flow over 

sand dunes and the migration of sand dunes due to the flow. 

However, all the above-mentioned studies are laboratory-scale 

experiments. Due to the various physical processes and non-

dimensional numbers involved, it is not possible to preserve all 

important non-dimensional numbers. This may prevent many field-

scale physics to be properly represented in the laboratory-scale 

experiments. Field-scale sediment transport experiments and 

observations are, however, very expensive to conduct, and precise 

control of experimental conditions is difficult. 

Numerical models offer an attractive alternative for 

experimental sediment transport studies, and they have been used to 

study sand dune migration by many authors in the past few decades. 

Nelson et al. (1989) studied the mechanics of flow over fixed dunes 

and developed an empirical model for the prediction of velocity and 

boundary shear stress over two-dimensional dunes. Although the 

comparison of their model predictions with the experimental results 

was favourable, their model requires several input parameters that 

are difficult to obtain for different dune shapes. Yoon et al. (1996) 

studied the flow over the same fixed sand dune as in the experiments 

of Nelson et al. (1989) by using Reynolds-Averaged Navier–Stokes 

(RANS) simulations. Cherukat et al. (1998) studied the fully 

developed turbulent flow over a sinusoidal wavy surface using 

Direct Numerical Simulations (DNS) and compared their results 

with experimental data (e.g., Hudson et al. (1996)). Chang and 

Scotti (2004) studied the turbulent flow in the same geometry as 

Cherukat et al. (1998) and compared results obtained from RANS 

simulations and Large Eddy Simulations (LES). The conclusion of 

their study was that LES gave more accurate prediction than RANS 

did for flows of this geometry. However, since LES and DNS are 

both computationally expensive, and they have been mostly 

constrained to flows at relatively low Reynolds numbers (e.g., 

Cherukat et al. 1998; Chang and Scotti 2004). Applications of LES 

and  DNS  to field-scale  problems are not yet feasible given today’s 
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computational resources. For problems of these scales, RANS will 

likely be the only affordable methodology in the decades to come. 

Knotek et al. (2014) solved RANS equations to obtain the shear 

stresses on a wavy boundary and developed an algebraic model for 

the prediction of shear stresses in various configurations. These 

simulations provided valuable data for the study of dune migration, 

and the comparison of different modeling approaches provided 

important knowledge in the performance of various numerical 

models in sand dune migration modeling. However, the simulations 

mentioned above used fixed sand dune and thus ignored the 

influence of the sediment transport and morphological modeling. 

On the other hand, several other authors performed simulations 

using movable seabed with sediment transport accounted for. Giri et 

al. (2006) performed numerical simulations of sand dune migration 

in free surface flows based on RANS equations and compared with 

experimental results. Their numerical simulations agreed well with 

experimental data. Niemann et al. (2011) simulated the dune 

migration in a channel flow without free surface and obtained 

solution of dune profiles in equilibrium, which is consistent with 

experimental observations reported in the literature (e.g. Coleman et 

al. 1994; Kraft et al. 2011) used LES to study the turbulence in a 

channel and applied level set method to capture the interface 

between the sand dune and the turbulence flow. The migration of 

their simulation agreed well with experimental results. The transport 

of suspended sediments was obtained by solving a convection–

diffusion equation for the concentration. Consequently, information 

of particle trajectory, velocity, and size distribution was not 

available due to the intrinsic limitation of the model based on the 

concentration equation. The particle trajectory information is 

important in identifying fundamental mechanisms of sediment 

transport. Moreover, with the concentration-based model for 

suspended sediments, ad hoc models are required for sediment 

dispersion and deposition, which introduces additional modeling 

uncertainties. This difficulty can be partly alleviated by using 

Lagrangian description of suspended sediment motions. 

Tracking particle motion in the Lagrangian framework is a 

relatively new approach for the study of sediment transport in 

turbulent flow. Chang and Scotti (2003) studied the motion of 

particles in a channel with wavy boundary using LES. In their work, 

the fluid flow was not influenced by the presence of the particles. 

The particles are distributed uniformly on the boundary at start 

without using any erosion function and do no interact with the 

boundary. Escauriaza et al. (2011) developed a one-way coupled 

Eulerian–Lagrangian model to study the motion of particles in 

turbulent flow using detached eddy simulation and investigated the 

velocity and trajectory of the particles around the bridge pile. The 

ejection of particles was captured and the sediment flux was 

analysed statistically. However, the sediment grains were initially 

located in front of the cylinder, and no erosion or deposition of 

particles was considered in this work. Nabi and co-workers (e.g., 

Nabi et al. 2013a; Nabi et al. 2013b) performed simulations of the 

morphological change of three-dimensional underwater dunes using 

a Lagrangian framework to evaluate the suspension and deposition 

of particles. In their work, the process of dune migration was 

successfully simulated. Length and height of the developed dunes 

were compared with experimental measurements (e.g., Bakker et al. 

1986; Crosato et al. 2011). However, the discrete-element modeling 

of the pickup and deposition in their work has high computational 

costs due to the large number of particles in typical sediment 

transport simulations, which severely limits the size of the system 

they can simulate. 

Due to the limitations of existing models and the associated 

uncertainties in the modeling of sand dune migration processes, the 

objective of the present work is to develop and validate an Eulerian–

Lagrangian framework for the study of the current-induced 

migration of coastal sand dunes. To validate this Eulerian–

Lagrangian framework, numerical simulations of sand dune 

formation and migration processes are performed, and the 

simulation results are compared with the existing numerical 

simulations and experimental data in the literature. The rest of the 

paper is organized as follows. Section 2 presents the modeling 

framework used in this study, including the models for the fluid 

flow, the morphological evolution, and the transport of suspended 

particles, as well as the coupling between these modules. The 

numerical implementation of the framework in OpenFOAM is 

briefly discussed in Section 3. The developed framework is used to 

simulate current-induced dune migration, and the results are 

presented in Section 4. Finally, Section 5 concludes the paper. 

 

2. MODELING METHODOLOGY 

In the present work, we develop an Eulerian–Lagrangian framework 

to model the coupled flow and sediment transport processes, and 

this framework is used to simulate current-induced coastal sand 

dune migration. The Eulerian–Lagrangian framework consists of a 

RANS equation solver for the fluid flows with dynamic meshing, a 

morphological evolution model for the seabed, and a particle 

tracking model for sediment particles, detailed in Sections 2.1 to 2.3. 

The relationship among these components are summarized in 

Section 2.4. 

 

2.1 Reynolds Averaged Navier–Stokes Equations for Fluid 

Flows  

In this work, the fluid flows are described by using the 

incompressible RANS equations: 

 

 

 

(1a) 

 

 

 

 

(1b) 

where is the  component of Reynolds averaged velocity; is 

the spatial coordinate;  is the fluid density; t is the time;  is the 

Reynolds averaged pressure;  indicate external body forces; ν is 

the kinematic viscosity of the fluid;  is the Reynolds stresses, 

which is an unclosed second-order correlation term of velocity 

fluctuations. 

In this study, the widely used two-equation k–ω model (Wilcox 

1998) is employed to provide closure for the turbulent stresses in the 

RANS equations above. In this model, transport equations for the 

turbulent kinetic energy  and specific dissipation rate  are solved. 

The turbulent viscosity, obtained from , is used to 

compute the Reynolds stresses according to the Boussinesq eddy-

viscosity assumption (Wilcox 1998): 

 

 
(2) 

where  is the Kronecker delta. Standard coefficients 

recommended in the literature are used for the k–ω model (Wilcox 

1998). 

 

2.1.1 Eulerian Modeling of Erosion, Deposition, and 

Morphological Evolution 

The modeling of morphological evolution of seabed poses a 

significant challenge because of the complexity involved in the 

sediment transport processes. Depending on the flow regime, 

sediment transport can take various forms, e.g., bed load, suspended 

load, and wash load. In the bed load transport, various forms of 

sediment particles movement can occur, including sliding, rolling, 

and saltation. Due to the vastly different physical mechanisms in the 

different sediment transport regimes, it is difficult to represent the 
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process in a unified model valid for all regimes. As such, most 

previous work of sand dune migration as mentioned in Section 1 

focused on specified regimes of sediment transport. For example, 

Kraft et al. (2011) focused on the influence of suspended load, while 

Niemann et al. (2011) studied bed load transport. A dimensionless 

parameter used to characterize sediment transport regimes is Rouse 

number, defined as:  

 

 
(3) 

where  is the sediment particle settling velocity;  = 0.4 is the von 

Kármán constant;  is the friction velocity, where  

indicates the magnitude of bed shear stress;  is the density of 

water. The flows of concern in this study have Rouse numbers 

smaller than 3. At this Rouse number suspension load is the 

dominant part of the total sediment transport (Wang et al. 1994), and 

thus we focus primarily on suspended load in the present work. 

In the suspended load transport regime, the main mechanisms 

that are responsible for morphological evolutions identified in this 

work are erosion and deposition, the models of which are detailed in 

Sections 2.2.1 and 2.2.2. When erosion and deposition cause the bed 

slope to exceed its repose angle , seabed instability occurs. This 

mechanism must be accommodated to represent realistic seabed 

morphological evolutions. In this work, we propose a new efficient 

diffusion model for sediment avalanching, which is discussed in 

Section 2.2.3. Finally, the morphological evolution equation 

accounting for erosion, deposition, and avalanching mechanisms are 

presented in Section 2.2.4. 

 

2.2.1 Model for Seabed Erosion Fluxes 

Van Rijn (1984a) performed experiments in steady flow over a flat 

bed to study the relationship between bed erosion and shear stresses, 

and identified the following formula for erosion rate (eroded mass 

per unit area and time): 

 

 

 

(4) 

where  is the Shields parameter defined as: 

 

 

(5) 

the Shields parameter can be considered as a dimensionless form of 

seabed shear stress;  is the critical Shields parameter, taken as 

0.09 according to the diagram of Madsen and Grant (1976), 

 is the ratio between particle density  and water 

density  ;  is the magnitude of the gravitational acceleration;  

is the particle diameter. 

It is assumed that the erosion function in Eq. (4) can be extended 

to unsteady flow by replacing  with the time-dependent Shields 

parameter . Moreover, although this erosion function is 

determined from experiments using sand with the grain size from 

0.13 mm to 1.5 mm, Kraft et al. (2011) used this function to study 

the sediment transport for the grain size at 0.1 mm. In their work, 

the simulated erosion agreed well with the experimental results. As 

such, this erosion function is adopted in the present study. 

It is noted that the erosion flux in Eq. (4) provides only the 

information of the total eroded mass of the sediment particles at a 

given time. The initial conditions (i.e., the initial location and initial 

velocity) of the Lagrangian particles are not explicitly indicated by 

the erosion flux. The initial trajectory of particles when they are 

eroded from the seabed with different initial conditions is simulated 

by van Rijn (1984a) and validated against the experimental results 

of Fernandez Luque and van Beek (1976). Therefore, in this work 

the initial velocities of the eroded particle are determined based on 

van Rijn’s studies. 

 

2.2.2 Calculation of Sediment Deposition Fluxes 

Empirical deposition models have been frequently used in previous 

studies where particle concentration equations are solved to model 

the suspended load transport (e.g., Giri et al. 2006; Niemann et al. 

2011; Kraft et al. 2011). In the current work, Lagrangian models are 

used to represent each individual particle (or a group of particle, 

same hereafter; detailed in Section 2.3.4). Deposition occurs when a 

particle impacts on the seabed. This is illustrated in Figure 1(a). 

Therefore, deposition can be directly computed from the Lagrangian 

motion of the particles, and an empirical deposition model is not 

needed. Specifically, at each time step, the number of particles 

impacting on the seabed is recorded. The location of impact and thus 

the corresponding cells (indicated as filled squares in Figure 1(b)) in 

the mesh used for the discretization of the morphological evolution 

equation (7) can be identified. With this information, the source 

term  can be computed and used for the update of Eq. (7). 

 
Figure 1 (a) Schematic showing sediment particles impacting on the 

seabed, leading to deposition.                                                                  

(b) The mesh used for the discretization of the morphological 

evolution equation. This figure illustrates that the deposition flux  

can be directly computed from the Lagrangian particle model, and 

an empirical deposition model is not needed. 

 

It is assumed in this study that a sediment particle deposit on the 

seabed after the impact without rebound. This is a reasonable 

assumption for the particle diameters (0.1 mm) considered here. For 

larger particles (e.g., those with diameters larger than 2 mm), elastic 

rebound may be important and need to be considered (Nabi et al. 

2013a). Although not explored in the current study, more 

sophisticated models such as elastic rebound or rebound with 

damping, can be implemented into the Lagrangian particle modeling 

framework in a straightforward manner. 

 

2.2.3 Diffusion Model for Sediment Avalanching 

As mentioned above, when erosion and deposition cause the bed 

slope to exceed the repose angle of the seabed, instability occurs, 

i.e., sediment moves in the form of sliding or avalanching to reduce 

the local bed slope angle to . The avalanching process should be 

modeled to allow for simulations of realistic seabed morphological 

evolutions. In previous work (Niemann et al. 2011), a sand slide 

routine has been used to represent the avalanche process. 

Specifically, when the slope angle of a surface becomes larger than 

 (see surface BC in Figure 2), the vertical coordinates of the 

nodes of this surface (B and C in Figure 2) are adjusted (to B’ and 

C’) to bring to slope angle down to αr while conserving the 

sediment volume. Effectively, this procedure is allowing the sand to 

slide down within the same computational cell. However, this 

adjustment can cause the slope angle of neighboring cells (AB and 

CD) to increase and possibly to exceed . Therefore, the sand slide 

routine needs to be repeated for the neighboring cells of the adjusted 

cells. This process continues until all the slope angles for all cells 

are below . The complexity of this routine is O( ), where  is 

the number of cells whose slope angles are adjusted in the first 
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round (Jacobsen 2011). When M is large, this routine may become 

inefficient. Moreover, this discrete filtering procedure does not fit 

well in the continuum modeling framework based on partial 

differential equations. 

 
Figure 2Sand sliding procedure used in the literature to avoid local 

slope angle exceeding the repose angle. 

 

In the current work, we propose an efficient sediment 

avalanching scheme by adding a diffusive flux  to the 

morphological evolution equation. This flux is formulated as 

follows: 

 

 

 

(6) 

where  is a diffusion coefficient, an algorithmic parameter to be 

determined. Note that the flux  (due to sediment avalanche) is 

only nonzero when the local angle of the bed surface exceeds the 

repose angle . The coefficient  should be chosen large enough 

for the sliding to occur sufficiently fast, but not so large as to cause 

computational instability. 

A test case similar to the one studied by Nabi et al. (2013a) is 

used to validate the proposed avalanche model and to calibrate the 

parameter . A two-dimensional sand dune with initial section 

shown in Figure 3 is studied. The size of the domain is chosen to be 

2 m, and the initial height of the dune is 0.5 m. The maximum angle 

in the initial slope of the dune is 75°;  is taken as 30° following 

Chanson (2004). Quiescent flow is assumed, and thus no sediment 

erosion or deposition occurs. Figure 3 shows snapshots at two time 

instances during the sediment avalanche, demonstrating good 

agreement with the simulation by Nabi et al. (2013a) when  = 

 m2/s is used. Also, when the angle of the dune reaches 

, the avalanche stops as expected, and the slope angle remains  

afterwards. Compared with the sand sliding routine (Niemann et al. 

2011), the present model not only provides an accurate solution to 

the avalanche of the dune but has reduced computational cost. 

Moreover, it is an advantage that the diffusion flux can be 

discretised in the same framework as other terms in the 

morphological evolution equation. 

 

 
Figure 3 Cross-sectional profile of the sand dune in two time 

instances during avalanching processes. Only sliding is considered; 

the result is compared to Nabi et al. (2013a). The sliding stops when 

the angle of dune reaches the repose angle . 

 

 

2.2.4 Model for Morphological Evolution 

Summarizing the erosion, deposition, and avalanching models 

presented above, the morphological evolution of the seabed can be 

described as following: 

 

, (7) 

where  is the bed elevation with respect to a specified datum;  is 

the local angle of bed slope;  is the rate of deposition;  is the 

rate of erosion;  is the seabed porosity;  is the rate of sliding. 

Here, we convert the morphological change from the normal 

direction  to the vertical direction  by multiplying , 

where  is the local slope angle, i.e., the angle between  and  as 

shown in Figure 4. The flux  is included in the morphological 

evolution equation to account for the sliding of the dune when slope 

angle exceeds the repose angle, as described in Section 2.2.3. 

 

∆
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Figure 4 Projection that changes the direction of morphological 

change. The grey and empty parallelograms have the same area but 

differ in direction. To update the deformation in the vertical 

direction,  is used instead of . This projection 

does not change the total area of erosion or deposition. 

 

To update the bed elevation in the Eulerian–Lagrangian 

framework, the morphological evolution equation needs to be solved. 

Similar to previous works (e.g., Jacobsen et al. 2014), a separate 2D 

mesh, using finite volume method, is constructed at the seabed. The 

mesh used to solve Eq. (7) is implemented for curved surfaces in 

space (Tukovic et al. 2012), which is referred to as finite area 

method. This method has been proved to be well-suited for solving 

the morphological change at the seabed (Jacobsen et al. 2014). 

 

2.2.5 Dynamic Mesh for the RANS Solver 

In current-induced morphological evolution of sand dunes, the 

interactions between the hydrodynamics and morphological 

evolution can be significant. Specifically, the logical evolution of 

the seabed induced by the flow changes the boundaries of the fluid 

flow, which in turn changes the forces exerted on the seabed. To 

capture the interactions between the hydro- and morpho-dynamics 

of the coupled system, one needs to update the computational mesh 

used for the hydrodynamic simulation as the morphological pattern 

evolves. 

The overall idea of dynamic mesh is illustrated in Figure 5. It 

can be seen that the mesh deforms globally to fit the evolving 

bathymetry as the erosion and deposition gradually modify the 

seabed configuration. The exact displacement v of each grid point 

can be determined by solving an elliptic partial differential equation 

(i.e., a diffusion equation) (Jasak et al. 2006; Jasak et al. 2009): 

 

 
(8) 

where  and  denote divergence and gradient operators, 

respectively;  is the diffusion coefficient controlling the 

smoothing of mesh displacements within the computational domain.  
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There are multiple ways of choosing this coefficient. In this work 

the following scheme is adopted: 

 

 
(9) 

where  is the distance from the center of the cell to the surface of 

the seabed boundary. 

 

 
 

Figure 5 A schematic of the dynamic meshing procedure, which can 

accommodate the influence of morphological changes on the 

hydrodynamics in coupled hydrodynamic–morphological 

simulations. (a) Initial mesh and seabed geometry (shaded);                      

(b) deformed mesh to fit the bathymetry after seabed erosion                 

and deposition. 

 

The smoothing property of the elliptic equation leads to the 

effect that the mesh movement is largest at the seabed boundary, and 

gradually diminishes further away from the boundary. When a new 

mesh is obtained via deformation based on current bathymetry, the 

state variables associated with the old mesh are mapped to the new 

one. To account for the mesh displacement, the original 

conservation equations for mass, momentum, and turbulent 

quantities need to be modified to accommodate the Geometrical 

Conservation Law (e.g., Thomas et al. 1979; Farhat et al. 2001). 

This is achieved by subtracting the local mesh velocity v from the 

transport velocities in the flux terms (see, e.g., Eq (2) in Luo et al. 

2004). Finally, it is noted that in the dynamic meshing procedure no 

cells are added or removed in the dynamic meshing scheme, and the 

topology of the mesh does not change. 

 

2.1 Lagrangian Modeling of Suspended Sediment Particles 

2.1.1 Equations of Particle Motion 

The motion of particles is influenced by the fluid flow, but the flow 

is not influenced by the particles, which is referred to as one-way 

coupling. This is justified by the fact that the particle volume 

fraction is very low, and their influences on the fluid flow are small. 

The movement of each particle is described by the Newton’s second 

law. The various forces acting on the particles, including drag, lift, 

and buoyancy are obtained from physical reasoning or empirical 

correlations in the literature. Specifically, neglecting particle 

rotation and inter-particle collisions, the following equations are 

solved for each individual particle: 

 

 

 

(10a) 

 

 

(10b) 

where  is the mass of the particle;  and  are the particle 

location and velocity, respectively; ,  and  are submerged 

weight of the particle, drag force and lift force acting on the particle 

respectively. By integrating Eq. (10) in time for each particle, the 

velocity and trajectory for all particles in the system can be obtained. 

The mass of a spherical particle accounting for the added mass can 

be expressed as: 

 

 
(11) 

where  is the density of sediment particle;  = 0.5 is the added 

mass coefficient;  is the density of water. 

The submerged weight  is obtained as following: 

 

 
(12) 

where  is the gravitational acceleration. The following empirical 

formulation for spherical particles is adopted for the calculation of 

drag force  (Stiesch 2003): 

 

 
(13) 

where  =  is the frontal area of the particle;  is the 

water velocity interpolated to the position of the particle, or 

equivalently the water velocity “seen” by the particle. The 

determination of this quantity requires reconstruction of 

instantaneous flow field velocities, which will be further detailed in 

Section 2.3.3. The following correlation is used for the drag 

coefficient  (Stiesch 2003): 

 

 

 

(14) 

where  =  is the particle Reynolds number. 

The velocity gradient in the flow field can lead to the lift forces 

on a spherical particle. This is because the velocity gradient will 

result in a flow deflection at the particle surface so that the flow 

velocity, and consequently the pressure, on one side can be different 

from the other side. The pressure difference leads to the lift forces. 

This effect is modeled as (van Rijn 1984b; Saffman 1965): 

 

 (15) 

where × indicates the cross product of two vectors, and  = 1.6 is 

the lift coefficient. 

 

2.3.2 Initialization of Suspended Particles in Flow Field 

Although all suspended sediment particles in the flow field are 

represented in a Lagrangian framework, the sediment of the seabed 

are not explicitly represented. Instead, bed elevation is used to 

represent the bathymetry at each location of the seabed, as can be 

seen from Eq. (7). Consequently, the “life” of a particle starts only 

when it is suspended, or eroded from the seabed. In this case, the 

particle will be created. The life of the particle ends when the 

particle impact on the seabed (see Section 2.2.2), i.e. when it 

deposits. While the deposition involves deleting the particle from 

the system, which is straightforward, the creation of particles is not 

trivial. The difficulty lies in the initialization of locations and 

velocities of the suspended particles. Physically, at the moment 

when a particle leaves the seabed, its distance to the seabed and its 

initial velocity are infinitesimal by definition. Subsequently, the 

hydrodynamic forces acting on the particle would lift it away from 

the seabed and help it enter the flow field. However, the flow 

physics within the boundary layer of the seabed are not well 

resolved in this framework, and thus the hydrodynamic forces on 

these particles when they are first eroded are not accurate. As a 

result, many of these particles would have initial downward 

movements, causing them to deposit immediately after being created. 

This behavior is physically incorrect and computationally inefficient. 



Geotechnical Engineering Journal of the SEAGS & AGSSEA Vol. 45 No.4 December 2014 ISSN 0046-5828 

 

 

20 
 

To address this issue, it is desirable that the newly created 

particles have initial locations at certain finite distance  above the 

seabed, and that they have a certain finite initial velocity . The 

parameters  and  would serve as initial conditions for Eq. (10). 

These are essentially computational parameters, although their 

determinations do have some physical justification. Under 

simplified flow conditions van Rijn (1984b) derived the trajectory of 

an eroded particle, including the time series of its location  and 

velocity , which are illustrated in Figure 6. Based on his study, 

in this work we choose the parameters as  = 0.6 , and the 

vertical and streamwise components of  are both , creating the 

particle at a small distance away from the point where the particle 

physically leaves the seabed. However, choosing the exact location 

on the trajectory to start is somewhat arbitrary. Since the velocity 

gradient is large in the near wall region, small variations of the 

particle initial conditions  and  may result in large differences 

in the saltation distance and initial trajectories of the particles. 

Hence, further studies of these initial conditions are needed. 

 

 
 

Figure 6 A schematic showing the trajectory, i.e. time history of 

locations and velocities (  and ), of an eroded particle. 

Also illustrated are the physically correct initial condition of a 

particle (blue) and the strategy used in this simulation (red) by 

starting at certain distance  above the seabed with a finite initial 

velocity . 

 

2.3.3 Sediment Dispersion 

When tracking particle motions in turbulent flows, the instantaneous 

velocity field  of the flow is needed, which is, however, not 

available from the RANS equations. The fluid velocity  seen 

by the particles needs to be interpolated from . As RANS equations 

only describe the mean flow velocity , some reconstructions and 

modeling are needed to obtain the instantaneous velocity field. 

In this work, it is assumed that the velocity fluctuation  

conforms to a Gaussian distribution (O’Rourke 1989; Amsden et al. 

1989; Bharawaj et al. 2009), i.e., the probability density function of 

 is 

 

 
(16) 

where  is the fluctuation velocities inferred from  

according to isotropic turbulence assumption. The instantaneous 

velocity of the fluid is thus computed as . This 

reconstructed velocity u will be interpolated to obtain , which 

is then used for the calculation of particle drag forces as shown in 

Eq. (13). 

Since RANS equations do not explicit resolve the instantaneous 

velocity  of  the  flow  field, we  have to reconstruct this information 

from statistical quantities in the k–ω model. Due to the lack of 

information, it is assumed that the reconstructed fluid velocity  is 

piecewise constant within the reconstructed “eddy” (O’Rourke 1989) 

until it is updated. As such, the fluid velocity seen by a particle is 

only updated when the life of the eddy within which the particle 

resides ends, or when the particle moves to another eddy, whichever 

occurs first. The time interval  for which the particle-seen velocity 

is updated can be defined as (Bharadwaj et al. 2009): 

 

 

(15) 

where  = 0.164 is a constant;  is the 

relative velocity of the particle with respect to instantaneous 

velocity of the turbulent flow as seen by the particle;  is the 

Reynolds-averaged velocity obtained from Eq. (1);  is 

turbulent dissipation with constant  = 0.09. Detailed explanations 

of the instantaneous fluid velocity seen by a particle can be found in 

the reference (e.g., O’Rourke 1989). 

 

2.3.4 Computational Representation of Sand Particles 

In field-scale modeling of sand dune migration and sediment 

transport, the number of sand particles in the flow can be very large. 

Indeed, a handful of sand can contain millions of fine particles. To 

represent each of these particles individually in the numerical model 

would be prohibitively expensive computationally, and this is 

indeed unnecessary in most cases. After all, we are more interested 

in the collective behavior of the sediments in the flow than in the 

individual trajectory of each particle. These behaviors include 

inceptive motion, transport, dispersion, and deposition, among 

others. To reduce the computational cost of particle tracking and 

updating, a concept called a “parcel”, or equivalently a 

“computational particle”, is used in the current framework, which 

was originally introduced in the simulation of fuel sprays in internal 

combustion engines (Amsden et al. 1989). Each parcel in the current 

model (indicated as large dots in Figure 7) represents a group of 

physical particles (indicated as small dots in Figure 7) with similar 

or identical characteristics such as diameters, densities, velocities, 

and locations. If the group of particles to be represented by a parcel 

are identical, the intensive quantities (e.g., diameter, density) of the 

parcel are taken to be the same as those of the particles, while the 

extensive quantities (e.g., mass) of the parcel are the sum of those of 

the particles. When the particles to be represented are not identical 

but have a certain distribution, the intensive quantities of the parcel 

can be considered as the mass weighted mean of the particle 

quantities of the particle group. 

 
Figure 7 Computational representations of sand particles. Parcels 

(indicated as large dots; only two are shown for clarity), also called 

computational particles, are used to represent a group of physical 

particles (indicated as small dots in dashed circles) with similar or 

identical characteristics. This flexible representation enables the 

numerical modeling to maintain a reasonable computational cost 

that is independent of the number of physical particles in the system. 
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This representation of physical particles can be interpreted in a 

Monte Carlo framework, since each computational particle can also 

be considered as a “realization” of one of the many physical 

particles. In the Monte Carlo interpretation, it also is possible to use 

multiple computational particles to represent one physical particle, 

with each computational particle being a possible state of the 

physical one. This flexible representation of physical particles 

enables the Lagrangian particle modeling to be conducted with 

reasonable computational cost, independent of the number of 

physical particles in the fluid–sediment system. Moreover, the 

number of physical particles represented by each parcel can be 

determined individually, and it may also vary with time. 

 

2.4 Summary of the Eulerian–Lagrangian Framework 

As a summary of the proposed modeling methodology, the 

relationship and interactions among the modules presented in 

Sections 2.1 to 2.3 are illustrated in Figure 8. The specific algorithm 

of the coupling between hydrodynamics and sediment transport is 

shown in Algorithm 1. It is emphasized that the fluid-particle 

interaction is one-way; that is, while the fluid exert drag and lift 

forces on the particles and causes erosion and deposition of particles 

from the seabed, the modification of fluid mass conservations due to 

presence of the particles and the particle forces on the fluid are 

ignored. This is justified by the assumption that the volume fractions 

of particles are small. However, as is evident from the loop in Figure 

8, the fluid motions are indirectly influenced by the particles. 

Specifically, the particle movements lead to morphological 

evolution of the seabed, which changes the boundaries, 

computational domains, and the mesh of the fluid flow solver. 

 
Figure 8 Relationship and interactions among the four major 

modules in the current numerical framework, starting from upper 

left: (a) fluid flow solver (Eq. (1a)); (b) particle evolution model          

(Eq. (10)); (c) morphological seabed evolution model (Eq. (7));   

and (d) dynamic meshing model (Eq. (8)). The relationship                   

and interactions among these modules are indicated                              

with arrows and texts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 1 Overall algorithm of the Eulerian–Lagrangian 

modeling framework as implemented in this work. 

 

In the works of Chang and Scotti (2003) and Escauriaza et al. 

(2011), the morphological changes of the seabed were ignored, and 

the particle dispersion due to subgrid scale of turbulent flow was not 

considered. The current study models the morphological change via 

dynamic meshing and accounts for the particle dispersion by 

reconstructing instantaneous velocities. In the Lagrangian 

framework proposed by Nabi et al. (e.g., Nabi et al. 2013a; Nabi et 

al. 2013b), a discrete-element model was used to treat the pickup 

and deposition, and the motion of every particle was modeled. 

Consequently, the total computational costs of their numerical 

simulations are relatively high, particularly for systems with a large 

number of particles. In contrast, we use a Monte Carlo framework to 

represent a number of particles of similar characteristics with 

“parcels”, significantly reducing the computational costs and 

increasing the flexibility of the modeling framework. 

 

3. IMPLEMENTATION AND NUMERICAL METHODS 

The proposed Eulerian–Lagrangian framework is implemented 

based on OpenFOAM (e.g., OpenCFD 2013), an open-source, 

object-oriented platform for computational fluid dynamics. The 

developed solver takes advantage of existing RANS solvers, 

discretization of differential operators, as well as dynamic mesh 

solver and particle tracking capabilities implemented in OpenFOAM. 

Parallel computing, which is a built-in capability of OpenFOAM, is 

employed to improve the performance of the simulations. The 

dynamic meshing procedure implemented OpenFOAM is used in 

the current modeling framework. 

The RANS equations and morphological evolution equation are 

discretised using finite volume method on a collocated grid. Second-

order upwind schemes are used for convective terms. Second-order 

central schemes are used for other terms. A second-order implicit 

scheme is used for time integration. PISO (Pressure Implicit with 

Splitting of Operator) algorithm (Issa 1986) is used to prevent 

velocity–pressure decoupling on collocated grids. 

 

4. NUMERICAL SIMULATIONS 

The developed Eulerian–Lagrangian model is used to simulate two 

representative cases: (1) the turbulent flow over a wavy bottom with 

fixed bed at a relatively low Reynolds number, and (2) the formation 

and development of a movable sand dune in the flow at a higher 

Reynolds number. The purpose of the first case, presented in Section 

4.1, is to validate and assess the performance the fluid flow solver 

on the dune-shaped geometry without introducing the complexity 

from sediment transport, morphological evolution, and dynamic 

mesh. Benchmark solutions from DNS and previous RANS 

simulations are used to assess the RANS simulations in this work. 

The second case, presented in Section 4.2, serves as a 

comprehensive test of the Eulerian–Lagrangian solver coupling all 

the modules discussed in Section 2. In this case, the time-evolution 

of the sand dune under the action of currents is studied; statistical 

information of particles, including their residence time and velocity 

distribution is presented. 

 

4.1 RANS Simulations of the Fluid Flow 

In this case, the flow over a periodic sinusoidal dune is studied and 

compared with benchmark results (Knotek et al. 2014; Maaß et al. 

1996; Yoon et al. 2009). The profile of the sinusoidal dune, shown 

in Figure 9, can be described as: 

 

 
(18) 

where  is the bed elevation;  and  are the amplitude and wave 

length, respectively, of the dune with ; x is the horizontal, 

streamwise coordinate. The average height of the computational 

domain is . See Figure 9 for details of the domain. The 

1. Initialize fields for the fluid flow; 

2. Initialize particles states if any; 

for each time step do 

1. Solve Reynolds-averaged momentum and 

pressure equations for  and ; 

2. Solve equations for turbulent quantities; 

3. Compute particle forces and bed shear stresses; 

4. Evolve particles according to Eq. (10); compute 

erosion and deposition fluxes  and ; 

5. Update bed elevation according to Eq. (7); 

6. Perform sediment avalanche procedure as 

needed; 

7. Deform fluid flow solver mesh according to 

updated seabed bathymetry; 

end 
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Reynolds number  defined based on the wave length  

and volume-averaged velocity  is 6760. 

The simulation of this case is performed on a two-dimensional, 

body-conforming, topologically structured finite volume mesh with 

a resolution of 60 (streamwise direction) × 80 (wall-normal 

direction) cells. The mesh is stretched towards both the top and the 

bottom walls, leading to higher resolution near the wall boundaries 

and coarser mesh in the channel center. To evaluate the adequacy of 

the mesh resolution, the dimensionless wall distance , 

defined for the cells immediately next to wall boundaries with y 

being the distance from cells centres to the nearest wall, is computed 

and presented in Figure 10. It is noted that when calculating , the 

friction velocity from DNS data (Yoon et al. 1996) are used instead 

of those from the present RANS simulation. It can be seen that the 

maximum  value is approximately 2.3. Hence, the boundary layer 

is properly resolved with the first layers of near-wall cell well within 

the viscous sub-layer, and thus no wall function is needed. 

 

 
 

Figure 9 Schematics diagram of the sinusoidal dune (showing the 

wave length  and amplitude ) and the computational domain 

(showing the average domain height) for the fixed dune simulations. 

The initial computational domain for the sand dune migration 

simulations is the same as illustrated here, except that the height  

has a different value than that in the fixed dune case, and that the 

computational domains changes as the sand dune evolves. 

 
 

Figure 10 Evaluation of mesh resolution for the flow over a 

sinusoidal dune at a Reynolds number Re = 6760, showing the y+ 

value for cells immediately next to the sand bed. The maximum y+ 

value is smaller than 2.3, demonstrating the adequacy of the mesh 

resolution. 

 

The shear stresses on the lower boundary, normalized by , is 

displayed in Figure 11(a), the maximum positive shear stress on the 

bottom is , located at ; the maximum 

negative shear stress is , located at . The 

shear stress grows gradually on the windward side of the dune, and 

decreases on the leeward side. The separation and reattachment 

points can be found by identifying the points at which the boundary 

shear stress crosses the zero axis from the positive to the negative 

side, and from the negative to the positive side, respectively. See the 

annotations in Figure 11(a). The region in between the separation 

and reattachment points is the recirculation region, that is, in this 

region the flow goes in the opposite direction as in the free stream. 

This is also indicated in Figure 11(a). Usually in these regions the 

flow tends to recirculate and has lower energy levels. Consequently, 

suspended sediment particles in the flow are trapped here and are 

more likely to settle and accumulate. From Figure 11(a), locations of 

separation and reattachment points are identified and presented in 

Table 1. It can be seen that although the locations of the separation 

and reattachment points do not agree well with the experimental 

data (Hudson et al. 1996), the agreement with the DNS results 

(Yoon et al. 1996) and with the RANS simulation results by Knotek 

et al. (2014) is satisfactory. Note that the RANS simulations by 

Knotek et al. (2014) also used k–ω turbulence model, and thus the 

good agreement of current results with theirs is expected. 

 

 
(a) Wall shear stress 

 
(b) Pressure 

 

Figure 11 (a) Wall shear stress and (b) pressure on the lower 

boundary, normalized by . The results are compared with 

Knotek et al. (2014) and Yoon et al. (2009) (partly overlapped with 

the present results). 

 

Table 1 Predicted separation and reattachment points by using a 

RANS solver with k–ω model, compared with experimental data 

(Hudson et al. 1996), DNS (Yoon et al. 2009), and other RANS 

simulations (Knotek et al. 2014) in the literature. 

 separation 
 

reattachment 
 

Experiments 

(Hudson et al. 1996) 
0.47 0.83 

DNS (Yoon et al. 2009) 0.39 0.87 

RANS (Knotek et al. 2014) 
0.38 0.96 

Present simulation 
0.38 0.96 
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The pressure distribution on the wavy boundary, normalized by 

, is shown in Figure 11(b). The maximum and minimum 

pressure values are located at  = 1.0 and 0.25, respectively. 

The differences between the maximum and minimum normalized 

pressure is 0.15. Similar to the shear stress results, Figure 11(b) 

shows that the pressure profiles on the lower boundary obtained 

from the two RANS simulations (i.e., from this study and that of 

Knotek 2014) almost coincide with each other, and that the RANS 

simulation results also agree reasonably well with the DNS results 

except for some discrepancies near the reattachment point. 

The profiles of streamwise velocities, normalized by the 

volume-averaged velocity , at different sections,  0.35, 0.55, 

0.75, and 0.95, in the recirculation zone of the channel is shown in 

Figure 12(a). Compared with the benchmark solution, the velocity 

profiles in the streamwise direction agree well, and the inflection 

points are well predicted, although the vertical velocity profiles at 

 0.75 and 0.95 are not well predicted by either RANS 

simulations. In spite of some discrepancies in the predicted vertical 

velocities, due to the much smaller magnitude of the vertical 

velocity component compared with the streamwise component, the 

overall flow pattern is still well captured by the RANS simulations. 

Based on the comparisons conducted in this case, it is concluded 

that the present simulations agree very well with the RANS 

simulations of Knotek et al. (2014). Overall, the agreement with 

benchmark data including DNS results and experimental data are 

also satisfactory, although some discrepancies do exist, especially 

near the reattachment region. The discrepancies between RANS 

results and those of DNS and experimental data and are attributed to 

the intrinsic, well-known limitations of the RANS modeling 

methodology, which are not further discussed. Here, it suffices to 

conclude that the RANS solver used in this study and the setup of 

the cases are verified and validated. 

 

 
(a) Streamwise velocity 

 
(b) Vertical velocity 

 

Figure 12 Velocity profiles in the (a) streamwise and (b) vertical 

directions near the wavy bottom boundary, normalized by the 

volume-averaged velocity . The results of the present simulation 

are compared with Knotek et al. (2014) and Maaß et al. (1996).            

The wavy line denotes the bottom profile. 

 

4.2 Current Induced Sand Dune Migration 

After the verification and validation performed above, the Eulerian–

Lagrangian framework developed in this work is used to simulate a 

dune deformation experiments performed by Haslinger (1993). The 

initial profile of the sand dune and the shape of the computational 

domain are the same as in the previous case, except for two notable 

differences. First, the channel height  in the experimental 

setup is smaller than the previous case used to validate the RANS 

solver, where the channel height is . Second, and more 

importantly, this case has a larger Reynolds number (Re = 33700) 

compared with the previous case. Consequently, DNS solutions are 

not available due to the high computational costs required by DNS 

for simulating high Reynolds number flows. Kraft et al. (2011) 

conducted Large Eddy Simulation (LES) for the flow field; the 

particle phase was described by solving a convection–diffusion 

equation for particle concentrations. The computational cost and 

accuracy of LES are generally lower than DNS but much higher 

than RANS. 

 

Table 2 Parameters used in the sand dune formulation migration 

simulations in this study 

Density of water ( )  
Particle density ( )  

Particle diameter ( )  

Kinematic viscosity of water ( )  
Porosity of seabed ( ) 0.30 

Gravity ( )  
Volume-averaged velocity ( )  
Reynolds number ( ) 33,700 

Cells in computational mesh 150 (horizontal)  60 

(vertical) 

Number of computational particles approximately 10,000 

 

Due to the higher Reynolds number and smaller channel height 

in the case, the mesh resolution is adjusted accordingly to 150 

(streamwise direction) × 60 (wall-normal direction). The  values 

in this case are slightly higher than those in the  case. 

This is due to the fact that overly small cell-sizes cause difficulties 

in dynamic mesh procedures. However, the currently used mesh still 

has adequate near-wall resolution, and no wall functions are needed. 

We also note that the height  of the computational domain 

in this case is smaller than that in the previous case ( ). 

 

4.2.1 Flow on Fixed Sand Dune 

Before considering the movable bed with sediment transport and 

dynamic mesh, we first simulate the flow field in this case with a 

fixed bed. Since the bed shear stress play a critical role in bed 

erosion and sediment transport, the bed shear stress is presented. 

Considering that this case differs from previous case in Section 4.1 

in two aspects, i.e., Reynolds number and channel height, it is 

difficult to distinguish the different contribution factors in the 

observed differences in the obtained results. Therefore, another case 

with  and  are simulated, leading to the 

comparison among three cases: (1)  and ; (2)  

6760 and ; and  and . The 

comparison between Cases 1 and 2 highlights the contribution of 

varying channel height; the difference between Cases 2 and 3 

demonstrates the influences of Reynolds number. 

From Figure 13, the shear stresses on the bottom boundary are 

very similar between Cases 1 and 2, which have the same Reynolds 

number, although a slight decrease of the shear stress is observed 

downstream of the separation point. Meanwhile, the position of the 

separation point remains at  but the reattachment point is 

moving forward to . It can be concluded that the 

difference in channel height does not lead to significant changes in 

the distribution of bed shear stresses. On the other hand, comparison 

between Cases 2 and 3 suggest that with the same channel geometry 

but with the Reynolds number changing from 6760 to 33700, the 

maximum shear stress is reduced to , with the location of 

peak shear stress shift downstream slightly. The shear stress in the 

recirculation zone is also reduced to . The locations of 

flow separation are only slightly different between the cases 2 and 3, 

but the reattachment point moves towards upstream, from 

 to , leading to a significantly shorter 

recirculation zone. 
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Figure 13 Comparison of wall shear stress distribution of different 

channel heights and Reynolds numbers. The results are normalized 

by . 

 

4.2.2 Development of Sand Dune 

The initial geometry of the seabed is defined as Eq. (18). The time 

history of dune generation is displayed in Figure 14, the solid lines 

show the bed profile at different times, the dashed line show the 

trace of the movement of the crest. Although the crest should be 

taken as the highest point of the bed profile, there is no such a point 

but a flat region of high bed level at . Therefore, the 

crest is not simply taken at the highest point but midpoint of the 

highest part. Since the crest of the dune reappears after , 

the line connecting crest of the dune at every time from tUb/L = 40 

to  is not displaying the real movement of the dune. 

Hence, we simply connect the two crests at  40 and 80 to 

display the movement of the crest during this period. From Figure 

14, it can be seen that the dune starts deforming rapidly before 

; after that, the deformation of the bed slows down, and 

the dune migrates with the flow at a constant velocity. The average 

velocity of the migration after  is about  m/s, 

which agrees favorably with the results of Kraft et al. (2011). 

 
Figure 14 Formation of sand dune from an initial sinusoidal profile 

under current actions. The solid lines show the evolution of the dune 

structure over time; the dash line shows the migration of the crest of 

the dune. 

 

After , although the sand dune continues to evolve, 

the rate of migration is so small that the final equilibrium bed profile 

can be considered to be formed. It can be seen from Figure 15 that 

the final ripple profiles simulated by the current model agrees 

favorably with the results of other numerical simulations and 

physical experiments (e.g., Haslinger 1996; Kraft et al. 2011), 

especially at the region near the crest. The steepest angle of the dune 

simulated by the present model also agrees well with the experiment, 

indicating the capability of the proposed avalanche model. The 

agreement between the present simulation and the benchmark results 

is not very well with near the reattachment point. Moreover, the 

total volume of dune erosion and the distance of dune migration in 

the present work are slightly smaller than that observed in 

experiments (Haslinger 1996). These discrepancies are mainly 

caused by the inaccuracies of the RANS model in simulating the 

flow near the reattachment point. 

 
Figure 15 Comparison of the final bed profile of the present 

simulation with the results of experiment of Haslinger (1993) and 

the numerical simulation by Kraft et al. (2011). 

 

Another difference between our simulations and those by Kraft 

et al. (2011) is the roughness upstream of the dune crest. Figure 15 

shows this roughness in the final ripple profile. Convection of these 

roughness features in the flow direction can be observed in Figure 

14 along with the migration of the sand dune. Since the wave 

lengths of these roughness features span only two cells, it is likely 

that these observed ripples are not physical features but numerical 

artifacts. These numerical oscillations can be easily damped by 

adding a small diffusion term. An explanation for this numerical 

oscillation is that the sink term of the morphological evolution 

equation (7) is due to the deposition. The deposition is caused by 

discrete particles impinging on the seabed, which have stochastic 

behaviors due to the dispersion described in Section 2.3.3. Therefore, 

the amount of deposition is not necessarily smooth spatially. The 

spatially non-smooth deposition amount leads to small-wave-

number roughness as observed in Figs. 14 and 15. In contrast to 

standard morphological evolution equations purely or partly based 

on continuous field variables (Paola et al. 2005), in the current 

formulation there are no convection or diffusion terms that can 

smooth out the small-wave-number roughness. Note that the 

avalanche term is active only when the local bed slope exceeds the 

repose angle , and thus it can only reduce roughness to , but is 

not able to eliminate them completely. As explained in Section 2.2, 

only suspended load is considered in the simulations presented in 

this work. To confirm the analysis above, we have conducted 

simulations (not shown here) in sediment transport regimes 

including both suspended load and bed-load transport, and it was 

observed that the convective terms in the bed-load transport were 

indeed able to eliminate the artificial roughness features. However, 

since the spurious roughness features do not negatively influence 

other element of the dune migration simulations in any way, we do 

not introduce artificial diffusion or other terms to smooth them out. 

 

4.2.3 Statistics of Individual Particle Motions 

The ability to simulate particle trajectories and represent particle 

composition statistics is one of the advantages of the Eulerian–

Lagrangian framework. Therefore, this subsection is devoted to the 

study of these particle quantities. Figure 16(a) shows a scatter plot 

of particles at a time instance when the bed profile and the flow 

achieves approximate equilibrium. Each dot in the scatter plot 

indicates a parcel (a computational particle) as explained in Section 

2.3.4, with the size indicating the number of physical particles they 

represent (ranging from 10 for the small ones to 20 for the large 

ones). That way, the particle concentration distribution in the 

channel can be inferred from the density and sizes of the parcels in 

the respective region. The concentration so obtained is displayed in 

Figure 16(b). Although the concentration field can also be obtained 

in the traditional methods (Kraft et al. 2011) by solving the 

convection–diffusion equation, the Eulerian–Lagrangian framework 

provides a better approach in that it avoids the ad hoc relations in 

the modeling of sediment deposition and diffusion, which are 

required in the traditional Eulerian approach. 
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It can be seen from Figure 16(a) that some parcels in the 

centerline represent more particles. In the simulations, a fixed 

number of parcels are released at each fixed time step regardless of 

the amount of physical sediment eroded during the period. As a 

result, the number of physical particles represented by each parcel is 

larger when the rate of erosion is larger. The erosion rate is larger 

during the initial period of the simulation when the bed profile is far 

from equilibrium, and gradually decreases as the dune profile 

approaches equilibrium. Hence, the parcels created in the initial 

period of the simulation represent more physical particles, and are 

more likely to be located near the channel center. 

 

 

 

 

 

 

 

 

 

 

 

(a) Particle scatter plot 

 

 
(b) Particle concentration 

 

Figure 16 The distribution of sediment particles as indicated by                

(a) parcels (i.e., computational particles) in the channel and                       

(b) particle concentration (i.e., volume fraction). Each parcel shown 

in panel (a) represents a number of physical particles range from 10 

to 20. The sizes of the dots indicate the number of physical particles 

they represent, with larger dots representing larger numbers. In 

panel (b), the distribution of particle concentration in the channel is 

indicated by colors (grey levels). 

 

Furthermore, from the particle distribution plot in Figure 16(a) 

one can distinguish three groups of particles according to their 

clustering behavior: (1) particles that are located in the boundary 

layer immediately (i.e. a few particle diameters) above the seabed; 

(2) particles that are concentrated in the recirculation region, 

particularly downstream of the dune crest; and (3) particles that are 

clustered near the channel center. The particles immediate above the 

seabed are mostly those fail to escape to the boundary layer during 

the injection process. Due to the small mean flow velocities and 

turbulent fluctuations in the boundary layer, the immersed gravity 

dominates other forces, i.e., drag, lift, and turbulent dispersion. 

Consequently, these particles will likely be short-lived as they will 

settle and deposit soon after being created under gravity. Another 

group of particles are those that are trapped in the reverse flow 

region on the leeward side of the dune. The recirculating flow 

pattern in this region is illustrated by the circular streamlines in 

Figure 17.  

 

 

Although a small number of these particles eventually escape to 

the free stream region (above the dune crest level) due to the 

turbulent fluctuations, most will follow the mean flow velocities in 

the streamwise direction, and will stay trapped in this region. The 

gravity causes gradual deposition of these particles. On the other 

hand, in the reverse flow region the erosion flux is relatively small 

due to the small magnitude of the shear stresses (see Figure 13). 

This imbalance in the sediment budge leads to sand accretion on the 

leeward side of the dune, which, together with the erosion-

dominated physics on the windward side of the dune, results in 

gradual migration of the sand dune. The particle distribution near 

the centerline is a result of balance between downward gravity 

settling and upward particle motion due to turbulent dispersion (see 

Eq. (16)) and the lift forces generated by mean velocity gradient (see 

Eq. (15)). Therefore, compared with the boundary layer and the 

recirculation zone, the channel center is a region where particles 

with longer residence time are more likely to be located. This is 

confirmed by the residence time distribution presented in Figure 18. 

Residence time can help distinguish different form of sediment 

transport (e.g., suspended load versus bed load). If the residence 

time of a particle is short, it may indicate the bed load is the 

dominant part of sediment transport; similarly, if the residence time 

is long, the suspended load is the dominant part. 

 

 
 

Figure 17 Streamline plot of the flow field, highlighting the 

recirculation region in the leeward side of the sand dune. 

 

The residence times of individual particles are presented in 

Figure 18(a). It demonstrates that the particles near the sand bed 

boundary and on the leeward side of the dune have smaller 

residence time. Particles in these regions have been created recently 

and have not yet been suspended. The particles near the centreline of 

the channel have larger residence time since they are in dynamic 

equilibrium with gravity settling and upward suspension due to 

turbulent suspension, as pointed out above. Figure 18(b) displays the 

distribution of residence time for different particles in histogram. It 

can bee seen from Figure 18(b) that a significant portion of the 

particles have small residence time (less than ). These are the 

group of particles identified in Figure 16(a) that are not able to 

escape from the boundary layer into the free stream. The histogram 

in Figure 18(b) also suggests a bimodal distribution of residence 

time, i.e., a particle tends to have either a very small residence time 

(near zero) or a very long residence time (near .) The 

physical interpretation is that once a particle is suspended and 

successfully enter the free stream, it will likely stay there for a long 

time. Those that are not able to escape the boundary layer will 

deposit shortly after being created. Finally, we note that after the 

approximate equilibrium is achieved the number of particles 

suspended in the fluid flow is at different times are almost constant 

with very minor temporal fluctuations. 
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(a) Residence time of individual particles 

 

 
(b) Histogram of residence time distribution 

 

Figure 18 The residence time of particles in the fluid flow, showing 

(a) the normalized residence time ( ) of particles at different 

locations in the channel, and (b) histogram of residence time of the 

particles. 

 

The velocities of individual particles in the system are shown in 

Figure 19. Generally, the velocity of particles near the seabed 

boundary and on the leeward side is smaller than those near the 

centerline of the channel, as is evident from Figure 16. As the flow 

is in approximate equilibrium at the time instance shown here, the 

particle velocities shown in this plot represents to a large extent the 

velocity of the surrounding fluids, with the main difference being a 

relatively small sedimentation velocity of the particles in the vertical 

direction. The scattered phase plot for the horizontal and vertical 

components,  and , of the particle velocities is shown in Figure 

19(b). It can be seen that the velocity distribution of the particles is 

almost symmetric with respect to , and it is not biased in the 

downward direction, suggesting the sedimentation velocity to be 

rather small. This is expected since the mean flow is horizontal in 

most part of the domain (except for the recirculation region), and the 

vertical velocity of particles are mostly due to turbulent fluctuations 

reconstructed from the turbulent dispersion model, which are 

symmetric with respect to . 

Most of the particles in the computational domain have 

horizontal velocities equal or slightly larger than the volume-

averaged velocity , as can be seen from the clustering in the phase 

plot near the point ( , ) = (1.2, 0) in Figure 19(b). Note 

that  is the velocity averaged over the entire volume. Considering 

the fact that there is a flow reversal region leeward of the dune with 

a negative horizontal velocity and that the velocities near the 

boundaries are smaller, the velocity near the channel center could be 

larger than . The particles near the seabed or on the leeward side 

have smaller velocities, and they are indicated by the clustered dots 

near ( , ) = (0, 0) in Figure 19(b). Recalling from 

Section 2.3.2 that the particles are initialized with equal horizontal 

and vertical components, the particles around the oblique line 

 in Figure 19(b) are mostly the newly created particles due 

to the erosion. 

 

 
(a) Velocity of individual particles 

 

 
(b) Velocity distribution 

 

Figure 19 A snapshot of particles velocity and distribution in the 

flow field, showing (a) the magnitude of particle velocity 

(normalized by ) at different locations in the channel, and 

(b) the scatter phase plot of horizontal and vertical components 

, , respectively, of the particle velocities. The straight 

line in panel (b) indicates  on the phase plot. 

 

5. CONCLUSIONS 

In this work, we developed an Eulerian–Lagrangian framework for 

the modeling of sediment transport and coastal dune migration. The 

fluid flow and the morphological evolution of the sediment bed are 

modeled in an Eulerian frame by solving the Reynolds-averaged 

Navier–Stokes equations and morphological equation, respectively, 

while the transport and dispersion of suspended particles are tracked 

in a Lagrangian frame by integrating the Newton’s second law. As 

the developed framework is intended for applications where the 

flow is only dilutely loaded with sediments, the mass and 

momentum equations of the fluid flows are not modified due to the 

presence of particles; in other words, the fluid–particle interactions 

are only one-way coupled. However, the sediment erosion and 

deposition lead to morphological evolution, which in turn changes 

the computational domain and the mesh for the fluid flow solver, 

and this would cause changes on the flow field. Therefore, overall 

the flow solver and the particle tracking have a two-way coupling, 

albeit in an indirect way. 

To represent physics that are not resolved in the numerical 

framework, empirical models are used for the sediment erosion flux, 

the drag and lift forces on particles, and the turbulent dispersion of 

suspended particles. Moreover, a model based on diffusion equation 

is proposed to account for the local sediment avalanches where 

repose angles are exceeded. This differential equation-based model 

has better computational efficiency compared with existing 

procedures in the literature, and is demonstrated to be able to 

represent the avalanche processes faithfully. It is noted that in the 

current framework no empirical model is needed to represent the 

deposition processes. 
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The developed framework is used to simulate the formation and 

development of sand dunes. The velocity profiles, the bed shear 

stresses, and particle statistics are analysed and compared with 

available benchmark results in the literature. Simulation results 

suggest that the proposed model is capable of representing many key 

phenomena in the sediment transport and dune migration processes. 

Further studies are needed to quantify the initialization procedure of 

particles in the flow field.  
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