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The emergence of social media in Thailand has given millions of users a 

platform to express and share their opinions about products and services, among other 

subjects, and so Twitter is considered to be a rich source of information for companies 

to understand their customers by extracting and analyzing sentiment from Tweets. The 

main goal was to investigate the possible uses of Twitter information for businesses in 

Thailand to take advantage of and to solve any associated limitations caused by the 

semantics of the Thai language. Hence, social media content, specifically Tweets were 

utilized to generate Competitive Intelligence (CI). A new method for Twitter sentiment 

analysis called ASTS was proposed by using both supervised learning and lexicon-

based techniques. Experiments were conducted using Tweets on three mobile network 

operator companies: AIS, DTAC, and TRUEMOVEH obtained using the Twitter 

search API focused on Tweets in Thai. A total of 72,661 were collected over a period 

of six months (from October 1, 2014 to March 31, 2015). 

ASTS consists of three modules: (1) data collection, (2) data pre-processing, 

and (3) classification and evaluation. A collection program was developed to search for 

keywords in the Twitter feed using the Twitter Search API and setting the language 

parameter “lang=th” and excluding reTweets. The process for the data pre-processing 

module was divided into three steps: (1) Text extraction from the Tweets, (2) Text pre-

processing, and (3) Thai word segmentation. For the classification and evaluation 

module, the main intention was to identify opinion polarity, positive, negative, and 



(iv) 

 

neutral. The classification process was divided into two sub-modules: opinion filtering 

using supervised learning techniques and opinion polarity identification using lexicon-

based techniques. Experimental results showed that the proposed method overcomes 

previous limitations from other studies and was very effective in most cases. The 

average accuracy is 84.80% with 82.42% precision, 83.88% recall and 82.97% F-

measure. In particular, this clearly shows that opinion filtering helped to analyze Tweets 

more accurately. 

A case study approach for CI in social media aptly demonstrated the use of 

ASTS. Out of a total of 20,269 Tweets, 9,631 mentioned AIS (47.52%), 7,099 

mentioned DTAC (35.02%), and 3,539 mentioned TRUEMOVEH (17.46%). The 

sentiment scores from the analysis results of using ASTS showed the overall customer 

sentiment for the companies. The sentiment score for TRUEMOVEH (-0.27) was 

slightly better than AIS (-0.38) and DTAC (-0.45). Benchmarking against competitors 

is essential information for CI. Strength and weakness analysis on the companies was 

derived using radar charts of the benchmarking of sentiment scores on the top five 

keyword mentions (net, wifi, promotion, switching, and employee). Furthermore, 

examples of using CI in terms of monitoring, opportunity events, and early warning 

alerts were presented. Opportunity events can be advantageous in response to negative 

sentiment Tweets on competing companies and can help a company to entice customers 

away from competing companies. Early warning alerts are based on negative sentiment 

Tweets on a company from which it should quickly identify customer dissatisfaction 

and then correct the associated problem.  

The results of this study show the usefulness of the proposed method for 

theoretical reference and as a practical guide. The findings from this analysis prove that 

CI extracted from social media content can help businesses to understand their 

customers’ opinions and compare them with those of their competitors. As a result, this 

research illustrates that CI from analyzing social media content has great potential to 

produce useful information, actionable knowledge, and critical insights for companies 

to enhance competitiveness and solve business problems 
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CHAPTER 1 

 

INTRODUCTION 

1.1 Background and Motivation 

 

With the increasing usage of social media, they have undoubtedly become even 

more important as a source of qualitative and quantitative information and have become 

a most vital source of news and people’s opinions on a wide variety of topics. 

Furthermore, social media have become important for communication and exchange of 

information and comprise a potent feedback channel for companies to understand 

consumers, especially the huge amount of the user-generated content steadily 

increasing on social networking sites (Zinner and Zhou, 2011). The emergence of social 

media tools has created a diversity of textual information containing hidden knowledge 

for businesses to leverage. In addition, the large amount of feedback on social media 

coming directly from customers has become a new source from which to mine what is 

referred to as competitive intelligence. In particular, marketers are able to sift through 

huge amounts of social media data to discover brand popularity and patterns of interest 

so to achieve a competitive advantage for companies over their competitors (He, Zha 

and Li, 2013). While the amount of text data explodes, text mining is a way to deal with 

it and is a helpful tool for companies to gain insight on their customers from social 

media content, which are a rich source of textual information. Applications that 

leverage unstructured data from online public communications to support marketing 

intelligence and business intelligence are divided in three categories: early alerting, 

buzz tracking, and sentiment mining (Glance, Hurst, Kigam, Siegler, Stockton and 

Tomokiyo, 2005). 

In the face of ferocious market competition, there is a need for organizations to 

focus on time and speed, and in addition, quality and innovation (Dai, 2013: 2). 

Competitive intelligence (CI) is an essential component for organizations to gain a 
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competitive advantage and leverage. Organizations use CI to compare themselves to 

other organizations (competitive benchmarking) to identify risks and opportunities in 

their markets, and to utilize this in business decision making. A recent study by Fan and 

Gordon (2014) mentioned that the growth of users on social media sites has increased 

steadily, so businesses need to monitor and use them to their advantage. In addition, 

they have described CI from social media analytics as being supportive to organizations 

by helping them understand their customers, suppliers, competitors, environments, and 

overall business trends.  

Sentiment mining on social media content has become increasingly popular. 

Researchers from diverse fields have analyzed social media content to generate specific 

knowledge for their respective subject domains. For example, Gaffney (2010) analyzed 

Tweets with hashtag #iranElection using histograms, user networks, and frequencies of 

top keywords to quantify online activism. A similar study has been conducted on a 

natural disaster event: Hurricane Sandy; Dong (2013) explored the causality correlation 

between the approaching hurricane and the sentiment of the public toward it. Other 

research used to gauge business real world outcomes such as competitive analysis have 

been carried out in the pizza industry (He et al., 2013), predicting box-office revenues 

(Asur and Huberman, 2010), and analyzing business performance (Paniagua and 

Sapena, 2014). 

Twitter, one of the most popular social media tools, claims that it has more than 

550 million clients, out of which more than 271 million are dynamic (Wikipedia, 

2014a). Twitter allows people to broadcast and share short (140 characters) real-time 

messages called Tweets which correspond to thoughts or ideas. Many people use it to 

send updates about their activities, as a tool for conversation, and to share information 

and report news (Java, Song, Finin and Tseng, 2007). Tweets may include one or more 

entities and reference places in their content, such as user mentions (@), hashtags (#), 

URLs, and media that may be associated with a tweet, and places are locations in the 

real world that may be attached to a Tweet (Wikipedia, 2014a). 

Twitter has also become popular in Thailand with 4.5 million users, which 

places the country 17th in the world of global Twitter users (Saiyai Sakawee, 2014). The 

Internet and mobile technologies have been the main factor behind the growth of social 

media by providing technological platforms for information broadcasting, content 
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generation, and two-way communication (Zeng, Chen, Lusch and Li, 2010). Moreover, 

Thailand mobile operator companies also offer broadband technologies such as 3G and 

4G as well as high-speed downlink packet access at a cheap rate. As a result, Tweets 

have rapidly become a goldmine of information for companies to monitor their brands 

and more readily understand their customers.   

 

1.2 Objectives of the Study 

 

Social media networks such as Twitter and Facebook have become an important 

channel for communication throughout society. As mentioned above, social media 

analytics can provide "competitive intelligence" by helping businesses understand their 

customers, environments, suppliers, competitors, and overall business trends. The 

objectives of the study are: 

 1) To propose a framework/process for analyzing data from social media 

content, especially Twitter.  

 2) To study the possibility of Twitter data mining to gain CI using a case study 

of mobile network operators in Thailand. 

 

1.3 Scope and Limitations 

  

 In this research, a case study was conducted to collect and analyze public social 

media data, only Twitter, to gain CI under the following scope: 

 1) In order to collect Tweets, the Twitter Search API was used and configured 

to extract only Thai language Tweets by setting the language parameter “lang=th” and 

excluding reTweets. 

 2) A case study was carried out using Tweets about the three largest mobile 

network operators in Thailand: AIS, DTAC, and TRUEMOVEH over a period of six 

months from October 1, 2014 to March 31, 2015.  

 3) Tweets that contained more than one brand were excluded because the 

message may include a comparative sentence, which is out of the scope of this study. 
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1.4 Expected Benefits of the Study 

 

This research’s main contribution is to demonstrate CI via the mining and 

analysis of social media data, Twitter. It should be considered as a mixed concept of 

technical research and the application of computing techniques to business problems, 

and resulted in the following major outcomes: 

1) The main goal is to investigate the possibility of using of Twitter information 

for businesses in Thailand to gain competitive intelligence.  

2) The development and evaluation of the Acquisition of Sentiment from the 

Twitter System (ASTS), which fulfils the requirements of solving the research problem. 

3) An illustration of how organizations can leverage social media analytics to 

enhance business value through a case study by analyzing public social media data of 

three competing companies. 

 

1.5 Organization of this Dissertation 

 

 The rest of this dissertation is organized as follows.  Chapter 2 provides a 

literature review as background for the study, and Chapter 3 contains the methodology 

for developing the tools and their evaluation.  In addition, for comparing the 

performance of the proposed method with the original concept, the Twitter Opinion 

Mining framework (TOM) is also included. Chapter 4 contains an implementation of 

the proposed method with the real-life social media data from three companies in the 

telecommunication industry in Thailand. Finally, Chapter 5 provides conclusions on 

the study and raises future research motivated by this study. 

 



 

 

CHAPTER 2 

 

LITERATURE REVIEW 

In this chapter, relevant literature is analyzed to offer the necessary background 

information and terminology as the foundation for the rest of this dissertation. The 

keywords used for searching the literature include: social media, Twitter, text mining, 

opinion mining, sentiment classification, competitive intelligence, SWOT analysis, 

customer insight, and related works. 

 

2.1 Social Media 

  

The term “social media” can be defined as “a group of Internet-based 

applications that build on the ideological and technological foundations of Web 2.0, 

and that allow the creation and exchange of user-generated content” (Kaplan and 

Haenlein, 2010). With increasing usage of social media, it will undoubtedly become 

even more important as a source of qualitative and quantitative information. Social 

media has become the most vital source of news and people’s opinions on a variety of 

topics. The huge number of the user-generated content (social media content) has 

increased on the Internet because web–enabled devices such as cellphones and tablets 

are facilitating more people to access and create social media content with no 

geographic or economic boundaries. Albarran (2013: 4) classified the broader social 

media industries using several sub-markets of activity: 

1) Social networking. Popular sites such as Facebook, Myspace, LiveJournal, 

and Tagged allow users to create personal profiles to share with others on their own 

networks. 

2) Community/microblogging. Twitter, Kaboodle, and Fark are popular 

applications while Pinterest has been called “Twitter with pictures”. These are tools for 

sharing content. 
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3) Professional networking sites. These include Linkedin and Google+ which 

target the business and professional community. Slideshare is a related site which 

allows the sharing of presentations. 

4) Social tagging. StumbleUpon, Del.icio.us, and Technorati are the most well-

known sites in this area.  

5) Image/Photo sites. Pinterest, Flickr, and Instagram are renowned sites for 

sharing photos and content. 

6) Video sites. These include YouTube, Vimeo, and Socialcam. 

7) Social news. Digg, Reddit, Newsvine, and Yahoo Buzz are the most popular 

sites. 

8) Gaming sites. Zynga is the market leader in this area. Other firms involved 

in gaming include Pogo, Yahoo! Games, Big Fish, and PopCap. 

9) Consumer shopping. Groupon, Living Social, Dealster, and Social Buy are 

the popular sites which offer daily digital coupons or special offers. 

10) Review sites. Yelp, Citysearch, and Epinions offer customer reviews for 

others to share. 

11) Wikis. Wikipedia is the best-known site that allows the sharing and editing 

of content posted online. Investopedia, Wikitravel, Wikia, and ShopWiki are also 

popular sites. 

12) Social publishing. Scribd is a popular publishing site. 

13) Location-based services (LBS). Foursquare was the first to capture wide 

attention and is often used in combination with review and shopping sites. 

 

2.2 Twitter 

 

A popular social media tool for sharing content is Twitter. In 2014, Twitter had 

more than 550 million clients, out of which more than 271 million were dynamic clients 

(Wikipedia, 2014a). Many people use it to update their activities, as a conversation tool, 

and to share information and report news (Java et al., 2007). This tool has generated a 

wealth of textual data which contain hidden knowledge for businesses to leverage to 

obtain a competitive edge. Hence, it would be very useful and challenging for a 
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company to transform the huge amount of unstructured, ungrammatical, and noisy data 

from this source into useful information.   

Paniagua et al. (2014) mentioned that Twitter is a free microblogging service 

via which interactions are normally based on mutual affinity, while conversely, 

Facebook is a complex networking tool via which relationships are constructed based 

on friendship or acquaintance. Moreover, they also infer that Twitter has become an 

interesting tool that constitutes a valuable resource due to the specific characteristics of 

microblogging, such as ambient awareness and a push-and-pull communication format.  

Twitter users first create a profile page that includes a photo, location, website 

address, and a short biographical sketch (Goff, 2013). Twitter allows people to 

broadcast and share short (140 characters) real-time messages called Tweets which 

correspond to thoughts or ideas (Wikipedia, 2014a; Russell, 2013). Twitter users can 

reply to Tweets or mention them in Tweets to others and also forward or “reTweet” 

(RT) interesting Tweets to others. Furthermore, Twitter enables users to find and follow 

the Tweets of others and to also search for Tweets related to key words or topics (Goff, 

2013). 

Tweets may include one or more entities and reference places in their content, 

such as user mentions, hashtags (#), URLs, and media that may be associated with a 

Tweet, and places are locations in the real world that may be attached to a Tweet 

(Russell, 2013). Let’s consider a sample Tweet with the following text:  “@rjitrlada is 

writing an article from her office in Bangkok. #socialmedia : http://bit.ly/1utr1aR”.   

The Tweet is 97 characters long and contains three Tweet entities: the user mention 

@rjitrlada, the hashtag #socialmedia, and the URL http://bit.ly/1utr1aR. Furthermore, 

users can use emoticons (punctuation and letters to express their feelings), a target 

(specific to someone by using the “@” symbol), and hashtags (to mark topics with 

keywords by using the “#” symbol) (Agarwal, Xie, Vovsha, Rambow and Passonneau, 

2011). Besides, Twitter has the characteristics of a social network; an information-

sharing network whereby both user-generated content and regular media are propagated 

publicly although relationships do not need to be connected (Mogollón, 2014).  Java et 

al. (2007) found that the main intentions of Twitter users are as described below: 

1) Daily chatter: the most common use of Twitter is talking about daily routines 

or what you are currently doing.  
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2) Conversations: users use Twitter to reply to or send direct messages by using 

the @ symbol followed by a username. 

3) Sharing information:  users send messages that contain URLs to share more 

information. They almost always use a URL shortening service like TinyURL to make 

this feature feasible. 

4) Reporting news: users use Twitter to report latest news or comment about 

current events. They can update weather reports and new stories from RSS feeds using 

developer APIs. 

For a Twitter-based stakeholder communication strategy for firms, Tran (2012) 

assessed the intention to use Twitter based on five main stakeholder groups as follows:  

1) Consumer-focused: Tweets provide information about products, promotion, 

new locations and news or events. Besides, Tweets that reply to customer’s questions 

or complaints or comment are included too.   

2) Investor-focused: Tweets always mention company’s business plan such as 

the opening of new offices, new product development projects, executives, and 

mergers.  In addition, they may report a company’s revenue, stock price, market share, 

and advantages over its competitors.  

3) Employee-focused: Tweets enable information sharing and communication 

within a company. Such Tweets may cover subjects such as company-related updates 

and interaction between employees to support customers. 

4) Government-focused: Tweets frequently mention issues such as jobs, taxes, 

and security. They may cover how government policies have an effect on a particular 

company’s business and how a company’s business provides value to the nation. 

5) Community-focused: Tweets provide information about company activities 

or company-sponsored community activities to support the environment, education, 

health, children, and charities.  

In Thailand, Saiyai Sakawee (2014) reported that Zocial Inc, which monitors 

social media trends in the Thailand, summarized data and posited that Twitter is now 

popular in the country. In 2014, there were 4.5 million Twitter users, which is a 350% 

growth from the previous year, as shown in Figure 2.1. Pawoot Pongvitayapanu (2014) 

mentioned that among Twitter users globally, Thailand ranked 17th in the world. He 

presented that Thai people send 5 million Tweets per day, of which 1.9 million are 



9 

reTweets. Besides, he also mentioned that the number of average active Twitter users 

is 250,000 per day and they prefer to use the app more often between 9 pm and 10 pm.  

Zinner et al. (2011: 71) mentioned that “Social media feedback is usually more 

emotional – that it strongly slanted toward and opinion.”  In comparison, traditional 

feedback from customers via other channels typically contains less emotion and 

feelings. Thus, social media feedback could help companies to consider how customers 

really feel about an issue. However, the data from social media are unpredictable and 

the amount is growing exponentially, and so machine learning and text mining are 

applied to the vast amount of social media data to detect and discover new knowledge 

and interesting patterns. This information could be helpful for companies to understand 

what customers really want and what their competitors are doing (Dey, Haque, 

Khurdiya and Shroff, 2011).   

 

 

 

Figure 2.1  Social media overview for Thailand in 2014 

Source: Pawoot Pongvitayapanu, 2014: 5. 

 

2.3 Text Mining 

 

While the amount of text generated in electronic form is exploding, text mining 

is a way to deal with this flood of text data. The vast amount of textual information on 

the Internet has undoubtedly fueled a rapid rise in text mining (Davenport and Harris, 
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2007) being applied to extract new trends or relationships from the overwhelmingly 

large amount of digital data. Its main purpose is to automatically identify hidden 

knowledge in unstructured text, and then create interpretation or models that explain 

interesting patterns and trends in the textual data (He et al., 2013), which is probably 

the reason why text mining has captured significant attention in the business and 

research communities concerned with its practical application. All text mining 

applications deal with solutions to meet that challenge in one form or another. Miner, 

Elder, Fast, Hill, Nisbet and Delen (2012) defined five basic types of analytical text 

mining applications and use cases as follows: 

1) Extracting “meaning” from unstructured text. This application involves the 

understanding of core themes and relevant messages in a corpus of text without actually 

reading the documents. 

2) Automatic text categorization. Automatically classifying text is an efficient 

way to organize it for downstream processing. 

3) Improving predictive accuracy in predictive modeling or unsupervised 

learning. Combining unstructured text with structured numeric information in 

predictive modeling or unsupervised learning (clustering) is a powerful method to 

achieve better accuracy. 

4) Identifying specific or similar/relevant documents. Efficiently extracting 

those documents from a large corpus of text that are relevant to a particular topic of 

interest or are similar to a target document (or documents) is a vitally necessary 

operation in information retrieval.  

5) Extracting specific information from the text (“entity extraction”). 

Automatically extracting specific information from the text (such as names, 

geographical locations, and dates) is an efficient method for presenting highly focused 

information for downstream analytical processing or for direct use by decision makers. 

Moreover, text mining is helpful for a company to gain customer insight. Glance 

et al. (2005) stated that applications that leverage data from online public 

communications to support marketing intelligence and business intelligence are divided 

into three categories as follows:  

1) Early alerting – informing subscribers when a rare but critical, or even fatal, 

condition occurs. 
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2) Buzz tracking – following trends in topics being discussed and understanding 

what new topics are forming. 

3) Sentiment mining – analyzing people’s opinions, sentiments, evaluations, 

attitudes, and emotions toward entities such as products, services, and organizations 

(Miner, Elder, Fast, Hill, Nisbet and Delen, 2012; Liu, 2012; Wilas Chamlertwat, 2011; 

Alisa Kongthon, Choochart Haruechaiyasak, Chatchawal Sangkeettrakarn, Pornpimon 

Palingoon and Warunya Wunnasri, 2011). 

 

2.4 Opinion Mining 

 

Opinion mining, also known as sentiment analysis, is the process of recognizing 

those opinions that a particular discourse expresses. It attempts to automatically identify 

people’s opinions from a text written in their natural language (Dai, 2013: 30). There 

are several ways to classify the sentiment present in a document with one of them being 

its polarity as positive, negative, or neutral. According to Liu (2012), sentiment analysis 

is the field of study that analyzes human opinion, sentiment, evaluation, appraisal, 

attitude, and emotion toward entities such as products, services, organizations, 

individuals, issues, events, topics, and their attributes. Sentiment analysis can be 

categorized according to the granularity of text and previous work has mainly focused 

on three levels (Liu, 2012): 

1) Document/text level 

The analysis at this level is to determine whether sentiment expressed in a whole 

document is positive or negative. 

2) Sentence level 

The analysis at this level is to determine whether the opinions expressed in a 

sentence is positive, negative, or neutral. 

3) Aspect / feature /entity level 

Unlike document or sentence-level analysis, aspect-level analysis explores what 

the holder likes or hates about the target. 

Besides, research can also be conducted at phrase, clause, or word level. 

Sentiment analysis of Tweets is considered to be at document level (Yuan, 2016). 

However, since Twitter allows a maximum of 140 characters, each Tweet tends to be 
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very short. Usually a Tweet contains only one simple sentence or just several words. 

Therefore, Twitter sentiment analysis also calls for a wide variety of strategies utilized 

for other levels of analysis. 

 

2.5 Sentiment Classification 

 

The methods for classification sentiment can be generally categorized into two 

methods: lexicon-based and machine learning-based. 

 

2.5.1 Lexicon-based Methods 

The lexicon-based approach relies on a sentiment lexicon (a collection of known 

and precompiled sentiment terms). It is made up of a list of words or phrases that convey 

positive or negative polarity information (Liu, 2012) and is a very important resource 

in sentiment analysis which is divided into a dictionary-based approach and a corpus-

based approach using statistical or semantic methods to find sentiment polarity. The 

dictionary-based approach depends on finding opinion seed words, and then searches 

the dictionary for their synonyms and antonyms, and automatic expansion explores 

pair-wise word relations and generates a lexicon of proper size. Although dictionary-

based approaches can generate a large number of sentiment words, those words are 

usually context and domain independent. Corpus-based approaches begin with a seed 

list of opinion words, and then find other opinion words in a large corpus to help in 

finding opinion words with context-specific orientations. 

  

2.5.2 Machine Learning-based Methods 

Text classification methods using the machine learning approach are roughly 

divided into supervised and unsupervised learning. The supervised methods make use 

of a large number of labeled training documents (the training dataset). The process of 

supervised learning algorithms are from the training dataset that can be thought of as a 

teacher supervising the learning process. The correct answers will be defined and the 

algorithm iteratively makes predictions on the training data that may require correction 

by the teacher. There are many kinds of supervised classifiers with the most popular 

being Naïve Bayes (NB) and Support Vector Machines (SVMs). The NB classifier is 
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the simplest and most commonly used classifier and computes the posterior probability 

of a class based on the distribution of the words in the document (Bifet and Frank, 

2010). For SVM classifiers, they are used to determine linear separators in the search 

space which can best separate the different classes (Liu, 2012).  

Unsupervised methods are usually used when it is difficult to identify any 

labeled training documents. Furthermore, there is no external teacher or critic to oversee 

the learning process. In other words, there are no specific examples of the function to 

be learned by the system. Rather, provision is made for a task-independent measure of 

the quality or representation that the system is required to learn. That is to say, the 

system learns statistical regularities of the input data and develops the ability to learn 

the feature of the input data, thereby creating new classes automatically.  

 

2.6 Competitive Intelligence 

 

These days, there are many definitions of CI which can be divided into two 

categories (Dai, 2013: 21). One definition looks at CI as a kind of meaningful 

information that enables an organization to be aware of its external competitive 

environment through a continuous systematic collection process. The other definition 

sees CI as a process of information analysis and a vital component of a company’s 

strategic planning and management process. The Strategic of Competitive Intelligence 

Professionals (SCIP) defines CI as a systematic and ethical process for gathering, 

considering, and analyzing market and external information that can affect a company’s 

plans, decisions, and operations (SCIP, 1986; Wikipedia, 2016). 

Dey et al. (2011) broadly classified CI into two categories of information 

depending on whether it is used for long-term or short-term planning. Strategic 

intelligence focuses on long-term issues and is used to analyze a company’s 

competitiveness over a specified period into the future, while tactical intelligence 

concentrates on providing information that can influence short-term decisions. 

Regularly, this has been identified with investigation of a company’s current market 

share and competitive landscape. Tarraf (2005) studied CI and concluded that 

competitor analysis is a crucial component of the CI system which includes data 
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gathering, sorting and cleaning, analyzing, and presenting the results to decision 

makers. 

Dey et al. (2011) classified tactical market intelligence into four categories as 

follows: 

1) Market information – provides information about the popularity of 

competitors in terms of their products or brands as a whole, which products are moving 

in the market, and the market share of competitors. The sentiment of consumers related 

to the organization and its competitors also belong in this category. 

2) Price information – provides knowledge about the prices of 

competitors’ products. 

3) Promotion – provides information about promotion strategies and the 

kind of promotional activities that are adopted by competitors. 

4) Other issues – organizational information about competitors such as 

their workforce structure, internal shift in focus or vision, success or failure of their 

trials, new product launches, technology investments, etc., all of which contribute 

toward building profiles on competitors that can be useful to organizations. 

Organizations use CI to compare themselves to other organizations (competitive 

benchmarking) so as to identify risks and opportunities in their markets. The most used 

method is SWOT (Strengths, Weaknesses, Opportunities, Threats) analysis to realize 

the importance of knowing what their competitors are doing and how the industry is 

changing, and the information gathered allows organizations to understand their 

strengths and weaknesses (Wikipedia, 2016).   

 

2.7 SWOT Analysis 

 

A SWOT analysis summarizes the key issues from the business environment to 

discover threats and opportunities. It also evaluates the strengths and weakness of a 

company in relation to its competitors to identify the issues that it is facing or will face 

(Dai, 2013: 35). Strengths and weakness are factors in the internal environment of a 

company compared with the capability of competitors concerning, for example, 

technology, personnel, products, markets, and management structure. Strengths (S) are 

characteristics of a company that give it an advantage over others, weaknesses (W) are 
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characteristics of a company that place it at a disadvantage relative to others, 

opportunities (O) are elements in the environment that a business or project could 

exploit to its advantage, and threats (T) are elements in the environment that could cause 

trouble for a business or project (Wikipedia, 2015b).  

The SWOT analysis is a basic powerful strategic analysis tool. It causes one to 

strategically think about past, present, and future issues that may affect planning. The 

SWOT analysis may view the internal factors as strengths or as weaknesses depending 

upon their effect on the organization's objectives. The factors may include all of 

the 4P’s of marketing: Product, Price, Place, and Promotion as well 

as personnel, finance, manufacturing capabilities, and so on (Wikipedia, 2015b). 

Additionally, the results of SWOT analysis will help the company as follows: 

1) To explore new solutions or product with using strengths 

2) To minimize the weaknesses 

3) To leverage the opportunities 

4) To revise plans to avoid threats 

 

2.8 Customer Insight 

 

Business and organizations need consumer insight into making better business 

decisions in marketing or services.  In the psychological context, consumer insight is 

knowing what consumers think and feel about a company’s products, services, or brand 

(Merlin, Bond and Foss, 2004). In recent years, customers have become more 

demanding and their expectations have risen, which makes it challenging for companies 

to satisfy their desires and have an increasingly shorter time period in which to respond 

to them (Kumar and Reinartz, 2012). The first step toward gaining customer insight is 

listening to customer feedback. This phenomenon, otherwise known as voice of the 

customer (VOC) is a term used in business for describing the in-depth process of 

gathering a customer's expectations, preferences, and dislikes. The traditional 

approaches for obtaining VOC are research (both quantitative and qualitative) that 

produces a detailed set of customers’ wants and needs (Wikipedia, 2014b). However, 

these methods are time consuming and expensive, and the weakness of traditional 



16 

market research has now been made more obvious by the emergence of social media 

(Zinner et al., 2011).  

Social media is a potent feedback channel for companies to understand 

consumers, especially with the huge amount of user-generated content still increasing 

on social network sites (Zinner et al., 2011). People share opinions online about 

products or services to inform themselves, then content is disseminated publicly 

because it is no longer limited to people they actually know. Hence, companies must 

understand this fundamental shift in customer behavior and properly respond to it.  

Kumar et al. (2012) recommended that the companies should take advantage of 

social media in at least three key areas. First, companies can get to know their customers 

better by listening to them online. Online content helps companies identify what 

customers really prefer or dislike. Following this, they can use this information to 

develop products, strategies, and success measures. Second, online customers expect to 

get an immediate response from companies, so the latter should improve their response 

time to customer feedback in order to meet their customers’ needs. Third, companies 

can use social media to advance communication or marketing strategies to their 

customers. 

 

2.9 Related Research 

 

Researchers from diverse fields have analyzed social media content to generate 

specific knowledge for their respective subject domains. For example, Gaffney (2010) 

analyzed Tweets with hastag #iranElection using histograms, user networks, and 

frequencies of top keywords to quantify online activism. A similar study was conducted 

for a natural disaster event: Hurricane Sandy (Dong, 2013). He explored the causality 

correlation between an approaching hurricane and the sentiment of the public.  

Khan, Bashir and Qamar (2014) proposed a new Twitter opinion mining (TOM) 

framework to categorize the polarity of Tweets into positive, negative, or neutral 

sentiment by applying a variant of techniques for Twitter feed analysis and 

classification which involved pre-processing steps and a hybrid scheme of classification 

algorithms. The proposed pre-processing steps included: removal of URLs, the hashtag 

symbol, usernames, and special characters; spelling correction using a dictionary; 
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substitution of abbreviations and slang with expansions; lemmatization; and stop words 

removal. They proposed a classification algorithm incorporating a hybrid scheme using 

emoticon analysis, an improved polarity classifier using a list of positive and negative 

words, and SentiWordNet analysis, as shown in Figure 2.2. In their research, the 

average accuracy of the TOM framework was 85.7% with 85.3% precision and 82.2% 

recall. However, the final results may have been contaminated by news and other 

information.  

  

 

Figure 2.2  The polarity classification algorithm of the TOM framework 

 

For the Thai language, Choochart Haruechaiyasak, Alisa Kongthon, Pornpimon 

Palingoon and Chatchawal Sangkeettrakarn (2010) proposed a framework for 

constructing a Thai language resource for feature-based opinion mining obtained from 

hotel reviews. They constructed a set of patterns from a tagged corpus, and then 

automatically extracted patterns and collected more sub-features and polar words from 

an untagged corpus. Later, Choochart Haruechaiyasak, Alisa Kongthon, Pornpimon 

Palingoon and Kanokorn Trakultaweekoon (2013) proposed S-Sense (a framework for 
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analyzing sentiment from Thai social media content). They collected data from Twitter 

posts and the Pantip web board in the mobile service domain. Following this, they 

applied the Naïve Bayes algorithm to learn the classifier models. They manually labeled 

texts with appropriate intension and sentiment classes. Their lexicon consisted of 

general terms from dictionaries and clue terms which helped to identify the intension 

and sentiment. In an intension analysis experiment, they trained a binary classification 

model with two classes: related and others, to analyze four different intensions 

(announcement, request, question, and sentiment). For sentiment analysis, they trained 

a binary classification model with two classes: positive and negative with an accuracy 

of 91.64%. However, there is the possibility that content could be neutral, which was 

not considered in the study. 

There are some researches that have used social media for business real-world 

outcomes. Dey et al. (2011) built a CI gathering and processing system that could be 

customized to collect different types of data from the web. Other researches have been 

used on business real-world outcomes, such as competitive analysis in the pizza 

industry (He et al., 2013), predicting box-office revenues (Asur et al., 2010), and 

analyzing business performance (Paniagua et al., 2014).  

In 2015, a competitive analytics framework with sentiment benchmarks was 

proposed for industry-specific marketing intelligence (He, Wu, Yan, Akula and Shen, 

2015). The procedures of the framework were divided into four steps. First, firms need 

to select a few leading companies in the industry and identify their social media sites 

for competitive analysis. Second, firms need to monitor the selected social media sites 

and constantly collect user-generated data posted on those sites. Third, a data pre-

processing step is needed to transform raw data into a usable format. Next, a 

combination of various text mining, sentiment analysis, and traditional social network 

analysis techniques are used to examine the datasets to gain insights into users’ social 

media activities and sentiments. Finally, the results of the social media analytics should 

be carefully reviewed and then used to derive insight, create intelligence reports, 

support decision making, and/or make recommendations.  

He et al. (2015) proposed a framework to gain CI from social media data to 

enhance business value and market intelligence. They conducted a case study to collect 

and analyze a dataset with half a million Tweets related to two of the largest retail 
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chains in the world: Walmart and Costco in the three months from December 1, 2014 

to February 28, 2015. They mentioned that social media data can be divided into two 

main categories: social media data-at-rest (weekly or monthly analysis) and social 

media data-in-motion (real-time analysis). VOZIQ, a social media analytics tool, was 

used in this study. This tool was set up on the Amazon AWS cloud platform to collect 

Tweets that contained specific keywords utilizing the Twitter search API on a daily 

basis. Lexalytics, a popular sentiment analysis tool, was used to detect sentiment in 

each Tweet in their dataset. They used a well-known text analysis tool, NVivo 10, to 

query the product level from the collected Tweets, and then analyzed the content and 

sentiment of these products. In addition, Leximancer was used to mine and cluster the 

Tweets related to each of the products to gain a better understanding of what customers 

are talking about for each of them. The results of the case study revealed the value of 

analyzing social media mentions by conducting sentiment analysis and comparing it on 

the individual product level, and illustrated that a great deal of potentially useful 

information, actionable knowledge, and critical insights were obtained.  

Kim, Dwivedi, Zhang and Jeong (2016) found that social media data contain CI 

by using an exploratory test with a multiple case study approach to compare two 

competing smartphone manufacturers: iPhone and Samsung in the past four months 

from August to December 2014. They conducted opinion mining and sentiment 

analysis, then followed up by further validation of results using statistical analysis. 

They employed a Twitter API, the TwitterR package, in the R software program to 

collect Tweets by using hashtag “#iPhone6” and “#GalaxyS5”. The program ran every 

day and the total number of Tweets in the dataset was 229,948. Because of their 

previous study showed that 90% of Tweets included irrelevant mentions (include 

reTweets). Therefore, the first step was to filter Tweets from marketing agencies and 

commercial accounts. Some web sites such as Twitterfeed, Hootsuit, and IFTTT were 

doubly publishing the same commercial Tweets. Therefore, the source field of a Tweet 

(URLs) was used to eliminate them.     

They used the following three research questions to explore CI for competing 

companies in the same industry: 

RQ1: Is there significant gap in social media volume between competitors with 

different market shares? 
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RQ2: Is there a significant gap discrepancy in levels of purchase intention 

between competing brands? 

RQ3: Is there a significant gap in consumer sentiments about the two rivals? 

The results showed that the volume of Tweets revealed a significant gap 

between the market leader and follower. The purchase intention data also reflected this 

gap, albeit to a lesser extent. In addition, social opinion was able to explain the sales 

performance gap between the competitors, and the researchers found that the social 

opinion gap was similar to the shipment gap.  

 Previous studies have shown that the social media space has become a common 

tool for communicating, networking, sharing content, and promoting brands. 

Companies can use social media as a customer service tool for listening to their 

customers and addressing their concerns. Social media can provide information about 

brand popularity, consumer sentiments, and competitor promotions. In addition, social 

media intelligence is a new term from social media analytics and its aim is to “derive 

actionable information from social media in context-rich application settings, develop 

corresponding decision-making or decision-aiding frameworks, and provide 

architectural designs and solution frameworks for existing and new applications that 

can benefits from the ‘wisdom of crowds’ through the Web.” (Zeng et al., 2010: 7). In 

addition, social media analytics also provide CI that helps businesses understand their 

environments, suppliers, competitors, and overall business trends (Fan et al., 2014). A 

recent literature review revealed that there are few studies to guide business for social 

media CI, so this is still a challenging area and could be quite useful for Thai businesses.  



 

 

CHAPTER 3 

 

METHODOLOGY 

Methodology of this research is defined in two phases. First phase is the creating 

method for analyzing data from social media content, Twitter. For second phase, a 

framework/process is defined for gaining CI using a case study of mobile network 

operators in Thailand. Since the main goal is to solve the problem of extracting Twitter 

information for businesses in Thailand to take advantage of, a technique of sentiment 

analysis of Twitter data generated by Thais with the main focus being on Tweet 

classification and solving data sparsity issues is proposed. There are significant 

differences between written Thai and English. English has twenty-six letters, whereas 

Thai has forty-four consonant letters (Thai: พ ยั ญ ช น ะ , phayanchana), fifteen vowel 

symbols (Thai: สระ, sara), and four tone diacritics (Thai: วรรณยกุต ์or วรรณยตุ, wannayuk or 

wannayut) (Wikipedia, 2015c). Besides, there is no punctuation or spaces between 

words in sentences in Thai, and so information must be segmented before feeding into 

the classifier. Therefore, existing text mining and sentiment analysis techniques cannot 

be directly applied to the Thai language.  

To overcome these drawbacks, a number of challenges need to be overcome: 

classification accuracy, sarcasm, word usage variation, and data sparsity (Choochart 

Haruechaiyasak et al., 2013; Khan et al., 2014). The reason for these issues is variations 

in the use of slang words and other abbreviations because of the limitation of a Tweet 

(140 characters). The main idea is to pre-process the raw data and operate variant 

transformations to deal with slang, transliterated words, abbreviations, and other noise. 

For the classification process, a mixed method of supervised learning and lexicon-based 

techniques to filter Thai opinions and classify them into positive, negative, or neutral 

sentiment is proposed.  

In the first phase, a Thai opinion mining method based on the techniques for 

Twitter feed analysis and classification is developed. The process is subdivided into 
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three modules: (1) data collection, (2) data pre-processing, and (3) classification and 

evaluation. Tweets were obtained from the Twitter search API using query strings. Data 

pre-processing was used to extract the Tweets for text pre-processing and Thai word 

segmentation. For the classification and evaluation module, the main objective was to 

identify the polarity of Thai opinion Tweets. The proposed method is shown in Figure 

3.1. 

 

Figure 3.1  Acquiring Sentiment from the Twitter System (ASTS) 
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3.1 Context of the Study 

 

The telecommunication industry in Thailand, particularly the mobile service 

market, is dominated by three major players, namely Advanced Info Service Public 

Company Limited (AIS), Total Access Communication Public Company Limited 

(DTAC), and True Move H Universal Communication Company Limited 

(TRUEMOVEH) in a ferociously competitive market. The National Broadcasting and 

Telecommunications Commission (NBTC), which has responsibilities for 

telecommunication services in Thailand, revealed that the number of mobile phone 

numbers in circulation is almost 100 million. As of June 2013, the market penetration 

rate was 131.84% over a population estimate at around 67.373 million, consisting of 

AIS (42 million), DTAC (30.6 million), and TRUEMOVEH (23.2 million). Figure 3.2 

illustrates the market shares in the telecommunication industry in Thailand in 2015: 

AIS is the largest, DTAC is second, and TRUEMOVEH is third.  

 

 

 

Figure 3.2  Thailand’s mobile operators’ market share Q1 2015 

Source:  Yozzo, 2015: 15. 

 

In addition, this industry has seen more competition since NBTC announced the 

right of consumers to switch mobile operators without changing their mobile numbers 

since September 22, 2014. As a result, the three mobile operators have launched many 
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marketing campaigns through various marketing channels such as TV advertising, 

newspapers, magazines, and direct mail. In addition, companies are increasingly using 

social media such as Twitter to promote products and services and to communicate with 

customers, (Figure 3.3). Their official Twitter accounts are ais_thailand (changed from 

ais_privilege since 20 November, 2014) for AIS, dtac for DTAC, and truemoveh for 

TRUEMOVEH. 

 

 

Figure 3.3  Posted Tweets from the three largest mobile operators in Thailand 

 

3.2 Data Collection 

 

To evaluate the proposed method in a real-world business context, a case study 

of the telecommunication industry in Thailand was conducted to collect and analyze a 

dataset of Tweets related to the three aforementioned largest mobile operator companies 

in Thailand: AIS, DTAC, and TRUEMOVEH in the past six months from October 1, 

2014 – March 31, 2015. A collection program was developed to search for Tweets of 

interest from the Twitter feed using keywords and the Twitter search API, which allows 

queries against the indices of recent or popular Tweets. The API was configured to 

extract only Thai language Tweets by setting the language parameter “lang=th” and 

excluding reTweets. After this, the Tweets were kept in a databank that acted as input 

data for the pre-processing module. 
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Keywords related to three mobile network operators were used for searching, as 

shown in Table 3.1. As many social media sites have millions of users and the amount 

of data often grows at high speed, it is not always possible to save the data in full due 

to resource constraints. Thus, in this case study, 72,661 Tweets in total from the six 

months from October 1, 2014 to March 31, 2015 were captured as the dataset for 

analysis and kept in the Tweets databank, as shown in Table 3.2.  

 

Table 3.1  Related keywords for mobile network operators in Thailand 

 

Mobile Operator Company Keyword for Query 

1. Advanced Info Service Public Company 

Limited  (AIS) 

AIS, AIS_Privilege, 

AIS_Thailand,12Call, เอไอเอส 

2. Total Access Communication Public 

Company Limited (DTAC) 

DTAC, Trinet, ดีแทค 

3. True Move H Universal Communication 

Company Limited (TRUEMOVEH) 

TRUEMOVEH, TRUEMOVE, 

ทรูมูฟ 

4. Others 3G, 4G, Edge, Wifi 

 

Table 3.2  Structure of the table for storing Tweet information 

 

Field Type Description 

id Integer The integer representation of the unique identifier for 

this Tweet. 

created_at String UTC time when this Tweet was created.  

text String The actual UTF-8 text of the status update. See 

Twitter-text for details on what is currently considered 

valid characters.  

source String Utility used to post the Tweet, as an HTML-formatted 

string. 
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Table 3.2  (Continued) 

 

Field Type Description 

retweet_count Integer Number of times this Tweet was reTweeted. 

name String The name of the user as defined (not necessarily a 

person’s name).  

screen_name String The screen name, handle, or alias that users identify 

themselves with. screen_names are unique but subject 

to change. 

user_created_at String The UTC datetime that the user account was created on 

Twitter.  

favourites_count Integer The number of Tweets this user has favorited in the 

account’s lifetime.  

lang_user String Language identifier  

location String The user-defined location for this account’s profile.  

profile_image_url String A HTTP-based URL pointing to the user’s avatar 

image. 

keyword String Query String 

friends_count Integer The number of users that this account is following 

(AKA their “followings”). 

followers_count Integer The number of followers that this account currently 

has.  

description String A user-defined UTF-8 string describing their account.  

 

Source: Twitter, 2014. 

 

3.3 Data Pre-processing 

 

Tweets usually include text with special symbols, such as the user mentions 

(@), hashtags (#), URLs (http links), and so on. Besides, because of the differences in 

writing systems between Thai and English, existing text pre-processing techniques 

could not be directly applied to this study’s Thai sentiment classification system since 

there are no spaces between words in the Thai language.  Moreover, a Thai Tweet has 
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slang words, transliterated words, and emoticons, so data pre-processing was necessary 

before classification of the opinion. This process was subdivided into three steps as 

follows. 

 

3.3.1 Text Extraction from Tweet 

In this step, the Twitter-text java library developed by Goncalves (2014) was 

applied to extract the entities of Tweets from their text messages (URLs (http links), 

user mentions (@) and hashtags (#)). All the URLs (http links) were removed. For user 

mentions, the @ sign was removed along with the user mention except for when it 

matched one of the keywords. Lastly, the # sign was eliminated but the rest of the text 

after it was kept. 

Example:  

Input Tweet:  “รู้สึกวา่จะเจอจุดอบัสญัญาณเน็ต @TrueMoveH ตรงท่าเรือด่วนคลองแสนแสบ  

http://t.co/2JHzG5sKKv”   (I feel that there is no signal at Port 

Saensaeb. @TrueMoveH http://t.co/2JHzG5sKKv) 

Output:  “รู้สึกวา่จะเจอจุดอบัสญัญาณเน็ต TrueMoveH ตรงท่าเรือด่วนคลองแสนแสบ” (I feel that  

there is no signal at Port Saensaeb. TrueMoveH) 

 

3.3.2 Text Pre-processing 

In the text pre-processing step, four types of words were defined as 

abbreviations, transliterated words, slang words, and misspelled words, the requisite 

steps being to gather and organize words into their types. A total of 1,500 collected 

Tweets on three brands: AIS, DTAC, and TRUEMOVEH were used as an input source. 

After this, the method was subdivided into three steps as follows: 

1) Create a new list file for each type. 

2) Read and examine the text in the Tweet. If a word from one of the 

four types is found, it is added to the appropriate list file and assigned the original word. 

3) Continue until 1,500 Tweets have been processed. 

The texts that passed through the previous step was automatically checked for 

words defined as abbreviations, transliterated words, slang words, and misspelled 

words, after which they were replaced by expansions or the original words. Table 3.3 

contains a sample and the number of words of each type discovered in this step. 
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Emoticons are domain and language independent (Khan et al., 2014) and have 

become an important token for social media content since they can express the feelings 

of the writer in the form of icons (Wikipedia, 2015a). For each Tweet, emoticons were 

assigned with a token label, as shown in Table 3.4. After this, the final step was to 

remove all of the digits. 

 

Table 3.3  Example list of words in text pre-processing step 

 

Words in Tweet Original Word Type 
No. of Words 

in Type 

พนง., พนง พนกังาน (employee) Abbreviations   19 

สมาร์ทโฟน, สมาร์ตโฟน Smartphone Transliterated 

words 

279 

ปังมาก ดีมาก (very good) Slang words 217 

ใบเส็ด, ใบเส็จ ใบเสร็จ (receipt) Misspelled words   17 

 

Table 3.4  Examples of positive and negative emoticon sets 

 

Positive Emoticons Negative Emoticons 

Emoticons Meaning 
Token 

Label 
Emoticons Meaning 

Token 

Label 

:-) , :) , :D , :o) , :] Happy ehappyw :-( , :( , >:[ , :< Sad esadw 

(^v^) , (^u^) , (^o^) , ^-^ Happy ehappye 
T-T , T^T , '_' , 

=_= 
Sad esade 

:-D, 8-D, XD, =3, B^D Laugh elaughw :'-(, :'( Cry ecryw 

 

3.3.3 Thai Word Segmentation 

The LongLexTo library was developed by the National Electronics and 

Computer Technology Center (NECTEC), Thailand (NECTEC, 1994). This library was 

constructed as a dictionary-based approach using the longest matching technique. Input 

text is scanned from left to right, and then the longest match with a word in the 

dictionary is selected along with any other matching words to improve the accuracy of 

word segmentation.  
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For the Thai word segmentation process, the LongLexTo java library was 

modified with a total of 42,833 words: 42,221 words from the Lexitron data dictionary 

of NECTEC and 612 words from related words in the domains of telecommunication 

and sentiment (Wiktionary, 2015). Texts passed on from the text-preprocessing step 

were automatically split into word tokens. For any English words (often included in 

Thai Tweets), conversion to lowercase was carried out. Lastly, other symbols were 

removed.  

The flexibility of being able to add new words to the dictionary (including 

English words in common use) helped to improve the accuracy of the segmentation 

immensely. Moreover, Tweets are short (140 characters), and so the results of 

segmentation are better than if applied to longer texts. 

  

3.4 Classification and Evaluation 

 

The main objective of module was to identify the polarity of Thai opinion 

Tweets. The module was subdivided into two processes: (1) classification, and (2) 

evaluation. 

  

3.4.1 Classification 

Our classification system included the following steps: 

1) Opinion filtering 

2) Opinion polarity identification 

In this research, the sentiment was divided into positive, neutral, and negative. 

The classification procedure for sentiment analysis from the TOM framework (Khan et 

al., 2014) was modified so as to be able to apply it to Thai Tweets. However, retrieved 

Tweets from the Twitter Search API are often combined with customers’ opinions and 

news. Subsequently, the final results of customer’s sentiment may be contaminated by 

this. Therefore, an opinion filtering process was added to classify Tweets that were 

really opinions from customers before using the classification procedure step from the 

TOM framework. 
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Step 1: Opinion filtering  

Supervised learning techniques were applied in this task. A classifier was 

created to categorize Tweets based on opinion and non-opinion by using the WEKA 

java library (WEKA, 2014a). At first, an opinion model was developed using 1,000 

messages (500 opinion and 500 non-opinion) for the training set. In this process, 

emoticons were used to improve accuracy and then strings were converted to word 

vectors by setting parameter TF-IDF (term frequency-inverse document frequency), as 

shown in equations (3-1) to (3-3) and removing stop words. Next, to construct the 

classification model, multinomial Naïve Bayes (MNB) and Support Vector Machines 

(SVM techniques were used to create the opinion filtering model. 

TF Transform in WEKA library, an information measure of the frequency of a 

word in a document, is defined as 

 

    TF = log2(1 + 𝑓𝑖𝑗)      (3-1) 

where fij is the frequency of word i in document (instance) j. 

IDF Transform in the WEKA library is given by  

 

IDF = 𝑓𝑖𝑗 ∗ log2 (
𝑛𝑢𝑚 𝑜𝑓𝐷𝑜𝑐𝑠

𝑛𝑢𝑚 𝑜𝑓 𝐷𝑜𝑐𝑠 𝑤𝑖𝑡ℎ 𝑤𝑜𝑟𝑑(𝑖)
)  (3-2) 

 

where fij is the frequency of word i in document (instance) j. It is a measure of how 

much information the word provides; that is to say, whether the term is common or rare 

across all documents. 

Next, TF-IDF is the product of two statistics: term frequency (TF) and inverse 

document frequency (IDF), as shown in equation (3-3): 

 

TF-IDF = TF ∗ IDF     (3-3) 

 

Step 2: Opinion polarity identification  

In order to identify the polarity of an opinion, only the procedure classification 

sentiment in the TOM framework was used combined with three classifiers: the 

enhanced emoticon classifier, the improved polarity classifier, and the SentiWordNet 
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classifier. However, because the progress of the SentiWordNet project for the Thai 

language is 53.48% (approval of 117,659 senses) (Asian WordNet Project, 2007), it 

was not used to enhance identification of the polarity in Thai opinion Tweets in this 

research. As a result, this processing step was subdivided into two sub-steps as follows:  

1) Emoticon classifier 

An emoticon is a short sequence of letters and symbols usually written to 

express a person's feelings or mood, and classification is based on sets of positive and 

negative emoticons. The emoticon was replaced by an emoticon token in the data-

preprocessing module. A total of 140 emoticons from Wikipedia were used, 80 of which 

are tagged as positive and 60 are tagged as negative, with each emoticon token having 

the same weight (Wikipedia, 2015a). Positive and negative emoticon tokens in Tweets 

were counted and the sum recorded. Firstly, the sentiment score had an assigned value 

of 0. Each time a positive emoticon token was found, the score was incremented by 

one. On the other hand, if the emotion token was found in the negative set, the score 

was decreased by one. The sentiment of an opinion depended on the sum sentiment 

score: if the sum sentiment score was greater than zero, this constituted a positive 

opinion; if less than zero, this comprised a negative opinion; and if exactly zero, this 

signified a neutral opinion. The output was then passed to the polarity lexicon classifier 

step. 

2) Polarity lexicon classifier 

The polarity lexicon classifier uses a ‘bag of words’ approach where the set of 

positive and negative words were created from the Lexitron dictionary, Wiktionary, and 

Thai researcher (NECTEC, 1994; Wiktionary, 2015; Orathai Chinakarapong, 2014.). 

The total word count list was 506, which comprised 76 positive words and 430 negative 

words (sample sets of which are shown in Table 3.5) with each word having the same 

weight. Each word in a Tweet was checked for both positive and negative word sets to 

calculate the Tweet sentiment score. In the first step, the sentiment score has an 

assigned value of zero. Each time a positive word was found, the score was incremented 

by one. On the other hand, the discovery of a negative word meant that the score was 

decreased by one. At the end of the process, if the total sentiment score was greater than 

zero, then the opinion was marked as positive; if less than zero, the opinion was marked 
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as negative; and a total score of zero classified the opinion as neutral. The algorithm for 

identifying the polarity of an opinion is shown in Figure 3.4.  

  

Table 3.5  Positive and negative words examples 

 

Positive Words Negative Words 

ชอบ (like) ดีมาก (very good) แย ่(bad) ห่วย (poor) 

ประทบัใจ 
(impressed) 

ชมเชย 
(recommended) 

แยม่าก (very bad) กาก (the dregs) 

รัก (love) ปล้ืม (delighted) เกลียด (hate) เฮงซวย (inferior) 

 

 

Figure 3.4  The polarity identification algorithm of the ASTS 

 

3.4.2 Evaluation 

A confusion matrix, precision, recall, the F-measure, and accuracy were used as 

measures to evaluate the performance of the proposed method. 
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1) Confusion matrices 

A confusion matrix contains information on the actual and predicted classes 

carried out by a classification system. It is a specific table layout that allows 

visualization of the performance of an algorithm. Table 3.6 shows the confusion matrix 

with each column representing the instances in the predicted class while each row 

represents the instances in the actual class. 

 

Table 3.6  The confusion matrix 

 

Dataset 
Predicted Class 

Total 
Class A Class B 

Actual Class 
Class A tpA eAB tacA 

Class B eBA tpB tacB 

 Total tpcA tpcB N 

 

The entries in the confusion matrix have the following meaning in the context 

of this study: 

(1) tpA and tpB are the numbers of correct classifications and are in the 

diagonal elements of the confusion matrix. 

(2) tacA and tacB are the total number of actual instances of class A and 

class B, respectively. 

(3) tpcA and tpcB are the total number of instances predicted as class A 

and class B, respectively. 

(4) eBA and eAB are the numbers of incorrect classifications. 

(5) N is the total number of instances. 

 

2) Precision 

Precision is defined as the fraction of true positives against all positive results 

(both true positives and false positives). The equation for calculating the precision of 

Class A is defined as  
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Precision of A  =  
tpA

tpA+eBA
        (3-4) 

 

where tpA and eBA are the numbers of true and false positives for class A, 

respectively. 

 

3) Recall  

Recall is defined by the fraction of true positives against all actual classified 

positives (true positives + false negatives). The equation for calculating recall of Class 

A is defined as 

 

Recall of A  =  
tpA

tpA+eAB
     (3-5) 

 

where tpA and eAB are the numbers of true positives and false negatives for class A, 

respectively. 

 

  4) F-measure 

The F-measure is defined as the harmonic mean between precision and recall, 

as shown in equation (3-6). 

 

F-measure =  
2∗Precision∗Recall

Precision+Recall
   (3-6) 

 

5) Accuracy 

The equation for calculating accuracy is defined by the proportion of true results 

(both true positives and true negatives) from all of the given data, as shown in equation 

(3-7). 

 

Accuracy =  
tpA+tpB

N
     (3-7) 
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3.5 Experimental Results and Evaluation 

 

3.5.1 Data Collecting 

To gather the Tweets (related to the three Thai mobile network operators 

mentioned earlier) submitted to the Twitter service from October 1, 2014 to March 31, 

2015, data were collected using the Twitter search API which was configured to extract 

only Thai language Tweets by setting the parameter “lang=th” and excluding reTweets. 

Words related to the three mobile network operators were used as keywords for 

searching, as shown in Table 3.5. There were 72,661 Tweets captured in total and stored 

in a Tweets databank. 1,000 random Tweets from 1 October 2014 to 30 December 2014 

were used to train the model, and 1,500 random Tweets from 1 January 2015 to 31 

March 2015 were used to test the model. Tweets that contained more than one brand 

were excluded because the message may have included a comparative sentence, which 

is out of scope for this study. 

Experiments were conducted on three different test datasets of random Tweets 

on the three companies being considered for analysis. Table 3.7 shows some examples 

of positive, negative, neutral, and non-opinion Tweets. The number of Tweets for each 

dataset are shown in Table 3.8. 

 

Table 3.7  Examples of Tweets 

 

Sentiment Keyword Tweet 

Positive AIS ลอง net ใหม่ ais เร็วข้ึนนิดนึงยิม้อ่อน 

Negative DTAC threeg dtac คือ กากสุดเปิดแลว้ no service 

Neutral TRUEMOVEH 
truemoveh ปรับ package fourg ใหม่ให ้มี fup 

เหมือนเดิมแลว้แฮะ 

Non-

opinion 
DTAC 

พนกังาน dtac ตอ้นรับซีอีโอคนใหม่อยา่งอบอุ่น 
iphonedroid 
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Table 3.8  Sample datasets 

 

Dataset Company Brand 
No. of Tweets for Analyzing 

Sentiment Classification 

Dataset 1 AIS 500 

Dataset 2 DTAC 500 

Dataset 3 TRUEMOVEH 500 

 

The overall dataset for each class is given in Figure 3.5. Dataset 1, shown in 

Figure 3.5a, contained a total of 500 Tweets classified as 63 positive, 226 negative, 111 

neutral, and 100 non-opinion. Figure 3.5b shows the distribution of dataset 2 which 

comprised a total of 500 Tweets classified as 56 positive, 248 negative, 96 neutral, and 

100 non-opinion. Dataset 3 is shown in Figure 3.5c and consisted of a total of 500 

Tweets classified as 72 positive, 256 negative, 72 neutral, and 100 non-opinion. Figure 

3.5d shows the distribution of the overall dataset with a total of 1,500 Tweets classified 

as 191 positive, 730 negative, 279 neutral, and 300 non-opinion.   

 

 

Figure 3.5  Distribution of the three separate and the overall datasets with  

       non-opinion, positive, negative, and neutral sentiments 
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3.5.2 Results of the First Experiment 

The experimental results were evaluated using a confusion matrix for precision, 

recall, F-measure, and accuracy. Supervised learning techniques were applied to 

perform opinion filtering classification. MNB and SVM techniques running under the 

WEKA java library environment were used to learn the classification model and 

evaluate the performance of classification. Besides, previous researches related to Thai 

opinion did not use emoticons in their analyses (Choochart Haruechaiyasak et al., 2010; 

Alisa Kongthon et al., 2013; Warunya Wunnasri, Thanaruk Theeramunkong and 

Choochart Haruechaiyasak, 2013). Nevertheless, the advantage of using emoticons is 

demonstrated in this research. The same training and testing datasets were used with 

the MNB and SVM techniques and trained by using two binary classification models 

for each technique with two classes: opinion and non-opinion. In the first model, all 

symbol characters were removed, and in the other, tokens were used to replace the 

emoticons and any other symbol characters were removed. Following this, string-to-

word vectors were converted by setting parameter TF-IDF and removing stop words. 

For the training Tweets set, 500 opinion and 500 non-opinion random Tweets were 

prepared from the Tweet databank by manual classification. Moreover, for testing the 

performance of the process, 1000 random sample Tweets were taken and categorized 

as 500 opinion and 500 non-opinion. 

The test results were based on 10-fold cross validation and shown in Table 3.9. 

The overall results of the techniques testing show that the MNB technique performed 

better than the SVM technique, as shown in Figure 3.6. Besides, the experimental 

results show that adding emoticon tokens (model 2) into the feature term improved the 

accuracy of opinion classification with both techniques. For the MNB technique, the 

accuracy improvement was 2.50%, and it was able to classify opinion and non-opinion 

with 91.10% accuracy. For the SVM technique, the accuracy improvement was 1.60 % 

and the overall accuracy was 86.60%. 
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Table 3.9  Results of opinion and non-opinion classification with the MNB and   

        SVM techniques 

 

Test Set Total 

MNB Technique SVM Technique 

Confusion Matrix 

Accuracy 

Confusion Matrix 

Accuracy 

Opinion 
Non-

opinion 
Opinion 

Non-

opinion 

Model 1 

(no 

emoticons) 

Non-

opinion 
500 463 37 

88.60% 

420 80 

85.00% Opinion 500 77 423 70 430 

Total 1,000 540 460 490 510 

Model 2 

(emoticons) 

Non-

opinion 
500 459 41 

91.10% 

408 92 

86.60% Opinion 500 48 452 42 458 

Total 1,000 507 493 450 550 

 

 

Figure 3.6  Precision, recall, and F-measurements for the MNB and SVM techniques 

 

3.5.3 Results of the Second Experiment 

The second experiment was to classify the sentiment of the Tweets. In the first 

experiment, the MNB technique showed better accuracy for opinion classification than 

the SVM technique, and so it was selected for use in the process of opinion filtering, 
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and then to identify opinion polarity. Figure 3.7 shows the process extended from the 

TOM method (Figure 3.7a). The difference is in the classification module in that an 

opinion filtering module using the MNB algorithm was included (see Figure 3.7b). 

 

 

Figure 3.7  Processes of sentiment classification by TOM and the proposed method 

 

The classification was run over the test datasets and processed each Tweet (the 

number of Tweets in each dataset are shown in Table 3.8). Each Tweet in a dataset was 

classified as either positive, negative, neutral, or non-opinion, for which the data 

distributions are shown in Figure 3.5. The same training and testing datasets were 

applied to evaluate the proposed method and TOM. 

Tables 3.10 to 3.12 show the results for all three datasets. They demonstrate that 

the proposed method showed better performance for classification. The results of 
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average precision, recall, F-measure, and accuracy of the proposed method for each 

dataset is shown in Figure 3.8. From the results, the proposed method was very effective 

in most cases with 84.80% accuracy (an improvement of 18.67%), 82.42% precision, 

83.88% recall, and 82.97% F-measure.  

 

Table 3.10  Results of sentiment classification for Dataset 1 

 

Dataset 1 
Confusion Matrix  

Total 
Results 

Pos. Neg. Neu. Non. Precision Recall F-measure Accuracy 

TOM 

Concept 

Pos. 47 4 12 N/A 63 51.6% 74.6% 61.0% 

65.0% 
Neg. 7 192 27 N/A 226 88.5% 85.0% 86.7% 

Neu. 12 13 86 N/A 111 44.8% 77.5% 56.8% 

Non. 25 8 67 N/A 100 N/A N/A N/A 

Total 91 217 192 N/A 500     

Proposed 

Method 

Pos. 47 4 12 0 63 70.1% 74.6% 72.3% 

84.2% 
Neg. 7 192 27 0 226 91.9% 85.0% 88.3% 

Neu. 12 13 86 0 111 67.2% 77.5% 72.0% 

Non. 1 0 3 96 100 100.0% 96.0% 98.0% 

Total 67 209 128 96 500     

 

Note: Pos.: Positive, Neg: Negative, Neu.: Neutral and Non.: Non-opinion 

 

Table 3.11  Results of sentiment classification for Dataset 2 

 

Dataset 2 
Confusion Matrix  

Total 
Results 

Pos. Neg. Neu. Non. Precision Recall F-measure Accuracy 

TOM 

Concept 

Pos. 47 3 6 N/A 56 54.7% 83.9% 66.2% 

65.2% 
Neg. 6 213 29 N/A 248 88.8% 85.9% 87.3% 

Neu. 9 21 66 N/A 96 37.9% 68.8% 48.9% 

Non. 24 3 73 N/A 100 N/A N/A N/A 

Total 86 240 174 N/A 500     

Proposed 

Method 

Pos. 47 3 6 0 56 74.6% 83.9% 79.7% 

84.0% 
Neg. 6 213 29 0 248 89.9% 85.9% 87.8% 

Neu. 9 21 66 0 96 62.3% 68.8% 65.3% 

Non. 1 0 5 94 100 100.0% 94.0% 96.9% 

Total 63 237 106 94 500     
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Table 3.12  Results of sentiment classification for Dataset 3 

 

Dataset 3 
Confusion Matrix 

Total 
Results 

Pos. Neg. Neu. Non. Precision Recall F-measure Accuracy 

TOM 

Concept 

Pos. 63 1 8 N/A 72 58.3% 87.5% 70.0% 

68.2% 
Neg. 6 225 25 N/A 256 91.8% 87.9% 89.8% 

Neu. 6 13 53 N/A 72 36.1% 73.6% 48.4% 

Non. 33 6 61 N/A 100 N/A N/A N/A 

Total 108 245 147 N/A 500     

Proposed 

Method 

Pos. 63 1 8 0 72 78.8% 87.5% 82.9% 

86.2% 
Neg. 6 224 25 1 256 93.7% 87.5% 90.5% 

Neu. 6 13 53 0 72 59.6% 73.6% 65.8% 

Non. 5 1 3 91 100 98.9% 91.0% 94.8% 

Total 80 239 89 92 500     

 

 

Figure 3.8  Average of precision, recall, F-measure and accuracy of the proposed  

            method 

 

From an in-depth analysis, non-opinion Tweets (errors) were found among the 

positive, negative and neutral categories, which made for low accuracy using the 

original TOM method (66.13%).  An example of a non-opinion Tweet is “AIS จับ มือ 
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CIMB เ ปิดตัวบริการใหม่ beat banking เ พ่ิมความสะดวก ในการท าธุรกรรมการเ งินผ่าน MPAY” (AIS 

collaborates with CIMB bank to launch the beat banking service for creating convenient 

financial transactions through MPAY).  

The results confirm that the proposed method significantly improved the 

original TOM-based method, which stems from this study’s main contribution of 

adding the opinion filtering module. The graphical representation of improvements in 

the results between the two methods is illustrated in Figure 3.9, which clearly shows 

that opinion filtering helped to analyze Tweets more accurately. In addition, it was 

possible to make use of the filtering results, which are roughly classified into two 

groups of opinion and non-opinion Tweets, for other purposes or applications; for 

example, Tweets that are relevant to a particular company could be applied to brand 

monitoring and other business indicators. 

 

 

Figure 3.9  Performance of the proposed method for sentiment classification and its  

       improvement over the TOM method 
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3.5.4 Error Analysis  

To analyze errors, those test instances which had been misclassified were 

examined. The three major causes of errors can be summarized as word sense 

ambiguity, new slang words, and sarcasm. The first problem appears when a word 

contains many meanings depending on the context. For example, the word “เร็ว” (quick) 

when used with “สัญญาณ” (signal) will result in positive polarity, but on the other hand, 

when used with “ทวงเ งิน” (debt collecting) will obtain negative polarity. To solve this 

problem, associated words were considered to help identify the polarity of the opinions.  

The second problem is the generation of new slang words, which has become a 

new trend with Thais when using social media. This problem is made even worse in 

Thai because there are no spaces between words. For example, the word “แรงงง” (strong) 

can be split into “แรง งง” (strong confuse). Moreover, Thais use the original words with 

a new meaning. For example, the word “หอย”, which originally means “shellfish”, 

means lower speed in this context. The solution to this problem was to frequently add 

new words to and update existing ones in both the database of Thai word segmentation 

and the polarity lexicon. In addition, the context with respect to the particular business 

domain of interest was also taken into account. 

The third problem is sarcasm, which makes it difficult to detect the polarity of 

opinions. It always results in the composition of a sentence with two possibly different 

polarities. For example Tweet “AIS 3G ครอบคลุมทุกจงัหวดั แต่ท่ีบา้นเรา ไม่มีสญัญาณสกัขีด” (AIS 3G 

cover all provinces but there is no signal at my home.) was considered to be a sarcastic 

sentence. These Tweets were mostly classified with a neutral opinion. However, it is 

still a difficult problem to solve and a challenging task in sentiment analysis (Choochart 

Haruechaiyasak et al., 2013). 

 

3.6 Process Implementation 

 

As mentioned in Chapter 2, 90% of Tweets included irrelevant mentions. 

Therefore, when applied all collected Tweets with ASTS, a data selection step is needed 

for selecting Tweets from commercial accounts and marketing agencies before passing 

them to the opinion filtering step. Figure 3.10 illustrates the process of using ASTS to 
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create CI for supporting decision making. As the figure shows, the process can be 

divided into six steps as follows: 

1) Data collection 

2) Data pre-processing 

3) Data selection 

4) Opinion filtering 

5) Opinion polarity identification 

6) Results analysis 

 

Figure 3.10  Process of using ASTS for creating and using CI 

 

The (3) data selection step is an additional step that is created for eliminating 

Tweets from commercial accounts and marketing agencies. The method was 

subdivided into two steps as follows:  

1) To remove commercial Tweets, two fields of information in the Tweet table:  

screen_name and source were used in this step. The screen_name field was used to 

check whether a Tweet was from one of the official accounts of the three companies. If 

the official accounts from one of the three companies is found, Tweet is removed. The 

official accounts of the three largest mobile operator companies are as follows: 

ais_thailand for AIS, dtac for DTAC, and truemoveh for TRUEMOVEH. 
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2) For eliminating Tweets from marketing agencies, the source field of a Tweet 

(URLs) was compare with the name of the marketing agencies Twitterfeed, Hootsuit, 

and IFTTT. If the source field from one of the three marketing agencies is found, Tweet 

is removed. 

The step (6) results analysis, it is divided in two parts of analysis as follow: 

1) Descriptive analysis are used to describe the basic summaries of the results 

in the study. Some measures that are commonly used to describe a data set are measures 

of central tendency such as the mean, median, and mode, while measures of variability 

include the standard deviation (or variance), the minimum and maximum values of the 

variables. 

2) SWOT analysis is used to evaluate company’s strengths, weaknesses, 

marketing opportunities and potential threats to provide competitive insight into the 

potential and critical issues that impact the overall success of the business. In this 

research, the highly popular keywords from customers’ Tweet are chosen for 

benchmarking the overall sentiment score. According to Bakshi, R. Kaur, N. Kaur and 

G. Kaur (2016: 454), the simple overall sentiment score that was calculated as 

  

Overall sentiment score =
N(positive)−N(negative)

N(positive)+N(negative)
      (3-8) 

 

3.7 Summary 

 

In this chapter, a method for analyzing Twitter sentiment by using both 

supervised learning techniques and lexicon-based techniques called ASTS was 

proposed. Experiments were conducted on social media data (Tweets) in the mobile 

network operator domain using the Twitter search API focused on Tweets in Thai. The 

results of testing the proposed method showed significant improvement on the basic 

concept of using the TOM framework. The average accuracy of ASTS was 84.80%, 

which shows great improvement (18.67%) over the original TOM framework 

(66.13%). In particular, this clearly shows that opinion filtering helped to analyze 

Tweets more accurately.  
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Moreover, the process of using ASTS for creating and using CI is also proposed.  

The results can be made use of in other applications (for example, Tweets that are 

relevant to a particular company), which could be useful for various applications such 

as brand monitoring, campaign monitoring, competitive analysis, and customer 

engagement. In Chapter 4, it provides results from using the proposed method for a case 

study of mobile network operators in Thailand.



 

 

CHAPTER 4 

 

A CASE STUDY ANALYSIS 

As an initial effort to implement the proposed method, ASTS was applied for 

analyzing the Twitter messages associated with three competing largest mobile 

operators in Thailand (AIS, DTAC, and TRUEMOVEH) and creating CI. Tweets were 

collected using the Twitter search API which was configured to extract only Thai 

language Tweets by setting the parameter “lang=th” and excluding reTweets. Table 3.1 

shows words associated with the three rivals used as keywords for searching. Tweet 

data include various fields of information (as shown in Table 3.2) that can help a 

researcher recognize critical clues and retrieve further data qualification. The collecting 

program ran every day to collect Tweets, 72,661 in total over a period of six months 

from October 1, 2014 to March 31, 2015. Figure 4.1 displays a bar chart and a linear 

trend line in a series of retrieve Tweets. This trend line shows that the use of Twitter in 

Thailand was increasing between these dates. 

 

Figure 4.1 Tweets collecting over the six month data collection period 
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4.1 Results Analysis 

 

After collecting 72,661 Tweets and then pre-processing them, those that did not 

mentioned the name of one of the three mobile operator companies were removed, 

leaving 46,909 Tweets. The next step, the data selection is needed for filtering Tweets 

from commercial accounts and marketing agencies (examples are shown in Table 4.1). 

Then, the filtering opinion step from ASTS was used to classify Tweets that were real 

opinions from customers, as shown in Table 4.2. 

 

Table 4.1  Examples of commercial Tweets 

 

Mobile  

Operator Company 
Commercial Tweet 

AIS 
AIS Tweet: เอไอเอส ลดค่าเคร่ืองอลงัการ! iPhone เร่ิมตน้เพียง 5,990 บาท
เท่านั้น http://t.co/J6FPdatEjt 

DTAC 
[PR] Microsoft จบัมือ Dtac มอบแพคเกจส าหรับ Nokia Lumia 730 

http://t.co/LuDrFUNWif 

TRUEMOVEH 
ทรูมูฟ เอช มอบสิทธิพิเศษใหลู้กคา้แบบเติมเงิน และซิมโซเชียลไม่อั้น 
http://t.co/GL0QhTalm2 

 

Table 4.2  Number of remaining Tweets 

 

Mobile 

Operator 

Company 

Mention 

Brand 

Tweets 

Removal by 

Official 

Accounts 

Check 

Removal of 

Marketing 

Sources 

Removal 

by 

Opinion 

Filter 

Remaining 

Tweets 

AIS 21,009 120 2,396 7,295 
11,198 

(53.30%) 

DTAC 16,073 518 1,664 5,456 
8,435 

(52.48%) 

TRUEMOVEH 9,827 320 1,047 3,336 
5,124 

(52.14%) 

Total 46,909 958 5,107 16,087 
24,757 

(52.78%) 
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As a result, about 47% of the total number of Tweets (excluding reTweets) were 

eliminated. The results show that most of Tweets were news and commercial Tweets. 

In summary, the total number of Tweets was reduced from 46,909 to 24,757, consisting 

of 11,198 AIS, 8,435 DTAC, and 5,124 TRUEMOVEH Tweets. Then, identify the 

polarity of Tweets by using the process opinion polarity identification from ASTS. 

 

4.1.1 Opinion’s Tweet Volume Analysis 

The time series visualization graph in Figure 4.2 clearly shows differences in 

volume among the big three companies in the telecommunication industry. The Tweet 

volume related to AIS was generally higher than DTAC and TRUEMOVEH that was 

accordant with market shares. Table 4.3 shows that the mean weekly volume for AIS 

(m = 425.48) was larger than DTAC (m = 322.52) and TRUEMOVEH (m=196.20).  

 

 

 

Figure 4.2  A comparison of Tweet opinion volumes   
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Table 4.3  Descriptive statistics of the Tweet volumes of the three companies 

 

Mobile  

Operator 

Company 

Market Shares 

(Q1, 2015) 

Weekly 

Volume Mean  
N SD Min. Max. 

AIS 46.52% 425.48 25 111.92 205 696 

DTAC 28.50% 322.52 25 97.84 34 471 

TRUEMOVEH 24.26% 196.20 25 62.64 56 350 

Total 314.73 75 131.72 34 696 

 

4.1.2 Sentiment Analysis 

Because the scope of ASTS (86.20% accuracy) involves detecting the polarity 

of Thai Tweets based on one brand mention, Tweets that mentioned only one brand 

were selected. This process classified Tweets in three categories: positive, neutral, and 

negative, an example of which is shown in Figure 4.3.  

 

 

Figure 4.3  The summarize screen of total Tweets with classified categories 

 

Table 4.4 shows the opinion summary of the three companies. There are 20,269 

in total, 9,631 Tweets for AIS (47.52%), 7,099 for DTAC (35.02%), and 3,539 for 

TRUEMOVEH (17.46%).  
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Table 4.4  Summary of the opinion mining results 

 

Company 
Tweets    

(One Brand) 
Positive Neutral  Negative  

Overall 

Sentiment 

AIS 9,631/20,269 1,910/9,631 3,431/9,631 4,290/9,631  Negative  

 
(47.52%) (19.83%) (35.62%) (44.54%) -0.38 

DTAC 7,099/20,269 1,234/7,099 2,640/7,099 3,225/7,099  Negative  

 
(35.02%) (17.38%) (37.19%) (45.43%) -0.45 

TRUEMOVEH 3,539/20,269 837/3,539 1,235/3,539 1,467/3,539  Negative  

  (17.46%) (23.65%) (34.90%) (41.45%)  -0.27 

Total 20,269 3,981 7,306 8,982  

 

Figure 4.4 shows a sentiment comparison for the three companies. For positive 

sentiment, TRUEMOVEH was the highest (23.65%), then AIS (19.83%), and finally 

DTAC (17.38%). For negative sentiment, DTAC was the highest (45.43%), followed 

by AIS (44.54%), and TRUEMOVEH (41.45%). The overall sentiment scores of the 

three companies were negative with the score for TRUEMOVEH (-0.27) being slightly 

better than AIS (-0.38) and DTAC (-0.45). 

 

 

Figure 4.4  Summary of sentiment for the three companies 
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The results show that the customers of all three companies were not satisfied 

with their products and services, which could be viewed as a challenge for all three 

companies to quickly identify dissatisfaction and then correct the problems. In 

particular, DTAC (with a lower overall sentiment score) may have more problems than 

AIS and TRUEMOVEH. 

As background information, Figure 4.5 illustrates the movement of stock prices 

for the three competing companies. The stock price movement of AIS and 

TRUEMOVEH were trending upward, while the stock price movement of DTAC was 

in a downward trend, which corresponds well to the sentiment calculated in this study 

and from overall VOC in social media. 

 

 

 

 

Figure 4.5  Stock price movements of the three companies  
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This situation may have been caused by the effect of widespread public 

sentiment expressed on social media (such as Twitter) that investors can monitor 

rapidly. Hence, this may be the reason for the continuous selling off of DTAC stock. 

However, this point is out of the scope of this study, so further research needs to be 

carried out to determine the relationship between customer sentiment on social media 

and stock price. 

 

4.1.3 Measuring Brand and Understanding Conversation Sentiment 

The overall opinion volume and sentiment scores for the big three mobile 

operators in Thailand over a period of six months are illustrated in Figures 4.6-4.8. The 

results show that their customers used Twitter to express their experience more often 

than in the past and that their sentiment is mostly negative. Figure 4.6 shows that the 

trend in sentiment score of AIS is down and was particularly bad in March 2015 (-0.49). 

Figure 4.7 shows that the sentiment score of DTAC in January 2015 was extremely bad 

(-0.60), then improved in February (-0.41) and March (-0.45). For TRUEMOVEH 

(Figure 4.8), the trend in sentiment score was downward overall and became 

exceptionally bad in March 2015 (-0.43). 

 

Figure 4.6  AIS volume and sentiment trend  
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Figure 4.7  DTAC volume and sentiment trend 

 

 

Figure 4.8  TRUEMOVEH volume and sentiment trend 
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It can be concluded that dissatisfaction of customers of all three companies were 

increasing, which indicates a problem. Hence, AIS, DTAC, and TRUEMOVEH should 

concentrate on VOC from social media in order to respond and solve the problem to 

reduce dissatisfaction. Moreover, they should be focus on popular keywords for buzz 

tracking and early alerting. 

 

4.1.4 Discovery Trending Topics 

In addition to the overall volume and sentiment trend analysis, the volume and 

sentiment trend analysis at the individual product or service level is of interest since all 

three companies are direct competitors and often offer the same type of products and 

services. In addition, the keywords that are always mentioned in the Tweets of each 

company were examined, as shown in Figures 4.9-4.11.  

The method for selecting categories of this study is used the data-driven concept 

by choosing the top same noun keywords. Hence, four highly popular keywords from 

retrieved Tweets were chosen: สัญญาน (net), วายฟาย (wifi), โปรโมชัน่ (promotion), and ยา้ยค่าย 

( switching). However, the categories result was also accordant with the concept of 

market mix 4P’s, product, price, place and promotion. In addition to the four keywords, 

keyword “พนัก ง าน  ( employee)” was considered as being very important for service 

businesses.  

 

Figure 4.9  Word cloud from keyword frequencies for AIS 
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Figure 4.10  Word cloud from keyword frequencies for DTAC 

 

Figure 4.11  Word cloud from keyword frequencies for TRUEMOVEH 

 

Tables 4.5-4.7 show the keyword mentions as well as the number of positive, 

negative, and neutral Tweets related to the keywords of interest for the three companies. 

The most of all keyword mentioned of three companies were in the negative sentiment. 

For AIS, overall sentiment about product (“net”) was very bad, -0.71. Table 4.6 shows 

that the overall sentiment of DTAC about product (“net”) was also bad, -0.68. For 

TRUEMOVEH, overall sentiment about employee was very bad, -0.75.  
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Table 4.5  AIS opinion Tweets 

  

Mention 

Keyword 

No. of 

Mentions 

Sentiment 

Positive Neutral Negative Overall 

net 
2,061/9,631 

(21.40%) 

237 

(11.5%) 

432 

(20.96%) 

1,392 

(67.54%) 

Negative 

-0.71 

wifi 
589/9,631 

(6.12%) 

152 

(25.81%) 

231 

(39.22%) 

206 

(34.97%) 

Negative 

-0.15 

promotion 
446/9,631 

(4.63%) 

102 

(22.87%) 

123 

(27.58%) 

221 

(49.55%) 

Negative 

-0.37 

switching 
264/9,631 

(2.74%) 

40 

(15.15%) 

89 

(33.71%) 

135 

(51.14%) 

Negative 

-0.54 

employee 
177/9,631 

(1.84%) 

61 

(34.46%) 

59 

(33.33%) 

57 

(32.2%) 

Positive 

0.03 

 

 

Table 4.6  DTAC opinion Tweets 

 

Mention 

Keyword 

No. of 

Mentions 

Sentiment 

Positive Neutral Negative Overall 

net 
1,225/7,099 

(17.26%) 

153 

(12.49%) 

268 

(21.88%) 

804 

(65.63%) 

Negative 

-0.68 

wifi 
217/7,099 

(3.06%) 

38 

(17.51%) 

65 

(29.95%) 

114 

(52.53%) 

Negative 

-0.50 

promotion 
350/7,099 

(4.93%) 

68 

(19.43%) 

145 

(41.43%) 

137 

(39.14%) 

Negative 

-0.34 

switching 
241/7,099 

(3.39%) 

38 

(15.77%) 

 80  

(33.2%) 

123 

(51.04%) 

Negative 

-0.53 

employee 
116/7,099 

(1.63%) 

32 

(27.59%) 

36 

(31.03%) 

 48  

(41.38%) 

Negative 

-0.20 
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Table 4.7  TRUEMOVEH opinion Tweets 

 

Mention 

Keyword 

No. of 

Mentions 

Sentiment 

Positive Neutral Negative Overall 

net 
546/3,539 

(15.43%) 

107 

(19.6%) 

116 

(21.25%) 

323 

(59.16%) 

Negative 

-0.50 

wifi 
187/3,539 

(5.28%) 

34 

(18.18%) 

64 

(34.22%) 

 89  

(47.59%) 

Negative 

-0.45 

promotion 
164/3,539 

(4.63%) 

 31 

(18.9%) 

64 

(39.02%) 

 69  

(42.07%) 

Negative 

-0.38 

switching 
103/3,539 

(2.91%) 

22 

(21.36%) 

35 

(33.98%) 

 46  

(44.66%) 

Negative 

-0.35 

employee 
78/3,539 

(2.20%) 

  7  

(8.97%) 

23 

(29.49%) 

 48  

(61.54%) 

Negative 

-0.75 

 

A radar chart is a useful way to display many observations with an arbitrary 

number of variables. It is suitable to use for comparing the interesting categories. Based 

on the top five mentioned keywords analysis, a radar chart was used to compare each 

keyword mentioned for each company. Figures 4.12 - 4.14 contain the radar charts of 

sentiment scores for the top five mention keywords.  

 

Figure 4.12  Radar chart of the five keyword mentions in Twitter data for AIS 
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Figure 4.13 Radar chart of the five keyword mentions in Twitter data for DTAC 

 

 

Figure 4.14  Radar chart of the five keyword mentions in Twitter data for  

         TRUEMOVEH 

 

Figure 4.12 shows the sentiment for AIS, and it was found that “employee 
(พนักงาน)” was obviously the best one since its overall sentiment score was positive 

(0.03). However, “Net ( สั ญญ า น )” was flagged as a major concern since its overall 
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sentiment was extremely low (-0.71). Figure 4.13 contains the radar chart for DTAC in 

which all of the sentiment scores for the five keyword mentions are in the negative 

zone. Although “employee (พนักงาน)” was the best one for DTAC, its sentiment score 

was still negative (-0.20). Moreover, it was found that “Net (สัญญาน)” was also flagged 

as a major problem since its sentiment was particularly low (-0.68).  

For TRUEMOVEH (Figure 4.14), “switching (ย ้ายค่ าย )” had a higher sentiment 

score than the other keywords even though it was still negative (-0.35). The mention 

keyword “employee (พนกังาน)” was indicated as a significant problem for TRUEMOVEH 

since its overall sentiment was the lowest in all of the charts (-0.75), especially since 

AIS and DTAC showed much better sentiment for this keyword.  Therefore, it is 

recommended that TRUEMOVEH should quickly resolve this problem by enhancing 

employee satisfaction. 

In order to find out the cause of problems indicated by Twitter data, network 

graph plotting is used to illustrate the co-occurrence of word, as shown in Figure 4.15. 

An example case (“employee (พนักงาน)” for TRUEMOVEH) is demonstrated in which 

the method was subdivided into five steps as follows: 

1) Select negative Tweets that mention “employee (พนกังาน)” for 

TRUEMOVEH (48 Tweets). 

2) Calculate the frequency of words and select the top twenty words with the 

highest frequencies. 

3) Create a document matrix file. 

4) Calculate the co-occurrence of the twenty words.  

5) Plot network graph of the words. 

Figure 4.15 illustrates the twenty words that most often occurred with 

“employee (พนักงาน)”. The size of a circle represents the word frequency and the width 

of a line indicates the frequency of co-occurrence between one of the words and 

another. The diagram infers that the problem concerning employee may occur at the 

TRUEMOVEH shops. An example Tweet that has the keyword “employee (พนกังาน)” for 

TRUEMOVEH with negative sentiment is shown below: 
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Screen_name (Owner): NickiieZ092  

Date: 15-01-25 13:41:26 

 Tweet content: @TrueMoveH พนกังานก็แยไ่ปนะครับ หน้าไม่รับแขก ไม่มีการประสานงาน ตอบแค่วา่

ผมไม่รู้ คนละทีม เสียความรู้สึกมาก (@truemoveh employees are very bad, look displeased. Don't 

collaborate with any team to solve my problem, say only don't know. Very bad.) 

 

 

Figure 4.15  Co-occurrence words of “Employee (พนกังาน)” of TRUEMOVEH 

 This case illustrates that a customer (NickiieZ092) went to the shop and 

received poor service from its employees. It is obvious that this message was expressed 

with real feeling. To solve this complaint, TRUEMOVEH should contact NickiieZ092 

quickly and resolve his/her problem, then ask him/her about his/her experience at that 

shop to discover the facts. Finally, this information should be used as input to improve 

the customer service process.   

Another piece of information from a Tweet that is very useful is screen_name. 

It was found that there were 6,431 screen_name (username on Twitter) variations that 

mentioned AIS, 4,598 for DTAC, and 2,296 for TRUEMOVEH. Table 4.8 shows the 

top twenty screen_name variations that posted for each company.  
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Table 4.8  Top twenty posting users’ screen_name of the three companies during the 

six month data collection period 

 

No. 
AIS DTAC TRUEMOVEH 

Screen_name No.Post Screen_name No.Post Screen_name No.Post 

1 mckung 175 mckung 106 mckung 38 

2 Nonny_Ramones 57 iPlugz 66 kafaak 34 

3 tannce 32 theerayuthj 47 iBabe 33 

4 minxkung 30 kafaak 44 Crysty_Choi 23 

5 iPlugz 29 Sakeuth 35 BFood1717 22 

6 Tamagotnc 27 Junno_botTH 34 noot010 19 

7 Mnakin 24 iBabe 29 SnackPro 19 

8 SnackPro 23 darkmasterxxx 28 FireDept33 16 

9 fuckyeahohyeah 21 Nexttime2gether 23 Sakeuth 15 

10 chocopair 20 _bqxz 21 imtaiki 15 

11 FONGFODZS 19 waans_ 20 iamafeave 15 

12 dj_n4 17 imtaiki 17 JIA_Samrongthap 14 

13 BehemortHz 17 MacStroke 17 Mashiiro 13 

14 gururv33 17 suebsak1 16 waans_ 13 

15 Nechigawara 17 nomi_nee 16 jokermaster619 13 

16 Sukannika_28 17 ubmint 15 nuttoday 12 

17 kafaak 16 oathth 14 AppDisqus 12 

18 Pimry_zaa 16 SnackPro 13 phisitcute 11 

19 AdmOd 16 Nicky_sass 13 Koa_Ka 11 

20 icez 15 iCabq 13 Saipaannana 11 

 

Username "mckung” was at the top for posting on all three companies. He/she 

used the services from all of them, and always post Tweets about them with negative 

sentiment. Example Tweets from “mckung” are as follows: 
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 Example 1: ais แถว บา้น ท่ี ค  าด่า เสา นิดเดียว signal ก็ หาย ไม่ได ้เป็น เพราะ mobilephone กาก แต่ 

ais กาก เอง เครียด เลย วะ (Signal pole AIS is too small and low signal or my mobile phone is 

bad, be nervous.) 

 Example 2: dtac net ร่ัว จาก ระบบ ได ้ไง วะ เคร่ือง ไม่ได ้เปิด ใช้ data เจอกนั หลาย คน เลย เอ๊ะ หรือ วิธี 

หากิน  ใหม่  (DTAC I don’t open data mode but net leak. Many people found this too. Or 

this is a new business model?)  

 Example 3: แต่ truemoveh ลูกค้า น้อย สุด ตั้ งแต่ ไหน แต่ ไร threeg ก็ กาก เหมือนเดิม เครียด สักครู่ 

(TRUEMOVEH has the smallest number of customers but threeg is too bad. Be 

serious.) 

The result shows that these information from social media supplies information 

on customers such as their experiences when using products and services. In addition, 

companies could use screen_name to contact and engage with its customers. Hence, 

their marketing departments could send web survey links to ask customers about their 

level of satisfaction with their experiences and request more information such as mobile 

phone number to integrate offline and online data. This is the challenge for this era, for 

integration of all physical channels (offline) and digital channels (online) in a unified 

customer experience (such as the Omni-channel business model). 

Moreover, this information also contains details on customers of competitors. 

Company can also use screen_name for connecting to customers of competing 

companies and offer better promotions or services. For example, if this system found a 

Tweet from an AIS customer that mentions switching with negative sentiment, DTAC 

or TRUEMOVEH might be able to attract the AIS customer by sending a Tweet with 

content on a promotion for switching to the screen_name. This would be a simple tactic 

for competing.  

 

4.1.5 Competitive Intelligence 

 Benchmarking against competitors produces essential information for the CI 

decision-making process and is also a major component of CI. A comparison of Tweet 
volumes from the different mobile operator companies in the study: AIS, DTAC, and 

TRUEMOVEH is shown in Figure 4.16. By comparing the number of Tweet mentions 

in Figure 4.16, it was found that AIS was mentioned the most over the six month period. 
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Hence, a comparison of Tweet mentions can provide a clear understanding of 

customers’ attention on the different companies within the same industry. 

 

 

Figure 4.16  Comparison of the volume of Twitter mentions for the three companies 

 

A perceptual map was used to represent the position of customers’ sentiment 

for the three companies during the entire period of data collection using Tweet volumes, 

Tweet sentiment, and Twitter followers. Figure 4.17 clearly illustrates that all three 

companies had a low level of customer satisfaction (negative sentiment). The customers 

mentioned AIS and DTAC in Tweets more often than TRUEMOVEH. The other 

dimension shows the number of followers of each company (denoted by circle width in 

Figure 4.17). It shows that the number of followers of DTAC was higher than the other 

two companies. This point is very interesting in that why does DTAC have more 

followers than AIS (which is the market share leader)? Therefore, this information 

could also be added to the input of the decision-making process. In addition, it can be 

concluded that the products and services of the three companies should make some 

improvements to increase customer satisfaction.  
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Figure 4.17  Perceptual map of overall sentiment with Tweet volumes 

 

SWOT analysis is key to the CI tool. As mentioned in the Chapter 2 literature 

review, Strengths (S) are the characteristics of a company that give it an advantage over 

others and Weaknesses (W) are the characteristics of a company that place the business 

or project at a disadvantage relative to others. Hence, a radar chart was used to identify 

the strengths and weaknesses of the three companies by comparing the sentiment of 

five keyword mentions, as shown in Figure 4.18, which clearly shows the comparison 

for each category among the three companies.  
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Figure 4.18  Comparison of the overall sentiment for the three companies 

 

For AIS (Figure 4.19), strengths were “employee” and “wifi” and weaknesses 

were “net” and “switching”; for DTAC (Figure 4.20), a strength was “promotion” and 

a weakness was “wifi”; and for TRUEMOVEH (Figure 4.21), strengths were “net” and 

“switching” and weaknesses were “promotion” and “employee”. This illustrates the 

strengths and weaknesses from customer feedback in social media (Twitter) over the 

period of six months from October 1, 2014 to March 31, 2015. However, companies 

could adjust the data collection duration to a shorter time period to monitor the 

sentiment of customers more closely and realize the strengths and weaknesses of 

companies in the mindset of its consumers. Furthermore, the CI from social media could 

become input for strategic or tactical planning for marketing campaigns aimed at 

improving the weak points of companies.  
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Figure 4.19  Strength and weakness analysis of AIS 

 

 

Figure 4.20  Strength and weakness analysis of DTAC 
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Figure 4.21  Strength and weakness analysis of TRUEMOVEH 

 

In addition to strengths and weaknesses, opportunity and threat are also 

important in SWOT analysis. Opportunities (O) are elements in the environment that a 

business or project could exploit to its advantage and Threats (T) are elements in the 

environment that could cause trouble for a business or project. For telecommunications 

service providers, customer switching is the most pressing issue. This industry in 

Thailand has become more competitive since 22 September, 2014 when NBTC 

announced the right of consumers to switch mobile operator without having to change 

their mobile numbers. So, opportunities for telecommunications service providers are 

clearly identified when focus on “switching (ยา้ยค่าย)”. 

Opportunity events aimed at enticing customers away from competing 

companies by offering those better choices and value appear to have caused negative 

sentiment Tweets among the competing companies, particularly when mentioning the 

keyword “switching (ย้ายค่ าย)”. These Tweets contained negative sentiment toward the 

companies, complaints, and statements that the senders wanted to switch to another 
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mobile network provider. Figure 4.22 shows examples from the opportunities screen 

for TRUEMOVEH.    

 

Figure 4.22  Example of opportunity events for TRUEMOVEH 

 

A new enticement Tweet was created with the promotion message related to 

switching mobile network provider and then using the screen_name field to send this 

Tweet to competing customers. An example is shown below: 

 Customer’s Tweet: พรุ่งน้ีจะไปยา้ยค่ายนะคะ ไม่ตอ้งมาเทคคงเทคแคร์อะไรกนัอีกแลว้ เส่ือมศรัธากบัดีแทค

มากๆค่ะ @dtac (Tomorrow, I will go to switch mobile network. Don’t take care me again, 

I lose a lot of confidence with DTAC. @dtac) From screen_name: narinMBA 

 Enticement Tweet: @narinMBA พิเศษส าหรับคุณ! โปรโมชั่นยา้ยค่ายมา TRUEMOVEH ลด

ราคาทุก Package 50% ดูรายละเอียดเพ่ิมเติม http://moveto.truemoveh.com (@narinMBA Special 

for you! Promotion move to TRUEMOVEH with special discount 50%. More: 

http://moveto.truemoveh.com) 
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This is an example of using CI in this study. However, these opportunities 

require quick action, and so companies should prepare information to create the 

opportunity to entice customers away from competing companies. 

Threats can be analyzed from Tweets posted by competing companies about 

new services, products, and campaigns, and then by monitoring the feedback of their 

customers. However, the focus of this research was not on posted Tweets from 

companies and so this phenomenon was not investigated. However, it was found that 

negative sentiment Tweets on companies is an early warning sign of vital importance 

to them. Negative sentiment Tweets on a company are the sign of dissatisfaction in its 

services, products, or brand, as shown in Figure 4.23.  

 

Figure 4.23  Example of early warnings and alerts for TRUEMOVEH 
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Companies should pay more attention by monitoring them and quickly 

responding to any problems to boost customer satisfaction. In particular to this study, 

negative Tweets that expressed the desire to switch company, an example of which is 

given below: 

Customer’s Tweet: TruemoveH เอาคนโดนผีอ  ามาเป็นพนกังานฝ่ายขายหรอวะ เสียงย ัง่กะอยูใ่นป้าช้า 

ไม่มีค.เต็มใจจะตอบค าถามลูกค้าเลย  (TruemoveH. Why do you select employees like zombie? 

Voice are too bad. They don’t have service mind. They don’t want to answer 

customers.) From user FANPEISU 

FANPEISU expressed negative sentiment on his/her terrible experience in a 

Tweet, so TRUEMOVEH should have quickly responded and find out the real problem. 

In addition to quickly solving an issue, the mention issues in negative sentiment 

Tweets should be put into the process of complaint management for monitoring and 

analyzing in depth to create strategic plans to reduce these problems and avoid them 

happening again.  

 

4.2 Summary 

 

In this chapter, an innovative case study approach for CI in social media was 

suggested and a process using ASTS (a mixed method of supervised learning 

techniques and lexicon-based techniques on various companies in any industry) 

proposed. The results revealed the value of analyzing social media contents by 

conducting sentiment analysis and benchmarking on the individual top five keyword 

mention level. The dataset contained Tweets concerning three competing largest mobile 

operators in Thailand: AIS, DTAC, and TRUEMOVEH. There were 72,661 Tweets in 

total from a period of six months (October 1, 2014 to March 31, 2015). Tweets not 

containing the name of one of the three companies were removed, leaving a total of 

46,909 Tweets.  

 The results show that about 47% of the total Tweets (excluded reTweets) were 

irrelevant and were eliminated by the filtering opinion sub-process. It was therefore 

necessary to run this sub-process before analyzing customer opinion. Thus, the dataset 

Tweets were reduced from 46,909 to 24,757, consisting of 11,198 for AIS, 8,435 for 
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DTAC, and 5,124 for TRUEMOVEH. The sentiment scores for the three companies 

were negative; the sentiment score for TRUEMOVEH (-0.27) was better than AIS (-

0.38) and DTAC (-0.45), but at the keyword mentions level for “employee (พนักงาน )”, 

the overall sentiment is extremely bad (-0.75).  

 For CI, benchmarking against competitors comprises essential information. A 

perceptual map is one of element in CI, as shown in Figure 4.17, which was used to 

represent the position of customer sentiment for the three companies for the entire 

period of data collection by measuring Tweet volumes, Tweet sentiment, and Twitter 

followers. In addition, strength and weakness analysis of the companies was derived 

using radar charts for the benchmarking of sentiment scores on the top five keyword 

mentions (net, wifi, promotion, switching, and employee) of the three companies, as 

shown in Figure 4.18.  

Furthermore, examples of using CI in terms of monitoring, opportunity events, 

and early warning alerts were presented. Opportunity events can help a company to 

entice customers away from competing companies, a pertinent example of which is 

shown in Figure 4.22 from the negative sentiment Tweets of the competing companies 

in this study. A company can create new Tweets that offer a better package than their 

competitors and send them to the competing companies’ customers. Early warning 

alerts (Figure 4.23) can be ascertained from negative sentiment Tweets of a company. 

They are essential for enabling a company to quickly respond to an issue before the 

negative sentiment concerning it becomes too widespread. In addition, the mention 

issues in negative sentiment Tweets could be incorporated into the process of complaint 

management for in depth monitoring and analysis to help create strategic plans to avoid 

recurrence of this problem.  

The another challenges for marketing departments are how to integrate physical 

channels (offline) and digital channels (online) in a unified customer experience, the 

Omni-channel. Marketers may send web survey link to ask customers about their 

experience and level of satisfaction with their products or services, and request more 

information such as mobile phone numbers, to enable integration of offline and online 

data. As a result, it will help a business to understand about their customers and deliver 

a great customer experience to them.  
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The findings from this study’s analysis prove that extracting CI from the 

analysis of social media content can help businesses to monitor their customers’ 

opinions and compare them with those on their competitors. If a company builds a 

system to monitor social media for marketing sensing and CI, it can investigate 

consumers’ feedback toward its products and services in real time and can also attempt 

to entice customers away from competing companies. In addition, the company could 

combine the analysis CI with internal information and business intelligence (such as 

sales performance, and campaign and customer behavior tracking) which will give the 

company an advantage over its competitors. 

  



 

 

CHAPTER 5 

 

CONCLUSIONS AND FUTURE WORK 

5.1 Summary and Conclusions 

 

The aim of this study was to acquire CI from social media. The main goal was 

to investigate the possible uses of Twitter information for businesses in Thailand to take 

advantage of and to solve any associated limitations caused by the semantics of the Thai 

language. Hence, social media content, specifically Tweets were utilized to generate 

CI. A new method for Twitter sentiment analysis called ASTS was proposed by using 

both supervised learning and lexicon-based techniques. Experiments were conducted 

using Tweets on three mobile network operator companies: AIS, DTAC, and 

TRUEMOVEH obtained using the Twitter search API focused on Tweets in Thai. A 

total of 72,661 were collected over a period of six months (from October 1, 2014 to 

March 31, 2015). 

ASTS consists of three modules: (1) data collection, (2) data pre-processing, 

and (3) classification and evaluation. A collection program was developed to search for 

keywords in the Twitter feed using the Twitter Search API and setting the language 

parameter “lang=th” and excluding reTweets. After this, the Tweets were stored in a 

Tweets databank that acted as input for the data pre-processing module. The process 

for the data pre-processing module was divided into three steps: (1) Text extraction 

from the Tweets, (2) Text pre-processing, and (3) Thai word segmentation. For the 

classification and evaluation module, the main intention was to identify opinion 

polarity. The classification process was divided into two sub-modules: opinion filtering 

using supervised learning techniques and opinion polarity identification using lexicon-

based techniques. 

The results of testing the proposed ASTS method showed significant 

improvement on the basic concept of using the TOM framework. An average accuracy 
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of 84.80% was achieved, which showed a great improvement (18.67%) over the TOM 

framework (66.13%). In particular, this clearly shows that opinion filtering helped to 

analyze Tweets more accurately.  

An innovative case study approach for CI in social media aptly demonstrated 

the use of ASTS. Out of a total of 20,269 Tweets, 9,631 mentioned AIS (47.52%), 7,099 

mentioned DTAC (35.02%), and 3,539 mentioned TRUEMOVEH (17.46%). The 

sentiment scores from the analysis results of using ASTS showed the overall customer 

sentiment for the companies. The sentiment score for TRUEMOVEH (-0.27) was 

slightly better than AIS (-0.38) and DTAC (-0.45). Benchmarking against competitors 

is essential information for CI, and perceptual maps are one of elements in CI. This 

perceptual map represents the positions of customers’ sentiment for the three companies 

during the entire six-month period of data collection as Tweet volume, Tweet 

sentiment, and Twitter followers. In addition, strength and weakness analysis on the 

companies was derived using radar charts of the benchmarking of sentiment scores on 

the top five keyword mentions (net, wifi, promotion, switching, and employee), as 

shown in Figure 4.18. In addition, co-occurrence of keyword mentions was used to 

better understand what customers were discussing. 

Furthermore, examples of using CI in terms of monitoring, opportunity events, 

and early warning alerts were presented. Opportunity events can be advantageous in 

response to negative sentiment Tweets on competing companies and can help a 

company to entice customers away from competing companies. Early warning alerts 

are based on negative sentiment Tweets on a company from which it should quickly 

identify customer dissatisfaction and then correct the associated problem.  

Due to the fact that feedback from social media is direct and expresses the real 

feeling of users, it is therefore a crucial source of data for VOC. In order to improve 

customer services and satisfaction, companies should quickly respond to customers to 

obtain more detail and solve the problem. In addition, the information from social media 

can give customers knowledge, especially on experience of using products and services. 

Companies can use users’ screen_name to contact and engage with its customers. 

Marketing departments can send web survey link to ask customers about their 

experience and level of satisfaction with their products or services, and request more 

information such as mobile phone numbers, to enable integration of offline and online 
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data, which constitutes the challenge for this era. For integration of physical channels 

(offline) and digital channels (online) in a unified customer experience, the Omni-

channel business model has been developed. That will help a business to understand 

about their customers and deliver a great customer experience to them. As a result, 

companies should monitor sentiment using CI over several periods of time such as day, 

week, and month for different purposes, and subsequently feed this information into a 

complaint management and decision-making process to solve weakness or plan for new 

services and products.  

In conclusion, the results of this study show the usefulness of the proposed 

method for theoretical reference and as a practical guide. The findings from this 

analysis prove that CI extracted from social media content can help businesses to 

understand their customers’ opinions and compare them with those of their competitors. 

As a result, this research illustrates that CI from analyzing social media content has 

great potential to produce useful information, actionable knowledge, and critical 

insights for companies to enhance competitiveness and solve business problems. If 

companies built systems to monitor social media for VOC sensing and CI, they would 

be able to investigate consumers’ feedback toward their products and services in real 

time and could entice customers away from their competitors. In addition, companies 

could combine CI analysis with internal information and business intelligence (such as 

sales performance, campaign tracking, and customer behavior) which will give them a 

powerful advantage over their competitors. Moreover, the filtering techniques in this 

study can be made use of other applications; Tweets that are relevant to a particular 

company could be useful for various applications such as brand monitoring, campaign 

monitoring, competitive analysis, and customer engagement.  

 

5.2 Future Research 

 

Although good progress has been made on sentiment analysis in this research, 

there are still a number of limitations which could lead to many possible directions for 

future work, such as the analysis of comparative sentences which contain more than 

one company and the case of a long comment from another social media tools. These 

are the interesting challenges for researchers in this area. Moreover, a lot of challenges 
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still exist in the social media analytics field; for example, there are still issues with 

sarcasm and irony. Many people also write spam reviews on social media to promote 

their own products by giving them positive opinions or to discredit their competitors. 

As with many languages, a word in Thai contains many meanings depending on the 

context. However, in Thai, there are no spaces between words and spaces indicate the 

end of a clause or sentence, and so Thai word segmentation is an important step. 

Moreover, there are many Thai styles of writing such as mixing Thai and transliterated 

words in particular contexts and the making of new slang words and emoticons, which 

has become a new trend for Thais using social media. Thus, improving the accuracy of 

extracting real customer opinion and sentiment from the social media data is of great 

interest. 

Furthermore, applying this proposed method to other business domains would 

also be challenging, such as airline, hospital and tourism industries. This proposed 

framework can be implemented to them by adjusting the related words in ASTS. 

Another point is to investigate whether there is any correlation between customer 

sentiment from social media and structured data like sales data and stock prices.  
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Appendix A 

 

Word Lists 

Table A1 List of abbreviations in text pre-processing step 

 

Abbreviations Replaced Words No. 

ลค., ลค. ลูกคา้ 2 

ตจว., ตจว ต่างจงัหวดั 2 

พนง., พนง  พนกังาน 2 

บช.,  บญัชี 1 

มค. ม.ค. 1 

กพ. ก.พ. 1 

มีค. มี.ค. 1 

เมย. เม.ย. 1 

พค. พ.ค. 1 

มิย. มิ.ย. 1 

กค. ก.ค. 1 

สค. ส.ค. 1 

กย. ก.ย. 1 

ตค. ต.ค. 1 

พย. พ.ย. 1 

ธค. ธ.ค. 1 

Total   19 
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Table A2 List of transliterated words in text pre-processing step 

 

Transliterated Words Replaced Words No. 

ais3g aisthreeg 1 

ais4g aisfourg 1 

ais5g aisfiveg 1 

dtac3g dtacthreeg 1 

dtac4g dtacfourg 1 

dtac5g dtacfiveg 1 

true3g truemovehthreeg 1 

true4g truemovehfourg 1 

ture5g truemovehfiveg 1 

พรีววิ preview 1 

6 พลสั, 6พลสั, 6plus sixplus 3 

วดีีโอ, วดีิโอ, video vdo 3 

หา้ จี, หา้จี, 5 จี, 5จี, 5 g, 5g fiveg 6 

ส่ี จี, ส่ีจี, 4 จี, 4จี, 4 g, 4g fourg 6 

สาม จี, สามจี, 3 จี, 3จี, 3 g, 3g threeg 6 

128gb onetwoeightgb 1 

64gb sixfourgb 1 

16gb tensixgb 1 

32gb threetwogb 1 

คอนเซป, คอนเซบ concept 2 

ไลฟ์สไตล ์ lifestyle 1 

ไอจี, อินตาแกรม, อินสตาแกรม, อินตาแกม, อินสตาแกรม instagram 5 

ไตรเนท, ไตรเน็ท, ไตรเนต, ไตรเน็ต trinet 4 

ทรูมนัน่ี truemoney 1 

ไม่มีสญัญาณ nosignal 1 

ฟรี free 1 

เติมเงิน prepaid 1 
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Table A2 (Continued) 

 

Transliterated Words Replaced Words No. 

รายเดือน postpaid 1 

ไม่ชอบ notlike 1 

รูปไม่ข้ึน, รูปมนัไม่ข้ึน notloadimage 2 

ไม่จ ากดั, ไม่อั้น unlimit 2 

เพยส์บาย paysbuy 1 

ดิจิตอล, ดิจิทลั digital 2 

อพัเดท, อบัเดท, อพัเดต, อบัเดต update 4 

อพัโหลด, อบัโหลด, อพัโหลต, อบัโหลต upload 4 

พนัทิป, พนัทิบ pantip 2 

อพั up 1 

แอดมิน, แอดมิล admin 2 

จ็อบ job 1 

รีเซ็ท, รีเซ็ต reset 2 

แอบเปิล, แอปเปิล apple 2 

แอพพลิเคชัน่, แอบพลิเคชัน่, แอพ, แอฟ, แอป application 5 

แท็บเลต็, แท็ปเลต็ tablet 2 

ฮอต, ฮอท hot 2 

อินเทอร์เน็ต, อินเตอร์เน็ต internet 2 

กเูก้ิล, กลูเก้ิล, อากู๋  google 3 

เดอะมอลล,์ เดอะมอล themall 2 

ออนไลน์, ออน online 2 

ชอ้ป shop 1 

บลูทูธ, บลูทูท, บลูทูด, บลูทูต bluetooth 4 

ฮอ็ตสป็อต, ฮอตปอด, ฮอตปอต hotspot 3 

ไวฟาย, ไวไฟ, วายฟาย, วายไฟ, วฟิิ, wi-fi wifi 6 
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Table A2 (Continued) 

 

Transliterated Words Replaced Words No. 

เน๊ต, เน็ต, เนต, เนท, เน็ท, เน็น, เนต้ net 7 

โรมม่ิง roaming 1 

โมเมน้ท,์ โมเมน้ moment 2 

คอมเมน้ท,์ คอมเมน้, เมน้ท,์ เมน้ comment 4 

แฮงค,์ แฮง hang 2 

ฟันดโ์ฟลว ์ fundflow 1 

บุฟเฟ่ต,์ บุฟเฟ่ buffet 2 

เวป็ไซต,์ เวบ็ไซต,์ เวป็, เวบ็, เวป, ไซต,์ ไซท ์ website 7 

ยทููป, ยทููป้ youtube 2 

เลิฟ love 1 

ไลค ์ like 1 

เซเรเนด serened 1 

ดาตา้, เดตา้ data 2 

ดาวน์โหลด, ดาวโหลด download 2 

โหลด load 1 

non-stop nonstop 1 

สเตตสั, เตตสั, ตสั status 3 

รีเฟรช refresh 1 

เฟรช fresh 1 

เฟสบุค, เฟสบุ๊ค, เฟสบุ๊ก, เฟสบุก, เฟส facebook 5 

ไอโฟน iphone 1 

ไอแพด ipad 1 

พลสั plus 1 

สญัญาน, สญัญาณ, สนัยาน, สญัญาญ, คล่ืน signal 6 

อแดพเตอร์ adapter 1 

 



89 

Table A2 (Continued) 

 

Transliterated Words Replaced Words No. 

เพลยลิ์สต ์ playlist 1 

เอก็ซโป expo 1 

เซ่เวน่ seven 1 

แมสเสจ, เมสเสจ message 2 

มหิดล mahidol 1 

เอเชียทีค asiatique 1 

ฟร้อนท ์ front 1 

เซนทรัล central 1 

สต๊ิกเกอร์, ต๊ิกเกอร์ sticker 2 

แบนวชิ, แบนวติ, แบนวดิ, ช่องสัญญาณ, ช่องสญัญาน bandwidth 5 

แคมเปญจน,์ แคมเปญ campaign 2 

call center, คอลเซนเตอร์, คอลเซ็นเตอร์, คอยเซน้เตอร์, คอลเซน
เตอร์, ควยเซน้เตอร์, คอลเซ็นเตอร์, ควยเซน้เตอร์, คอยเซนเตอร์, cc 

callcenter 10 

แอรนดรอย, แอนดรอย android 2 

ซมัซุง samsung 1 

เอดจ,์ เอดช,์ เอดจ,์ เอจ, เอด edge 5 

ยา้ยค่าย, เปล่ียนค่าย, ยา้ยมา, ยา้ยไป, ยา้ย switching 5 

โปรโมชัน่,โปร promotion 2 

ซิคเวเ่บรกเก ้ sigvebrekke 1 

ซิคเว ่ sigve 1 

โจอ้ีจมัพ,์ โจอ้ี joeyjump 2 

ไลน์ line 1 

รีววิ review 1 

แชท chat 1 

ลอ็กอิน login 1 
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Table A2 (Continued) 

 

Transliterated Words Replaced Words No. 

ออฟฟิศ, ออฟฟิส office 2 

ทวติเตอร์ twitter 1 

ทวติ, ทวดิ, ทวตี, ทวดี, ทวที tweet 5 

แบงก้ิง, แบงคก้ิ์ง banking 2 

เรียลไทม,์ เรียลไทม ์ realtime 2 

เรียล real 1 

แบตเตอร่ี, แบต battery 2 

พลีท, พลีส please 2 

เวร์ิค work 1 

ไชน่าโมบาย chinamobile 1 

ไชน่า china 1 

โมบายโฟน, โทรศพัทมื์อถือ, มือถือ mobilephone 3 

โมบาย mobile 1 

พรีเซนเตอร์ presenter 1 

เครือข่าย network 1 

ctw, centralworld, เซนทรัลเวลิด,์ เซ็ลเวร์ิล, เซนเวลิด ์ centralworld 5 

โรบินสนั robinson 1 

ฟีลกู๊ดดดด, ฟีลกู๊ดดด, ฟีลกู๊ดด, ฟีลกู๊ด feelgood 4 

เซอร์ไพรส์ surprise 1 

โซเชียล social 1 

แฟนเพจ fanpage 1 

ซีร่ีย,์ ซีร่ี serie 2 

สมาร์ทโฟน, สมาร์ตโฟน smartphone 2 

โฟน phone 1 

TOT ทีโอที 1 
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Table A2 (Continued) 

 

Transliterated Words Replaced Words No. 

ซิม sim 1 

ฟิกซ์บรอดแบนด ์ fixbroadband 1 

บรอดแบนด ์ broadband 1 

แบ็คโบน, แบคโบน backbone 2 

แพก็เสริม, แพค็เกจ, แพคเกจ, แพก็เกจ, แพกเกจ, แพค็, แพก็ package 7 

ไทม ์ time 1 

Total   279 

 

 

Table A3 List of slang words in text pre-processing step 

 

Slang Words 
Replaced 

Words 
No. 

ฟินนนนนนน, ฟินนนนนน, ฟินนนนน, ฟินนน, ฟินน ฟิน 5 

ห่วยแตกกกกกก, ห่วยแตกกกกก, ห่วยแตกกกก, ห่วยแตกกก, ห่วยแตกก ห่วยแตก 5 

กากกกกกกกกกกกก, กากกกกกกกกกกก, กากกกกกกกกกก,  
กากกกกกกกกก, กากกกกกกกก, กากกกกกกก, กากกกกกก, กากกกกก, 
กากกกก, กากกก, กากก 

กาก 11 

55555+, 5555+, 555+, 55+, 5555555555, 555555555, 

55555555, 5555555, 555555, 55555, 5555, 555 
hahaha 12 

เซ็งงงงงงงงงง, เซ็งงงงงงงงง, เซ็งงงงงงงง, เซ็งงงงงงง, เซ็งงงงงง, เซ็งงงงง,  
เซ็งงงง, เซ็งงง, เซ็งง, เซงงงงงงงงงง, เซงงงงงงงงง, เซงงงงงงงง,  
เซงงงงงงง, เซงงงงงง, เซงงงงง, เซงงงง, เซงงง, เซงง, เซง 

เซ็ง 19 

ไหง, ท ามยั, ทามมาย, ท ามาย, ทามมยั ท าไม 5 

คบั, ฮฟั, กา้บ, ก๊าบ, ครัช, คร้าบบ, คร้าบ, ฮา๊าาฟฟ, ฮา๊ฟ ครับ 9 
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Table A3 (Continued) 

 

Slang Words 
Replaced 

Words 
No. 

ปรู๊ด, ป้ีดๆ, ป้ีด, ฟดุ, ฟดู, ฝดุ, มั้กมากกกก, มั้กมากกก, มั้กมากก, มั้กมาก,  
มาก 18 

มากกกกกก, มากกกกก, มากกกก, มากกก, มากก, ปรู๊ดปร๊าด, สุดสุด, สุดๆ 

แสดด, ช่างแม่ม, อีเห้ียยยยยย, อีเห้ีย, อิเห้ีย, อีควาย, ชิบหาย, ควาย, 
เห้ียยยยยยย, เห้ียยยยยย, เห้ียยยยย, เห้ียยยย, เห้ียยย, เห้ียย, เห้ีย, ฟัค, ส๊าด, 
ควย, หี, เช่ีย, แตด, เช้ีย, เเม่งงงง, เเม่งงง, เเม่งง, เเม่ง, จงัไร, จนัไร, ถอก, 
สาดด, สาสส, สสั, สดั, เหอ้, ห่า , ชิบ, แมร่ง, แม่ม, แมง้, สน้ตีน, สนตีน, 
ตีน, อีดอก, อิดอก, ดอกทอง, เห,้ คว้ย, ฟวย 

ค าด่า 48 

คริคริ, ขริขริ, มุง้ม้ิง, ฟรุ้งฟร้ิง, ฟิน, ชิวๆ, มุง๊ม๊ิง, chill Echappy 8 

เลอค่า, เร่ิด, เลิศ เยีย่ม 3 

แป๊ป,  แป๊ปนุง, แปป สกัครู่ 3 

กระด๊ึบ, อืด ชา้ 2 

อลัไล, อะรัย อะไร 2 

จ าเริญๆ, จ าเริญ เจริญ 2 

หงายเงิบ, เงิบ อ้ึง 2 

ปังมาก ดีมาก 1 

เร้ว เร็ว 1 

เทอ เธอ 1 

หนาย ไหน 1 

หนม ขนม 1 

Total   217 
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Table A4 List of misspelling words in text pre-processing step 

 

Misspelling Words Replaced Words No. 

โทสบั,โทรศพัย,์โทรสบั,โทรสพั,โทสพั,โทรศพั โทรศพัท ์ 6 

ใบเส็ด, ใบเสด, ใบเส็จ ใบเสร็จ 3 

สเถียน, สเถียร เสถียร 2 

ลาก่อย, ลาก่อนน ลาก่อน 2 

วดิวะ วศิวะ 1 

สงสาน สงสาร 1 

กอ้ ก็ 1 

เหย้ เฮย้ 1 

Total 
  

17 

 



 

 

Appendix B 

 

Data Tables 

Table B1  The number of AIS opinion Tweets for a week 

 

Week Positive Negative Neutral Total 

 WK1/10  59 194 130 383 

 WK2/10  68 170 164 402 

 WK3/10  58 104 94 256 

 WK4/10  27 72 79 178 

 WK1/11  64 115 110 289 

 WK2/11  82 171 173 426 

 WK3/11  83 148 158 389 

 WK4/11  97 146 182 425 

 WK1/12  80 136 143 359 

 WK2/12  81 138 138 357 

 WK3/12  77 161 112 350 

 WK4/12  47 97 81 225 

 WK5/12  69 152 126 347 

 WK1/01  79 167 148 394 

 WK2/01  62 139 109 310 

 WK3/01  51 104 83 238 

 WK4/01  49 93 106 248 

 WK1/02  55 130 111 296 

 WK2/02  83 135 134 352 

 WK3/02  88 163 96 347 

 WK4/02  97 251 141 489 

 WK1/03  83 216 137 436 

 WK2/03  80 256 161 497 

 WK3/03  82 288 151 521 

 WK4/03  103 312 198 613 

 Total  1,804 4,058 3,265 9,127 
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Table B2  The number of DTAC opinion Tweets for a week 

 

Week Positive Negative Neutral Total 

 WK1/10  43 124 77 244 

 WK2/10  81 163 122 366 

 WK3/10  32 70 67 169 

 WK4/10  4 6 7 17 

 WK1/11  27 53 55 135 

 WK2/11  43 102 97 242 

 WK3/11  45 106 97 248 

 WK4/11  41 116 86 243 

 WK1/12  46 120 96 262 

 WK2/12  64 116 135 315 

 WK3/12  60 122 102 284 

 WK4/12  41 94 101 236 

 WK5/12  42 238 116 396 

 WK1/01  57 135 100 292 

 WK2/01  31 138 87 256 

 WK3/01  26 75 61 162 

 WK4/01  37 144 95 276 

 WK1/02  39 93 100 232 

 WK2/02  55 128 126 309 

 WK3/02  53 152 120 325 

 WK4/02  70 145 138 353 

 WK1/03  58 138 129 325 

 WK2/03  58 169 133 360 

 WK3/03  63 172 154 389 

 WK4/03  64 151 126 341 

 Total  1,180 3,070 2,527 6,777 
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Table B3  The number of TRUEMOVEH opinion Tweets for a week 

 

Week Positive Negative Neutral Total 

 WK1/10  26 44 39 109 

 WK2/10  92 95 91 278 

 WK3/10  10 34 27 71 

 WK4/10  7 14 11 32 

 WK1/11  7 23 22 52 

 WK2/11  29 69 52 150 

 WK3/11  28 54 38 120 

 WK4/11  34 47 40 121 

 WK1/12  35 52 38 125 

 WK2/12  27 51 58 136 

 WK3/12  53 67 57 177 

 WK4/12  33 60 57 150 

 WK5/12  37 41 20 98 

 WK1/01  42 56 59 157 

 WK2/01  48 45 61 154 

 WK3/01  24 40 23 87 

 WK4/01  16 70 51 137 

 WK1/02  16 63 29 108 

 WK2/02  38 57 56 151 

 WK3/02  32 46 54 132 

 WK4/02  43 64 94 201 

 WK1/03  30 111 67 208 

 WK2/03  39 61 50 150 

 WK3/03  25 74 47 146 

 WK4/03  28 60 36 124 

 Total  799 1,398 1,177 3,374 
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Table B4  The number of AIS opinion Tweets for a month 

 

Month Positive Negative Neutral Total 
Overall 

Sentiment 

2014-10 252  (17.62%) 648  (45.31%) 530  (37.06%) 1,430  -0.44 

2014-11 338  (21.30%) 604  (38.06%) 645  (40.64%) 1,587  -0.28 

2014-12 315  (21.89%) 588  (40.86%) 536  (37.25%) 1,439  -0.30 

2015-01 268  (20.06%) 577  (43.19%) 491  (36.75%) 1,336  -0.37 

2015-02 323  (21.77%) 679  (45.75%) 482  (32.48%) 1,484  -0.36 

2015-03 414  (17.58%) 1,194  (50.70%) 747  (31.72%) 2,355  -0.49 

Total 1,910  (19.83%) 4,290  (44.54%) 3,431  (35.62%) 9,631  -0.38 

 

 

Table B5  The number of DTAC opinion Tweets for a month 

 

Month Positive Negative Neutral Total 
Overall 

Sentiment 

2014-10 193 (20.27%) 447 (46.95%) 312 (32.77%) 952 -0.40 

2014-11 158 (17.67%) 389 (43.51%) 347 (38.81%) 894 -0.42 

2014-12 236 (19.02%) 516 (41.58%) 489 (39.40%) 1,241 -0.37 

2015-01 166 (13.70%) 654 (53.96%) 392 (32.34%) 1,212 -0.60 

2015-02 217 (17.80%) 518 (42.49%) 484 (39.70%) 1,219 -0.41 

2015-03 264 (16.70%) 701 (44.34%) 616 (38.96%) 1,581 -0.45 

Total 1,234 (17.38%) 3,225 (45.43%) 2,640 (37.19%) 7,099 -0.45 
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Table B6  The number of TRUEMOVEH opinion Tweets for a month 

 

Month Positive Negative Neutral Total 
Overall 

Sentiment 

2014-10 155 (27.19%) 213 (37.37%) 202 (35.44%) 570 -0.16 

2014-11 107 (22.96%) 200 (42.92%) 159 (34.12%) 466 -0.30 

2014-12 158 (25.73%) 243 (39.58%) 213 (34.69%) 614 -0.21 

2015-01 148 (25.34%) 232 (39.73%) 204 (34.93%) 584 -0.22 

2015-02 129 (21.79%) 230 (38.85%) 233 (39.36%) 592 -0.28 

2015-03 140 (19.64%) 349 (48.95%) 224 (31.42%) 713 -0.43 

Total 837 (23.65%) 1,467 (41.45%) 1,235 (34.90%) 3,539 -0.27 
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