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Abstract

We propose TranSentCut, a sentence segmentation model for Thai based on the transformer architecture. Sentence
segmentation for Thai is a problem because there is no end of sentence marker like in other languages. Existing methods make
use of POS tags, which is not easy to label and must be done for every word in the data. This limits the the applicability and
performance of sentence segmentation on open-domain text, because the only high-quality Thai corpus that has sentence
boundary and POS labels was constructed mostly from academic articles. Our approach only uses raw text for training and the
only labelling required is to separate each sentence into its own line in a text file. This makes new datasets much easier to
construct. Comparison with existing methods show that our proposed model is competitive with the most recent state-of-the-art
when evaluated on in-domain texts, and improved significantly over existing publicly available libraries when applied to out-of-

domain input texts.
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1. Introduction

The sentence unit is an important information to
process a language text as an initial unit. Many tasks in
Natural Language Processing (NLP) such as information
extraction (Cowie & Lehnert, 1996) rely on being able to
extract complete sentences accurately. For most languages
extracting sentences from text is a trivial task due to the use of
end of sentence marker. Even languages that do not have
space between words such as Chinese or Japanese use end of
sentence marker. However, Thai does not use any sentence
marker, but instead put a space between the end of one
sentence and the start of the next one. This makes sentence
segmentation in Thai very ambiguous, as the space character
is used for many other purposes: separating items in a list,
separating clauses in the same sentences (Thai does not use
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comma to separate clauses), and separating ordinal number
from the unit such as "1 person", for example.

The Thai NLP community has tackled the sentence
segmentation problem over the years. In the early 2000's there
were (Charoenpornsawat &  Sornlertlamvanich, 2001;
Mittrapiyanuruk & Sornlertlamvanich, 2000) that used part-
of-speech (POS) tags (Voutilainen, 2003) by forming bi/tri-
gram of the POS tags leading up to a space or on both sides of
a space as features, which were then used to train a machine
learning model whose job was to classify a space as nsh (non-
sentence boundary) or sb (sentence boundary). More recently
(Nararatwong, Kertkeidkachorn, Cooharojananone, & Okada,
2018; Zhou, Aw, Lertcheva, & Wang, 2016) incorporated
conditional random field (CRF), a technique invented for
sequence labelling (Lafferty, McCallum, & Pereira, 2001).
Using CRF allowed one to model the probabilistic transition
between the current POS tag and the next one. This recursion
then enabled the context (POS tags on either side) of a space
in question to extend further than a few words on both sides.
CRF also allowed for the possibility of inserting explicit rules,
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such as "do not break the sentence between a number and a
unit”, into the model by defining these rules as feature
functions. The most popular Thai NLP library PyThaiNLP
uses CRF as the default engine for sentence segmentation. In
(Zhou et al., 2018) the authors proposed solving both POS
tagging and sentence segmentation as the same problem by
considering the space character as just a normal character that
can be assigned the <SB> or <NSB> POS tags. They also
used Factorial CRF (Wu, Lian, & Hsu, 2007) which models
the connection between different layers in a multi-layered
CRF chain in addition to the temporal connections found in
standard (linear-chain) CRF. In (Nararatwong et al., 2018) the
authors focused on improving the performance of word and
sentence segmentation where compound words are involved.
Compound words can be incorrectly POS tagged, causing
problems for any models that use POS tags. They addressed
this problem by proposing a word merging dictionary through
which compound words can be separated into their individual
parts and tagged correctly.

In recent years, due to the success of Deep Learning
(LeCun, Bengio, & Hinton, 2015), many researchers proposed
improvements over existing methods by applying deep
learning models. In (Saetia, Chuangsuwanich, Chalothorn, &
Vateekul, 2019) authors proposed adding n-gram embedding,
an idea made possible by word2vec (Mikolov, Chen, Corrado,
& Dean, 2013), to the Bidirectional LSTM-CRF model
(Huang, Xu, & Yu, 2015), and incorporating attention
mechanism (Vaswani et al., 2017) in order to model the long
term dependency for words far away from the space under
consideration.

While the performance of the latest Thai sentence
segmentation algorithms are already outstanding, every one of
them rely on training data with POS tags. The ORCHID
corpus (Charoenporn, Sornlertlamvanich, & Isahara, 1997;
Sornlertlamvanich, Charoenporn, & Isahara, 1997) is an
excellent Thai text corpus that have labels both for POS tags
as well as word/sentence boundaries. However, constructing
such as corpus was very time-consuming and required special
expertise. ORCHID uses a system of over 20 different POS
tags, as such, labeling text in such system is a difficult task in
itself. Moreover, every single word in the corpus must be
labelled, not just the sentence boundaries. This is a
disadvantage because ORCHID consists of mostly technical/
academic articles, where the language is very specific. Any
model trained on it will face out-of-domain inputs when
applied to open-domain texts, and not being able to easily
construct new training data for other domains of text, due the
difficulty in labelling, limits the applicability of any sentence
segmentation methods "in the wild".

In order to overcome this limitation and inspired by
the recent success of the transformer architecture (Vaswani et
al., 2017) in NLP, in this paper we proposed a Thai sentence
segmentation method based on a derivative of BERT (Devlin,
Chang, Lee, & Toutanova, 2018) called RoBERTa (Liu et al.,
2019). The idea is simple: the model receives a pair of
sequences as input. Sequence A is everything to the left of a
space to be decided as sh/nsb, and similarity sequence B is
everything to the right, up to the maximum length of the
model (512 tokens), or a lower prescribed limit, or the
beginning/end of a paragraph. The sequences are in raw text
without the need for any word tokenization. POS tags are also
not needed. The task of the model is binary classification

between sh/nsh, which is repeated for each space character is
the text. We release our code on GitHub (https://github.com/
sumethy/TranSentCut) In Section 2, we describe our proposed
method for sentence segmentation of the Thai text. We discuss
on the experiment results in Section 3 by evaluating against
the existing approaches, and show the results of the class
weight adjustment for precise evaluation and fine-tuning of
the context length. Finally, we come up with the Section of
conclusion and some samples of the sentence segmentation.

2. Proposed Method

Transformers models are usually "pretrained” in a
self-supervised manner on a large text corpus and then
finetuned for a specific problem. The pretraining task is
usually a language modelling task, here the model is asked to
predict the next word for the GPT (Brown et al., 2020) family
of models, or to predict the masked words in what is called the
masked language model (MLM, Figure 6) task for the BERT
family. Additionally, the pretraining task may include some
sort of sentence-level task such as predicting whether sentence
B should follow sentence A, called the next sentence
prediction in BERT. This is not ideal for Thai since we are
trying to solve sentence segmentation in the first place.
However the RoBERTa model uses only the MLM task and
no sentence-level task for pretraining, making it ideal for use
with Thai. Recently a model called WangchanBERTa was
released by (Lowphansirikul, Polpanumas, Jantrakulchai, &
Nutanong, 2021), pretrained on approximately 70 GB of text,
the largest publicly available pretrained transformer model for
Thai. WangchanBERTa is identical in structure to the
RoBERTa model, with the difference being the training data.
RoBERTa itself is identical in structure to BERT, with the
difference being the training lost. BERT uses next sentence
prediction task as part of the lost, while ROBERTa only uses
the MLM lost. This means that WanchanBERTa is basically
BERT trained on Thai data without next sentence prediction
lost. In particular, its structure is BERT-base with 12 layers,
768 hidden size, 12 attention heads, and a vocabulary size of
25,002. The number of weights is approximately 110 million.
The maximum input length is 512 tokens. An input string can
be separated into input A and input B by inserting the special
<sep> token between the two inputs.

We parsed the ORCHID corpus, which is given in
XML file, into a text file which has the following structure:
each line is a complete sentence, and paragraphs/documents
are separated by one blank line. We did not consider the pairs
between a last sentence in a paragraph and the first sentence in
the next paragraph. That is, we assume that the model will
only work on one paragraph at a time. Paragraphs
segmentation is a trivial matter with the newline character.

We implemented the training of the model in
Pytorch (Paszke et al., 2019) and the Huggingface library
(Wolf et al., 2019). The released pretrained WangchanBERTa
model is available on the Huggingface Model Hub. An input
training example to the model looks like the following:
<s>sequenceA</s>sequenceB</s> where <s> and </s> are
special token used by the model. <s> denote the beginning of
input and </s> acts as both the separator between two
sequences and to denote the end of input. Figure 1 and 2 show
the flowcharts of our proposed method. As an example of the
input that the model sees, see Figure 3 and 4, where the
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training data:
ixt file with

1 line for each sentence
blank line between
paragraphs or articles

assign class label to each space
character in the training data

non-sentence breaking space is class 0

sentence breaking space is class 1

A

finetune WangchanBERTa for binary text
classification with two inputs

input A is text to the left of the space in
question (cut/no cut)

input B is text ot the right of the space in
question (cut/no cut)

finetuned model

Figure 1. The flowchart of our proposed method, during training
phase

start

initialize variables:
character_pointer = 0
previous_cut_paosition =0

no

is the current no
character a space >———»| character_pointer++
character?
yes

last sentence = span
of text between
previous_cut_pos to
the end of the text

run forward pass on the model: input A

is text to left and input B is text to right

of the space, up to the maximum input
length of the model

output list of
sentences

set current sentence equal to the span of text
between previous_cut_pos and character_pointer

add the current sentence to the list of sentences

set previous_cut_pos = character_pointer

Figure 2. The flowchart of our proposed method, during inference
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Figure 3. An example of text presented to the model, the cyan hi-
lighted (darker) part is sequence A and the yellow hi-
lighted (lighter) part is sequence B. Note that there is a
space between the cyan part and the yellow part. This
space is an nsb (non-sentence boundary). The visible dot
between the cyan part and the yellow part is from MS
word, not the text itself. Translation of this paragraph is in
Appendix B.
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Figure 4. The same paragraph as in Figure 1 but now the space
under consideration is a different one. The sequences A
and B with respect to this space is hi-lighted using the
same color code as in the previous figure. This space is an
sb (sentence boundary). Translation of this paragraph is in
Appendix B.

paragraph was taken from a Thai Wikipedia article about the
Hubble Space Telescope. Figure 5 illustrates how the input is
fed into the TranSentCut model. Each space character in the
input string yields one input to the model.

It can be seen from Figures 3 and 4 that using a
transformer model with a maximum input length of 512
tokens allows for the context to become very long, spanning
an entire paragraph. One could argue that it can even be too
long, a word very far away from the space under consideration
probably does not influence whether it is sb or nsh. As will be
shown in the ablation study, above a certain length making the
context longer does not help. However, the optimal context
length is still well over 100 tokens long, demonstrating that
deciding between sb/nsb does benefit from having longer
context information. This is a strong argument for the use of
the transformer architecture.

3. Experiments

Going through the entire ORCHID corpus in a
manner described in the previous section, there were 79137
examples of nsh spaces and 13384 examples of sb space. The
imbalance is by the nature of the problem. In the ablation
study we show the results of different ways of dealing with
the imbalance. Here we state the best result which was
obtained using the following set of hyper-parameters: context
length = 256 tokens, number of epochs = 20, seed = 12345,
batch size = 64, weight decay = 9.51207x10°®, learning rate =
4.05813x10° and class weight strategy 2. The different
strategies for assigning weight to each class will be discussed
in the ablation study below. The weight decay and learning
rate were taken from hyper-parameter optimization on another
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nsb H sb

model E model

=

,_T

sequence A

T_‘

<space> <space>

ladui 1 unmias Akumn.. ilvinanfudadu dnasmuasingdaya...

Illustration of how we apply the transformer model to
solve sentence segmentation. Transformer model can
accept one or two sequences as an input. The two-
sequences input is used for the tasks such as next sentence
prediction or questions answering, and can be applied to
sentence segmentation.

Figure 5.

It was a very clear and sunny day

It <mask> a very clear and <mask> day

Illustration of the MLM task. The tokens "<mask>" are
hidden from the model during pretraining, the model job is
to predict them from a set of all possible tokens in the
vocabulary.

Figure 6.

Thai text classification problem using the same model
architecture. The same seed was used for both splitting the
data into train/test, shuffling the data and initializing the
model, ensuring that the training is perfectly repeatable given
the same hyper-parameters. Comparison between our results
with the numbers stated in crfcut (the sentence segmentation
engine for PyThaiNLP), on the ORCHID dataset, we have the
result in Table 1.

The prefix | and E in Table 1 denote "inside
sentence” and “"end of sentence" respectively, corresponding
to our notation of nsbh and sh, respectively. The metric space-
correct (sc) is just the overall classification accuracy, which is
given by sc = (#correct sh+#correct nsh)/(total # of space
tokens). These metrics were introduced in (Mittrapiyanuruk &
Sornlertlamvanich, 2000). While we did not achieve higher
number for every single metric, we made large gains on E-
recall, E-fscore and space-correct, while maintaining within
around 2% of the other metrics. Taking the macro average of
I-fscore and E-fscore, we got 0.9296 vs. 0.8800 for crfcut.
And comparing our results with the ORCHID part of Table 3
in (Saetia et al., 2019), which is the most recent and similar to
this work, their macro average fscore as reported was 0.9250.

3.1 Performance on out of domain data

In order to test the performance of sentence
segmentation on out-of-domain data, we constructed a small
test set consisting of paragraphs from news articles. We

choose only recent articles to make sure that they were not
part of the training data of any model. The articles were about
Covid-19 and the 2021 Olympics, so it is certain that they did
not not exist in, or were similar to ORCHID in any way.
When constructing the test set, if the taggers cannot reach an
agreement whether a space is nsh or sh, one possible way to
reach a decision was to translated the text surrounding the
space under consideration in Google Translate and put the sb
in the same place as in the English translation. We
acknowledge that this is not theoretically rigorous, however it
was used very sparingly since the taggers usually were able to
discuss and reach a decision. Figures 7 and 8 compare an
excerpt of this new test data vs. an excerpt from ORCHID,
respectively. It can be seen that, at least for the purpose of
sentence segmentation, the data for our model which does not
require POS tags is much easier to label than having to label
POS tag for each word.

In total, our new test data consists of 104 sentences,
with 782 nsb and 84 sb spaces. The number of sb spaces is
less than the number of sentences because we look at only one
paragraph at a time. Running our trained model on this data,
we got macro average fscore of 0.6903, while crfcut and thai-
segmentor got 0.6271 and 0.6283 respectively. These are the
only two methods that we can actually run our own
comparison against, since they are the only ones with openly
available libraries. The results demonstrate that our model can
generalize better to out-of-domain input. Examples of
segmentation results are given in appendix A. Table 2 shows
the classification performance of crfcut, thai-segmentor and
TranSentCut on our new test dataset.

1 agolaAm ldfuAosiifhudrawAiiTaduiln Wafui 7 Ausneu w.a. 2556
lulsvaunagnssunistadulnana sjﬁ'n'ﬁ 123 e nithluslass dssivAarsiauimn
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um‘”Lsi’aauﬁnmmsuﬂu'ﬁu}_ﬁamna‘mﬂuwmvﬁuuﬂznjﬂu
uagnduniiluidinwminassluAvhladuilngesau 1964 (w.d. 2507)

3 dended nsoTadnfluifiacd 5 (uasdasd 1 luvdihadie)
lafansuisiiuiiiaduilnagfauminnit 1 afs
sudenTaAmAldsuAasiidudiawAdvnnauinggsau 2020
dmsuiinfvhaufinisizuiu

a

Figure 7. One paragraph excerpt from the new sentence
segmentation test data that we constructed. Each sentence
is one line, note the line numbers on the left margin.

Paragraphs are separated by a blank line (line 4).

1 keorpusy

<word surface=
<word surface="usryu"
<word surfa

<word surface="a%3" pos="CFQC"/>
<word surface="# 1" pos="DONM"/>
</sentence>

<sentence id="2" line_num = “23* raw_txt = “Insomfiiouardenndifnvsaiinduazaauiimagd™>

<word surface=
<word surfa
<word surface=
</sentence>

Figure 8. The first paragraph and the first two sentences of
ORCHID. Note that every word has a POS tag.

Table 1.  Comparison between TranSentCut and crfcut on ORCHID data
I-precision I-recall I-fscore E-precision E-recall E-fscore Space-correct
crfcut 0.9800 0.9900 0.9900 0.8500 0.7100 0.7700 0.8700
TranSentCut 0.9860 0.9697 0.9778 0.8354 0.9175 0.8746 0.9622
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Table 2.  The classification performance of crfcut, thai-segmentor, and TranSentCut on the new, out-of-domain test dataset
Precision Recall Fscore Support

sh 0.2727 0.5357 0.3614 84

crfcut nsh 0.9444 0.8465 0.8928 782
macro avg. 0.6085 0.6911 0.6271

sb 0.3400 0.3148 0.3269 84

thai-segmentor nsh 0.9260 0.9335 0.9297 782
macro avg. 0.6330 0.6241 0.6283

sh 0.3362 0.9285 0.4937 84

TranSentCut nsh 0.9905 0.8031 0.8870 782
macro avg. 0.6634 0.8658 0.6903

3.2 Ablation study

Like most machine learning problems, sentence
segmentation suffers from imbalance data. There are many
nsb than there are sb in any piece of text. The article (Chawla,
Japkowicz, & Kotcz, 2004) outlines different approaches to
deal with imbalance data, such as class weight, under-
sampling, using ensembles, and one-class classification. Since
nb vs. nsb is not highly imbalanced (the class ratio is only
about 6:1), we investigated two approaches in this study:
making the data balanced by discarding examples from the
majority class until the data is balanced. This is the under-
sampling approach. The other approach was adding class
weights to the loss function during training, which is the class
weight approach.

In the under-sampling approach, we put all the
examples of the nsb class in a list, shuffled that list (after the
seed had been set, so each run got exactly the same data), and
then keeping only the first n elements of the list, where n is
the number of sb examples. This was done before the usual
train/test split, so both the training and test data were
balanced. The model was then trained with the standard cross-
entropy loss.

For the class weight approach, we investigated three
strategies for assigning the class weights. To illustrate them,
note that class nsb has 79,137 examples and class sb has
13,384 examples. Strategy O (the naive strategy) was to
simply assign the majority class a weight of 1, and the weight
of the minority class was the ratio between the two classes.
That is, class sb (minority) gets a weight of 79137/13384 =
5.9128, while class nsh (majority) gets a weight of 1. Strategy
1 was to use the scikit-learn (Pedregosa et al., 2011) library's
compute_class_weight function, which assign class weights
according to the following formula for each class i

Wi = Nsamples / (Nclasses * count(i))

where count is the function that counts the number
of examples of class i. Using this formula, the weights for nsb
and sb classes were as follows

Wnsh = 92521 / (2 * 79137) = 0.5845

and

Wsp = 92521 / (2 * 13384) = 3.456

Finally, strategy 2 was to ensure that the maximum
weight is 1, and to assign the smaller weight to preserve the
class ratio. In this strategy, class sb (minority) gets the weight
value of 1, while class nsh (majority) get the weight of 0.1691.
Another way to think about strategy 2, is that it's simply a
normalized version of strategy 0, as in [1,5.9128]/5.9128 =
[0.1691,1]. Note that the ratio between the two weights

remains the same, the main difference from the strategy 0 is
that the maximum weight is 1, ensuring that the magnitude of
the loss function is not amplified. This strategy can be
extended to number of classes > 3 by assigning the smallest
class a weight of 1, give each of the other classes weight
according to its ratio to the smallest class, then dividing all the
weights by the largest weight.

For this round of experiments, we trained the model
on ORCHID using the same configuration as reported in the
beginning of section 3. As is common practice in training
deep neural networks, an early stopping policy was enforced.
If the model did not improve on the validation fscore after 5
consecutive validation rounds, the training was stopped.
Validation was performed every 200 iterations. Figure 9
shows the validation macro average fscore curve for the
balanced case, and the difference class weight strategies.
While the figure suggest that balanced training is the best, we
evaluate the trained models on the out-of-domain test data and
show that this was not the case. The result is shown in Table
3. It can be seen that while balanced training seems to have
the best performance on the ORCHID data, it was not able to
adapt to out-of-domain data as well as class weight training
strategy 1 and 2. This is because the actual data distribution
when the model is deployed is imbalanced, and having been
exposed to a distribution with the same characteristic during
training helps the model to better adapt.

3.2.1 The effect of context length and batch size

In this section, we studied the effects of context
length and the batch size. We used the exact same data split as
in the previous section. All parameters were kept fixed as the
ones in the beginning of Section 3, except for the one that was
being tested.

The context length plays a key role in the
performance of the model. If the length is too short, the model
might not have enough information to make a good decision.
On the other hand, if the context is too long, the extra tokens
that do not help are basically noise that the model must learn
to assign low attention weights to. Even if the model can do
this, having a context length that is too long means a bigger
model that takes longer for both training and inference.
Therefore, it is important to find the right context length. For
this purpose, we compared different context lengths: 32, 64,
96, 128, 256, and 504 (The maximum length of the model is
512, but some tokens must be reserved for the special tokens,
so we took the next lower multiple of 8.). The other
parameters of the model were fixed as the same as those in
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Figure 9. The macro average fscore validation curve for balanced data training, and the three class weight strategies. The right panel is the
zoomed in version of the left panel. Validation was performed every 200 iterations, not including the beginning of training, so the
curves do not start from 0 on the x-axis. The curve for strategy 0 shows that training was not very successful and was terminated early
by the early stopping policy. Note that the "did not improve anymore" portion of the curves was not recorded by the training loop. Had
it been included, the bottom curve would not look like it was still going up. The curve for balanced training seems to be the best, but it

did not perform very well when the trained model was applied to out-of-domain test data.

Table 3.

Classification performance comparison on the out-of-domain data between balanced training and different class weight strategies.

Note that the performance of the balanced training did not beat crfcut and thai-segmentor from table 2 and that naive (strategy 0) class
weighting performed very poorly. Our strategy 2 was able to beat strategy 1 from the scikit-learn library.

Precision Recall Fscore Support
sb 0.2606 0.9524 0.4092 0.2606
balanced nsb 0.9928 0.7097 0.8277 0.9928
macro avg. 0.6267 0.8310 0.6185 0.6267
sb 0.1005 0.2619 0.1452 0.1005
strategy 0 nsb 0.9042 0.7481 0.8188 0.9042
macro avg. 0.5023 0.5050 0.4820 0.5023
sb 0.3290 0.9048 0.4825 0.3290
strategy 1 nsb 0.9874 0.8018 0.8850 0.9874
macro avg. 0.6582 0.8533 0.6838 0.6582
sb 0.3362 0.9285 0.4937 0.3362
strategy 2 nsb 0.9905 0.8031 0.8870 0.9905
macro avg. 0.6634 0.8658 0.6903 0.6634
strategy 2 in the previous section. Figure 10 shows 200 Validation:Macro:AveragetScore
the result of this experiment. The best context length was 256.
Furthermore, in order to find the best context length in more 0:95 .o
detail, we tested several values for context length from 220 to —_— ’“wﬁﬁ:?,: oy sl
300, the result is shown in Table 4. It is shown in table from . Heer
because the values are very close to each other. Context length g 0.85
of 280 gives the best fscore result, and there was no shorter i ', i 58 gg::::gj
context length that had better performance than 256. For | %= context=96
longer context length, the improvement over the standard (a 0751 4 Bl
power of 2) length of 256 is not very large, and increasing the =%~ context=504

length beyond 280 seems to offer no further improvement. In
practice, one might choose to use length 256 during
deployment due to the computational advantage on the GPU
by using a length that is a power of 2.

For the batch size, we tested batch sizes of 16, 32,
and 64. Batch size of 64 was the maximum batch size possible
for the context length of 256 and for the GPU that we have. It
can be seen in Figure 11 that batch sizes of 32 and 64
performed about the same, with 64 being slightly better. The
batch size of 16 was too low and was stopped very early. This
confirms that one should use the largest batch size possible
without exceeding the GPU memory.

4, Conclusions

We presented a new sentence segmentation model
for Thai. The main advantage of our models compared to

0 1000 2000 3000 4000 5000 6000
steps

Figure 10. The validation fscore of different context lengths. Models
with length-32 and length-64 performed better than both
length-96 and length-128. However, length-256 and
length-504 were both clearly better than all the lower
length ones. There was very slight difference between
length-256 (fscore=0.9296) and length-504 (fscore=
0.9268). Overall, length-256 was the best context length.

existing methods is that the training data does not need to be
POS tagged, allowing new datasets to be constructed easily
without needing special expertise. The model performance is
competitive. Comparison with existing libraries shows that
our model has higher macro average fscore of about 0.04 and
0.06 on ORCHID corpus and on out-of-domain texts,
respectively. Comparing with the most recent research that
also uses the transformer architecture. We got approximately
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Figure 11. The validation fscore of different batch sizes. The best
batch size was 64.

Context length Maximum validation fscore

220 0.8944
240 0.9290
256 0.9296
260 0.9304
280 0.9331
300 0.9303

Table 4. Classification Additional experiments for determining the
optimal context length. Context length of 280 gives the
best fscore result. However, the improvement over the
standard (a power of 2) length of 256 is not very large.
Increasing the length beyond 280 seems to offer no further
improvement. In practice, one might choose to use length
256 during deployment due to the computational
advantage on the GPU by using a length that is a power of
2.

the same fscore as reported in the paper, but without needing
POS tags for training. We release the code and the trained
model.
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Appendix

Appendix A

In this section we show the result of sentence segmentation on some out-of-domain data. The input to the model is
entire paragraphs as one long string. The output for each paragraph is a list of string, where each string is one sentence. The

following URLSs are the sources of the paragraphs.

l Figures Al - A2: https://th.wikipedia.org/wiki/%E0%B9%82%E0%B8%AD%E0%B8%A5%E0%B8%B4%E0%
B8%A1%E0%B8%9B%E0%B8%B4%E0%B8%81%E0%B8%A4%E0%B8%94%E0%B8%B9%E0%B8%A3%

E0%B9%89%E0%B8%ADY%E0%B8%99_2020

l Figure A3: https://www.khaosod.co.th/sports/news_6545105
I Figure A4: https://www.khaosod.co.th/special-stories/news_6546164
l Figure A5: https://www.voathai.com/a/us-covid19-delta-variant-fauci-mask-cdc-directives-republican-governors/

5986866.html

1 Input Paragraph:

2 anladnl@uAssddusmanAiladuda Wasud 7 Aueneu w.d, 2556
TulszapiaaznssunisTaduilnana afail 123 a1 asahluslass Usuneaisiaudn Tudluasort 3
Anwladmlssuaniiuiiamiaduin afousnda a.a. 1040
'Lsi?ua‘métﬂmi’m'wciaﬁui‘lnqgé’aun?ausnwamimm%u uaziiasdfil Tl isdmsuladuilnaaiun
usldnaudannsuzeiuiiasanaensussninodunazeaiilu
waznduiudnnanadslumiladuilinagsau 1964 (w.a. 2507) Zeaded
ngalaiAvniudiaodt 5 (uaudiasi 1 tuvilade) Wlddamsuzteiumihiaduilnagsauinanii 1
a% Hudenplafndlasuivsiihudnmmihvnauiinggsau 2020 dwsuiinAhaufansiudu

Segmentation Result:

(NG IS

[’ns_aimLﬁm'LsﬁuLﬁusu‘iLﬂuLi’m'\wﬁﬂ'ﬁaﬁuﬂn la¥udl 7 Auzieu w.a. 2556
tulszpaanssunisladuilnana afoi 123 &t nsathluslass dsunaansiauan’, dufluefoi 3
AnplaAm leudniihndiamiaduiln adousnila a.a. 1940
'lmuawsmmmmwiaauilnqniaunsausnﬂaamﬂmmu umtuaam]Tﬂisdmsuiaauﬂnqwun )
‘usldaaudhanasuzviuiiasnnsoasussnioiuuazeilu,
umnnumn]unwmwannéalunﬂﬁnnuﬁﬂnniau 1964 (w.el. 2507)', 'donded
niaimnmlﬂumaow 5 (uasfiae 1 tuvdlladie) Wiladensudeduivihlaauinagsauuianin 1
A%, ‘swdenseladicaflauAnsiludinwirsauiinagiau 2020
AwduinAdhaudinsiudu’ ]

Figure Al. Segmentation example one

10 Input Paragraph:

1

12 Tudud 24 flnnau w.d. 2563 dnanunsalmsnahzasialnnbiatuwhian
inlviaurnssunsiaduilinana (10¢) Tesiwia Ua dsvsuamzasunisTaduiinana ladiaswtaduduly
2wy wnisuueiuasdsunadidu
favadiadulanudulumadaunsudiuTaduiinuasynnandnaesauaanTitull w.a. 2564
uavoanuaantsnifutudauiamsureduiaduiin 2020 uarvnmAuiin 2020 Anplafiey Usanadiu
aanldiflunat 1 1 advadlumemsuabithning w.a. 2564
aaudaansduzasindiuamndoitidmdasduTadutl Usenaulan wadaadufiady Aa
Ty 2020 éald

Segmentation Result:

['uiud 24 fwnan w.a. 2563 nEnuNsaimsTanamzasTatsunbhialuian
hinawnssunisTadutinana (10c) TauTvile Ua dsssuamznssumsTodutinana Taddnewndaduduly
2wy wenfguueiuasdsunadiu’,
*navavdndulanudulumsidaumsutoiuTaduiinuazmnauilnansousanldtull w.a. 2564°,
‘uazaanuaasmsnifuduidauianisutviuiaduiln 2020 uavvnduln 2020 AinsolaAny Usunadidu
aanlliluoa 1 1 adwidlumamsudbithand w.a. 2564
waamulaaasuzasinfiuamniheidmiseiuTadul Isznauian’, 'uddenailudaidy da
oo 2020 @ald’)

Figure A2. Segmentation example two

Input Paragraph:

vhiuy nasnavsaudAnunodynfy dnatwa aantiudel 2026 Wuiduuton dwdu vhiuty tean Bantn
waddy Auafwa (al 2018 doidifaiduidod alilvionua 122 tavirle 3

drady 7 uordad vanamivemiazhumnfunda dothu “weduas” neumuihnesoofe 4 s dsinauso

wh wuudoud fn, gh gulas dn, wWidosdn donne uadfivh Ady Bad én nowmindfimn

fuofyn wttusadonreramAy whiuTy neferiaa “wduas” Aldunasiutoly 27
Sdadgniuhinontudidusion wionoumiriioumudnaniy mms aidnimuesi-aritued 8

2025 Tau vhddia TnnTu ddatneuds sudr vhiuly soduqrduivdelufu wauflad Tudadou d.u. 0

2026 Woliinuouimaridisuaudaliiasunudyqnsusndy duatwa fa adawe awnad
dinslsaiumnaunda

Segmentation Result:

['vhiuTy nasnanonuddgunudyanfu Suaswa sanllauded 2026 dhudduudon’, *dwdy vhiuly dwnn
Tntn agdy &nadwe ol 2018°, ' dad Hurdos: b 122
e 3 dsrady 7 woadad’, ‘wannfuemmsfivndunda duthe “wduae” nneumuihnasasfe 4 MumT
drvnause gvh wdluud &n, wh gulad Aw, Wadefn Sonw uarih Adu 3ad An',

*foumihiifiini Avadwa wWinusadanszovamdy vhiuln', ‘nsleanan “woduas”

Aldunroiudiois 27 TadyanduivaanlliuiiGurion’, "wasnaumiiivlonmodandy wsud
alnunaf-ordluad & 2025°, ‘Tau vddla TanTu’, ‘dRarmeudy sy vhiuly
Aadanfuiudoludy uauflad 'hhh\ﬁau 1.u. 1 2026"

“etlfinsouiuduidsuaudaliiasunodugnsos u-nﬁu Anafya A2 adawy (awnad
@nlsgiunaunda’)

Figure A3. Segmentation example three

Input Paragraph:

as. nuauiﬁua’tnuu‘lvh'umum W . dud AL uanliuana Seysiaailaayaminsaumin

Sowia fiuil foud Ndau Wadui 4 a.a. un.Tama msdnduned
aeuﬁmamquiw nanfimriadsindulvizaiiaavin 1.5 aulan 1 Jullddhmoooindelde ™. lu
AV, uRe W ulasadl famvifadud 3 Liduyaminsmon T el
Taudsvaufy m.mnBud . @y uay sw.haonsel dislay Tetay sulus Jsveudy

. lufBunna @ un. g Sieednd saoldansensvans1sgY (NS.)

lupurleusashausushnsiansmsbivinsiadulrliued aami Wwilduimneaeiaduadty

aairiud oy ussBuamasslsfudadunau ol Vhdssnaasfuiadusnmndonia

wlaedansdudy 3 Difuyamnmensumduazassaguanmi dasnoasss i Wasiuazdo o

50% wasypmnT leRsdamuanumipslalituusaz . manmar AnvfiedSawiaudintnaty 2-3 Sull
lafudaduuaf lemn “Anut: siadadul

annindnnudayaainsisiarulsvasafuiadunsydudui 3 16

@b Wisuseanisouayailduudy Wasnndainsiaiadunnias

zdvflmsNuusRIININA MOPH IC B2Y §S.” uwW.§sINEM

Segmentation Result:

[ &S, wuauénminw‘\ﬂmasnm 'l\] i nvu.uazlh i nseumin’,
Jwia’, d letay’, maiuw 4 a.a. un.Tama msdndumed’,
aiuﬁnmmuqni'a nmﬁﬁan'\ﬁamiﬂnu‘lvlmamauuhwa 1.5 dwlea’, ‘91 Sullddunvauiasollio
.y Ay : 3 Viduyaansmensuwbuasas oAU,
“Taudsraudy . ﬂm!uﬁ m Ay uay . haenaal’, dflawwiouAiadldian’,
*dludodonindszaudu . luhuama ', Cdu uw. sy Siamdng maﬂﬁnnf:\mammwnu (as.)",
'Iu;wu:ﬂf:r\uam:vh.r\\m‘1uuhns—.inn'\sms’b&u%n1ﬁa'ﬂu‘lvlmas nani Wwudduinsnsrasiaduaty’,
‘aaiiud mv. uardtuamaarlafuiadunau’, Vol vinlsmaaldfuinduasunnionia’,
‘wlagelansyiudy 3 Diduyasinsmon suguaumh @ i’
*ilavsiuardalinnu 5o% vavyaminsildaviianuarumiatalilunday .
‘eninsfinsdnddandaufininlsanaly 2-3°, Suﬁ % uuﬂuﬁ'luuﬂ'lnéuimluumﬁiannu'lmnu
‘At yansiaiadulvizad
‘ennsadnnodayaainsitfiarmlseaodiuiadunsy uumuﬂ 314",
*dnlnunih lWAsnnsoanasautayatldudu, man'\mﬁaﬁmsiaiaimwn(an',
*aydaofinsnuounaiaN?d MOPH IC w2y ®S.”', 'um.gsInam’]

Figure A4. Segmentation example four
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41 Input Paragraph:

wwwwnd waulsil whi duilmmnginndulmdanavacaniss usaonuinan menevasiaia-19
Tudstnamdomdganunsaifunhianahuaias
\flasrninudaadihismuiugiaaaeduaidauias uw. whi
dodrsosnumishinemaumsurmduaosisungud 13 lueu
wazdannunsaniutsagduwivaisadaauondaniss aamsuinenshidunisallununts This week
\mﬂmu‘vmmu ABC Tuiuaifiadn “wnatwanmhiuas” uas i
wauinnumasduauidellsfuiaduiaia-19 dovinliswdsy doonddu
“anuiiubauaraumnminnnu’wdidandihoiaia- 19 nulmivivfuatrenadhluhy it
rmandfureduidebilduiadusaniui Mdsiasanand¥umsioud
wsidsvnudmivudedromauaniy wanavhifuiadudiaty
Tidmmhddumsurmdionasanihisssannuilafau Tumsduneniagn un.wvhi ssuin

msuidunsiadaduarie “Unil namsthuwl Uit

FndehilafunisininduAani Nifnsunsnsyuadhin” age anist
T\U\ﬂ\lbﬂARHNL\GKNOI\WT\U"HVM'}'\ 70,000 Au ‘U\Ilﬂ\«”ﬂilvﬂllﬂl:ﬂ'\“'}lNDlnDU 60,000 swsaiulum 6
alanvinawing uvinlia wawiug

Taummadvih lisnnuddadaviufuatonniuda nsuwinsnuuaadial¥ssniudiaam
Winswuaiousntuduan

Segmentation Result:

[ wowwnd waulsi whil didmngiuinduisadanazaanist uansauANa N nssanauasiain-19
Tudsanaidumdyanumsaifiunhiausrdusada ',
*laemndnnugdauiialae duatodaias, "un.wvhi
dodrsodumisfifnmndunsurmduaisisnntud 12 lueu
wazaMnuMsEn U isaniwina: isadaudouomaamis nens: winmshigunenilununis This week
\mnmﬁinmuu ABC wiuawiadi “wnatwanarnuas”’, ‘uasiin

WAUTIIUNA mumnuwma'lu'lmmmu‘ia’!a 19', “dovilviandsd davnddy
“anuiivhauaranumninnnu’wivdandibuiaia-19
ﬁu1umﬂuﬂuauwﬂmiﬂww‘luﬁMmH’ﬁmum', "imandiunesuidabilasuiadusaniun
MAmMTanauiiumsiouat’, uddsranyuSamiusudidromauasn’, tlaaslufuiadusaly’,
"luwn'm\hﬂmumsunw.i\’immu::ndws’awammm'(nﬁmn' “lumsduniealagn un.wvhi', ‘sauin,

‘msuhfunsieiaduarioe “dnil nansil U inssionsndudia ',

‘wuAEAd LilaFumsinind ) nuuashis” agn anigt
huu'\ummuumamahmnu’iuﬁmw 70,000 AU m«ﬂunwi\ﬁuﬂunnmmmﬁnu 60,000 Muaaiuluin 6
dlaninaungsy fuvin'lia wawug®,

“Taummaivibisouddadainduatenaiuda maminrauzaadabinmoiugiaam
Ainmuafousntuduse’ ]

Figure A5. Segmentation example five
Appendix B

Here we provide the English translation for the examples/captions we used in the paper. The translations were chosen
to be as literal as possible to preserve the structure of the Thai sentence(s).

B.1 Translation for Figures 1 and 2

"The Hubble Space Telescope is a space telescope that was launched into low Earth orbit in 1990 by the Discovery
Space Shuttle. The Hubble telescope is named after astronomer Edwin Hubble. It was not the first space telescope, but is one of
the most important scientific instruments in the history of Astronomy that had led to many discoveries. The Hubble Space
Telescope is a cooperation between NASA and the European Space Agency. It is one of NASA's Great Observatories, along with
the Compton Gamma Ray Observatory, the Chandra X-ray Observatory, and the Spitzer Space Telescope.”

In Figure 1, the yellow part is "The Hubble Space Telescope™ in the beginning of the paragraph. In Figure 2, the yellow
part is "The Hubble Space Telescope is a space telescope that was launched into low Earth orbit in 1990 by the Discovery Space
Shuttle. The Hubble telescope is named after astronomer Edwin Hubble."

Note that this translation is different from the English Wikipedia of the same article.

B.2 Translation for Figure 3

On the left panel, sequence A is "On" and sequence B is "this pass January 15",
On the right panel, sequence A is "...causing the price to have gone up." and sequence B is "Investors should study the

information....".
B.3 Translation for Figure 5

"Tokyo was honored to host the Olympic Games on September 7, 2013 at the 123rd session of the International
Olympic Committee in Buenos Aires. Argentina This is the third time Tokyo has been granted the right to host the Olympics. For
the first time in 1940 it was granted the right to host the first Asian Summer Olympics. and Sapporo for the Winter Olympics.
But has withdrawn from the competition due to the war between China and Japan. This time, Tokyo is the fifth city (and the first
city in Asia) to host more than one Summer Olympics. Tokyo has also been honored to host the 2020 Summer Paralympic
Games for athletes with disabilities."



