
CHAPTER III

P R O P O S E D  F R A M E W O R K

This chapter contains two parts. The first part explains the preliminary 

study concerning user behavior analysis, exploring different usage behaviors for each 

server service, and demonstrating workload distribution. The second part focuses on 

consumption of hardware resources to propose an appropriate number of CPUs and 

memory units allocation for the system.

3.1 User Behavior Analysis

User behavior is applied with a visual data mining technique in two 

scenarios: user behaviors in accessing the server and user behaviors on the required 

data size from servers. The association rule is employed to predict user behavior for 

each type of workload service and time.

เท the first step, data from proxy servers and web servers are 

collected. Figure 3.1 shows sample proxy server data. Figure 3.2 shows sample web 

server data. Typically, these access log files contain millions of records. Each record 

refers to a visit by a user to a certain web page served by the web and proxy 

servers. Data set to be used in this study were collected over two month periods, 

i.e., the log file run from 00:00:00 November 1 to 23:59:59 December 30 [38],

192.168.1.9 - - [07 Nov 2008:04:32:56 -0700] "GET
http:v89.202.157.137/e3et eval’update.verHiTP.'l. 1 " 200 595
TCP CLIENT r e fr e sh ” NESS DIRECT
192.f68 1.241 - - [0 7  'No v'2 oos .04:3 7-3 4 -0700] "POST
hrtpTiml ,orbitdov\Tiloader.com.'orbitTepon_statu5.plip HTTP/1.0"200 247 TCP MISSiDIRECT
192.168.1.I l l  - - [07 No w‘2  oos : 0Î : 14:3 6 -0700] "GET

Figure 3.1: Example log file from proxy server
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66.249.71-3ร - - [30/Kov.‘2oos:0S:01:26 -0800] "GET 'Search.php 
HTTP ‘1 1” 200 18676 "MoziUaO.0 (compatible;
Gooalebot/2.1; +http:'Vw\vw.soogle.com'bot html}"
66.249.71.36 - - î30-Kov 2cog OS. 12:12 -0800] "GET /articles php
HTTP/1.1" 200 1S736 "MoziilaO.O (compatible;
Googlebot'2.1; +http:7\\avw.google.com,bot html}"
66.249.71.37 - - [30/Kov,'2oos:0S 53:31 -080*0] "GET .•tobots.txt 
HTTP/l.r 404 327 "Mozüla'5.0 (compatible; Googlebot'2.1; 
+http:,'7www.gaogle.comibot.html)"

Figure 3.2: Example log file from web server

The original format of data in server’s log files were unsuitable for 

mining purpose. For this reason, a preprocessing step had to performed before the 

start of pattern discovery phase.

เท the preprocessing step, data are selected to be used in the 

analysis and elimination of unwanted parts. After the preprocessing step, the 

information from server log will participates in the following calculations:

1) The number of user accesses in proxy servers and web servers 

are counted to determine the frequencies of days of the week and associate time, 

and

2) data size in proxy servers and web servers are calculated for

each time period.

Table 3.1: Examples of user access to the proxy at 10:00 AM

date day access

ฯ อา/N ov/2008 ร aturday 4436

2 02/N ov/2008 ร unday 531

3 03/NOV/2008 M onday 1 1 338

4 04/N ov/2008 T uesday 1 6034

5 05/NOV/2008 'พ ’ ednesday 1 7428

6 06/N ov/2008 T hur sday 54751

7 07/N ov/2008 Friday 24251

B 08/Nov/2008 ร aturday 4485

3 03/N ov/2008 ร unday 255

1 ๐ 1O/Nov/2008 M onday 20334

1 ๆ 1 ๆ/Nov/2008 T uesday 35837

1 2 12/Nov/2008 พ ednesday 2786

1 3 1 3/Nov/2008 T hursday 1132

1 4  ๆ4/N ov/2008 Friday 1 3361

1 5 15/Nov/2008 ร aturday 2263

1 6 16/Nov/2008 ร unday 5674

ไ 7 17/N ov/2008 M onday 1 0832

ฯ 8  ๆ8/N ov/2008 T uesday 1 3066

ฯ 3 13/Nov/2008 พ ednesday 1 31 54

20 20/N ov/2008 T hursday 1 261 O

21 21 /N ov/2008 Friday 30621
22 22/Nov/2008 ร aturday 841 5

23 23/N ov/2008 ร unday 6280
24 24/N ov/2008 M onday 23763
25 25/Nov/2008 T uesday 36077
26 26/N ov/2008 Wednesday 21 785
27 27/N ov/2008 T hursday 25441

28 28/Nov/2008 F riday 1 3602
23 23/N ov/2008 ร aturday 5763
30 30/N ov/2008 ร unday 7451

http://www.gaogle.comibot.html
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Table 3.2 : Examples of data size in the proxy at 10:00 AM
date 1 day datasse

ๆ ๐า 2NOV/2008 ร aturday 3๐35๐855

2 02/N  OV/2008 ร unday 1418842

3 03/N  OV/2008 Monday ไ 25886186

4 04/N O V/2008 T uesday 122๐58844

5 05/N  OV/2008 W ednesday า 48523626

6 OG/N OV22008 T hui sday 4153568๐1

2 07/N  o v /2008 Pried ay 4๐3๐224๐3

8 08/N  o v /2008 ร aturday 2๐685๐33

8 09/N  OV/2008 ร unday 3842822

ฯ ๐ า 0/NOV/2008 N4 onday 2๐588๐833

1 า 1 า /N o v /2 0 0 8 T uesday 444626852

1 2 1 2 /N o v /’2008 W ednesday 45661 1 53

1 3 1 3/NOV/2008 T hursday 14822422

ฯ 4 1 4 /N  ๐V /2008 Fried ay 22686๐334

 ๆ5 1 5/NOV/2008 ร aturday 18๐366๐2

า 6 า 6 /N  OV/2008 ร unday 682๐6282

า 2 า 7/NOV/2008 Monday 1๐3866488

1 8 1 8/‘N OV/2008 T uesday 214861431

ฯ 8 1 9 /N  OV/2008 \a2 ednesd aj,' 158531 1 24

2๐ 20/N  O>๙22๐๐8 T hursday 1๐4668828

21 2  ๆ/N  OV/2008 Frieday 323825535

22 22/N  OV/2008 ร aturday 422๐8838

23 23/N O V/2008 ร unday 3๐223521

24 24/N O V/2008 M onday 268282๐83

25 25/N O V/2008 T uesday 32146๐336

26 2G/N o v /2008 พ ednesday 211526158

27 27VN O>๙22๐๐8 T hursday 164382886

28 28/NOV22008 Fried-ay 232245432

28 29/N  ov/2008 ร a t «_J r cd ay 4864๐246

3๐ 30/NOV/2008 ร unday 625๐1883

Table 3.1 shows the examples of user access to proxy server 

during 01 Nov -  30 Nov at 10:00A.M. Table 3.2 shows the examples of data size (in 

byte) required by users in the proxy server for the same period. Both period of day, 

time, and data size required by the users in proxy and web servers were calculated. 

The average number of user accesses in the proxy server and web server for each 

period of day and time were plot accordingly.

User Access Proxy(Day)
12000 }------------------------------------------------------o-

monday tuesday Wednesday thursday friday Saturday Sunday

Figure 3.3 : User access for the proxy in each day.
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Figure 3.4 : User access for the proxy in each hour.

Figure 3.3 shows user access behavior for the proxy server in each 

day. The accesses are lower on weekends than weekdays. เท particular, Tuesday 

seems to have the highest access. Figure 3.4 shows user access behavior of the proxy 

server. It can be seen that during 07.00 to 16.00, user accesses are more frequent 

than other times and during 11.00 -  12.00 has the highest level of user access in 

proxy server.

User Access Web Server (Day)

Figure 3.5 ; User access for the web server in each day.

Figure 3.5 shows user access behavior for the web server in each 

day. The accesses are the lowest on Saturday than the rest of the week. Note that 

Monday has the highest access.
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User Access Web Server (Hour)
B User Access Web Server (Hour)

Figure 3.6 : User access for the web server in each hour.

Figure 3.6 shows user access behavior for the web server. It can be 

seen that during 08.00 to 16.00, user accesses are less frequent than other times. 

Flowever, according to the graph in Figure 3.7, the access is peak at 19.00.

60000000

Figure 3.7 : Workload for the proxy server.

1IODOOOO ~*— Manna*

Figure 3.8 : Workload for the web server.
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เท Figures 3.7 and 3.8, days of the week and time are plotted 

against the data sizes requested by the users to proxy and web servers, respectively. 

From Fig. 3.7, it can be seen that during the period 07.00 to 16.00, user data 

requirements are more frequent than other time for each day of the week. 

Nevertheless, the requirements are lower on weekend. Tuesday seems to have the 

highest data size requested during 07.00-16.00. เท Fig. 3.8, the requirements during

10.00 to 16.00 are less than other time, but after 16.00, more data are requested. It 

can be seen that the data requirements peak on Thursday during 17.00 to 19.00.

Based on the above data, association rules for predicting user 

behaviors in each server is applied [39].

From preprocessing step, the number of user accesses in proxy 

servers and web servers and, the frequencies of both the day of the week and the 

time are computed according to step (1) and (2) given earlier. Then, levels of access 

are categorized into 5 levels, namely ‘ 1’ for low level; ‘2’ for medium low level; ‘3’ 

for medium level; ‘4’ for medium high level; and ‘5 ’ for high level. Flere, the levels 

of access are assumed to be uniformly distributed.

3.1.1 Association Model for Analyzing User Behavior

The relationship in the form of the left-hand side to the right- 

hand side (LHS — > RHS) is applied for extracting rules. The extracted rules for LHS 

are based on daily 1-hour period.

Let Dl, D2, ..., D7 be days of week and T1J2, ...,T24 be times of 

the day. Flowever, the RHS is restricted as follows. Let LI, L2, L3, L4, L5 be the levels 

of user access for the RHS that can be predicted based on the term on the LHS. 

Therefore, a rule (D/, Tj ) — > Lk is created, where Lk occurs most frequently in the 

rows.

For each rule of the form LHS — > RHS, define the supp and

conf as follows:

c o n f  ( L H S , R H S  ) = c o u n t { L H S , R H S ) 
c o u n t  { !.1  IS  )

(3.1)

r  1 ,,, 1 1 c o u n t\d a y ,tim e  and level) ,0
Such as co n f {day,time — » level) = -------- *------— —— r-------- ‘ (3.2)cou n tyday , tim e)

/ S h -

.ลฃทะเบยน.....2 J .L Ç .............. .

^เดือนปี— liULiLÆiû___
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sup( L H S ,  R H S )  = c o u n t j L H S , R H S  ) 
c o u n t ( A l l ) (3.3)

1 1 „ _ .. , ,>1 count(day,time and level) /o /INsup{ d a y , time-y level) supfaay, time -> level) = ------— -—  ---------- ^
c o im t(A II)

Table 3.3 shows examples of rules for predicting the access 

levels on Monday and Tuesday at 10:00 AM. Confidence and support value are used 

for rule selections. Because plenty of rules are generated, some rule selections 

criteria are established:

1) Select the rule with maximum confidence.

2) Select the rule with maximum support if confidence value is equal.

3) Select the rule that happens first when confidence and support values are

equal.

Table 3.3 : Examples of rules for prediction

rule Conf

(%)

Sup

(%)

Monday 1 10:00 AM — > Low 50 0.28

Monday , 10:00 AM — > Medium Low 25 0.14

Monday , 10:00 AM — > Low 50 0.28

Monday 1 10:00 AM — > Medium 25 0.14

Tuesday , 10:00 AM — > Medium Low 25 0.14

Tuesday, 10:00 AM — > Medium 50 0.28

Tuesday, 10:00 AM — > Low 25 0.14

Tuesday, 10:00 AM — >■ Medium 50 0.28

From Table 3.3, some prediction rules include level of user 

access from the proxy server on Monday at 10:00 AM is “ Low” , while level of user 

access on Tuesday at 10:00 AM is “ Medium.”
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Table 3.4 : Prediction model of proxy server

No. rule Conf (%) Sup (%)

1 Monday ,12:00 AM — > Low 100 0.56

2 Monday ,01:00 AM — > Low 100 0.56

10 Monday ,09:00 AM — > Medium Low 75 0.42

11 Monday ,10:00 AM — > Low 50 0.28

12 Monday ,11:00 AM — > Medium Low 100 0.56

13 Monday ,12:00 PM — > Medium Low 100 0.56

14 Monday ,13:00 PM — > Low 100 0.56

15 Monday ,14:00 PM — > Medium Low 50 0.28

16 Monday ,15:00 PM — > Medium Low 50 0.28

168 Sunday ,23:00 PM — > Low 100 0.69

Table 3.4 shows total association prediction model for proxy server 

with confidence and support values.

3.1.2 Correlation between User Access and Workload

It is interesting to know how much the two variables, user access 

and their data size requirements in the server, are correlated. A simple linear 

correlation is employed for the explorations.

Let “x ” be defined as the number of user accesses (independent 

variable) and "y ” as data size requirements (dependent variable). A simple linear 

correlation equation is in the form y  = a + bx, where a, b are calculated from the 

following equations:

b = n zp = i*tyt-£P = i*tip = iyt
n i r =1( ฬ 2 น * / ) 2

(3.5)

a  =  ÿ  — b x (3.6)
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when X  and y  are the average value of X  and y, respectively.

The correlation coefficient measures the strength and direction of 

the linear relation between two variables. The correlation coefficient can be 

computed by the following formula:

1)   ______________ ท [ £ ”= 1  f e y j ) ]  -  ร 1. !  £ E = 1  y.-_______________  ( 3  7 )

=  V " s r . i f e ) 2 -  ( £ " . i * i ) 2 -  ( £ ? = 1 ๗ 2=

R2 (coefficient of determination) denotes the strength of the linear 

association between X and y. เท other words, it represents the percentage of data 

that are the closet to the line of best fit. For example, R2 =0.986 means that 98.6 % 

of the total variation in Y can be explained by the linear relation between X  and y. 

The coefficients (o,b) and R2 of the relationship between user access and data size 

for each day of the week can be displayed as in Table 3.5.

Table 3.5: The coefficients of the correlations between user access and data size for 

each day of the week

Day a b R2

Monday -554.008 11.576 0.986

Tuesday 319.220 12.065 0.973

Wednesday -2163.298 12.360 0.978

Thursday 5193.521 9.269 0.909

Friday -5318.320 12.832 0.970

Saturday 4544.345 9.573 0.738

Sunday 2534.031 8.933 0.647

From Table 3.5, the values of R2 range from 64.7% to 98.6%. For 5 

days of the week, R2 values are higher than 90%. This implies that the regression line 

represents the data very well. เท other words, the linear relation is a good 

representation of the relationship between the number of user access and data size 

requirements.
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3.1.3 Workload Distribution

เก managing heterogeneous workloads in virtualized systems, it is 

necessary to know the distribution of the workload for every server service. เก this 

research, data logs were collected from two servers to find the distribution. First, 

data size was descendingly sorted and plotted. Figures 3.9 and 3.10 show the data 

size required by users in the proxy server and the web server. The y-axis of both 

graphs denotes user-required data sizes, whereas the x-axis represents the frequency 

of the required data sizes. เท the proxy server, there are a number of data sizes over

200,000 byte (200KB), but most of the sizes required by users are less than 200,000 

bytes (200KB). For the web server, there are a number of dat sizes over 50,000 bytes 

(50KB), but most of the sizes required by users are less than 50,000 bytes (50KB).

da ta size( Proxy Server)
2000000 -ๆ--------------------------------------------------------------------------------------------

1SOOOOO 
1600000 
1400000 
1200000 
1000000 

800000 
600000 
400000 
2 0 0 0 0 0  

0
r-̂ ro Cl lO r—1 ro cr> L O <—1r>- ro cr> LO —-4 r-" no CT» LO ro cr» LO
LJO T—1นว rsj COro cr. CT o นว r-H O'V OJ COcr cr> L O O LO r\j ro CO cr«—1m cr CO CTi o n\j cr LO r-N. 0๐ o ร—1no cr LO CO CT. r—1 r s j cr LO o-

• 1«—11 * T— ' •— 1c-i r-Nj r-Nj r\j r-\j r-\j r'Nj rsj m ro ro ro ro

Figure 3.9: Data size (sorted by descending size) in Proxy server over 24 hour period.
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datasize(W eb server)

Figure 3.10: Data size (sorted by descending size) in Web server over 24 hour period.

There are two parameters in Pareto distribution: ร  and xm as shown in 

Formula (2.6) and (2.8) that are used to estimate the values of the cumulative distribution 

function in Formula (2.3).

Figure 3.11 shows the data sizes in proxy server over a 24 hour period 

(cumulative percent) and Figure 3.12 shows the Pareto distributive function generated 

using the above Pareto distribution equations on the real data. It can be seen that both 

graphs from Figures 3.11 and 3.12 are similar.

Figure 3.11: Data size in proxy server over a 24 hour period (cumulative percentage).
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Figure 3.12: Pareto distribution from proxy server over a 24 hour period (cumulative 

percentage).

Figure 3.13: Data size in web server over a 24 hour period (cumulative percentage).

Figure 3.13 shows the data size in the web server over a 24 hour 

period (cumulative percent) and Figure 3.14 shows Pareto distributive function 

generated using the aforementioned Pareto distribution equations on the real data. It 

can be seen that both graphs from Figures 3.13 and 3.14 are similar. The concept of 

server virtualization is to utilize existing resources, as well as the management of 

heterogeneous workload performance. Plowever, designing schedules to manage 

different types of workloads in the system, one needs to know the pattern of 

workload distribution of the system. เท fact, the pattern of data size distribution in
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the web, including data requested by users, data transmitted through the network, 

and data stored on servers exhibit a heavy tails distribution [40],

Figure 3.14 Pareto distribution from web server over a 24 hour period (cumulative 

percentage).

This section of the experiment shows file sizes requested by users in 

both proxy server and web server and also describe the Pareto distribution. Moreover, 

improving management workload come into the virtualized system. Understanding user 

behaviors may help better performance of heterogeneous workload management.

3.2 Consumption o f Ptardware Resources Analysis

The objective of this step is to explore consumption of hardware 

resources and to propose an appropriate numbers of CPUs and memory units to be 

allocated for the system. This will be carried out through simulation runs.

3.2.1 Simulation for Resource Analysis and Prediction

เท this section, server virtualization simulation was set for analyzing 

CPU and memory behavior. This simulation using the same data log file as multi­

clients user behavior simulation to send request to servers.
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Figure 3.15: Program VirtualBox for simulation server.

Simulation of servers used VirtualBox running on Windows XP as the 

host operating system as shown in Figure 3.15. Then, two servers, proxy and web 

server were running on Ubuntu operating systems as shown in Figure3.16. On the 

client side, the program written in Microsoft Visual c Sharp would simulate multi­

clients to request services from the two servers. System resources on the server were 

monitored, in particular, CPU and memory usage during various periods of time were 

collected.
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Figure 3.16: Set-up server virtualization.

The simulation result shows that consumption of hardware resources 

is different by type of servers and the periods of time. เท Figures 3.17 and 3.18, the 

CPU and memory consumption in the proxy server barely change during monitor 

periods.

CPU Used(%) — cpuuscd(%)
5.00% ' '  -■ —
4.00% • -----  --------------------- -----  "----- ------ "----------- -----
3.00%-----------------------------------------------------------------------------------------

I 2.00% ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

1.00% -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

0.00% -T—T -  ----------------- ----------T--T-T---------
8 8 8 8 8 8 8 8 8 8 8 8 8 g g g g g g g g g g 8 8 8 8 8

Figure 3.17 : CPU consumption in the proxy
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49.55%
49.53%
49.51%
49.49%
49.47%
49.45%

Mem Used(%) -Mem Uscd(%)

8 8 8 8 8 8 8 8 8 8 8 8 8 0 0 0 0 = 0 0 ๐ ๐ 0 0๐ ๐ 9 ๐ ๐ ๐ ๐ 0 ๐ 0 8 8 8 8 8

Figure 3.18: Memory consumption in the proxy

Figures 3.19 and 3.20 imply that resource consumption in the web 

server varies during different periods of time. เท addition, the patterns of these two 

graphs demonstrate seasonal variations.

CPU Used (%) — cpuused(%)

I 5.00%

Figure 3.19: CPU consumption in the web server

49.๓%

48.00%
47.00%

46.00%

44.00% — ---------- ---------  .— . ----------------------- --------—  .— . — — 1
8 8 8 8 8 8 8 8 8 o 8 8 8 8 8 8 8 8 o 8 8 8 8 8 8 8 8 8 8 3 8 8 8

Figure 3.20: Memory consumption in the web server
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However, the simulation has a lot of limitations such as the continuity 

for 24 hours period in the experiment, internet connection, and other factors that 

can affect CPU and memory usage. Their usage behavior on different servers and 

how to implement will be described in the next section.

3.2.2 Algorithm for Resources Prediction and Allocation

เท this section, real behavior CPU and memory usage on 3 servers 

from Suan Sunandha Rajabhat University were used in the analysis. The experiment 

was conducted as above section. However, actual data from servers and boundary 

allocation policy were set-up. The algorithm consists of two steps. The first step 

predicts the amount of requested resources by applying double exponential 

smoothing method. เท fact, it is rather difficult to make a precise prediction. เท case 

of imprecision, some processed tasks may be interrupted due to insufficient 

resources, thereby response time is prolonged. This degrades user satisfaction 

although utilization may be maximum. The second step adjusts the predicted 

amount of resources to compromise utilization and system response time. The 

prediction is performed one hour in advance. The following variables are used in the 

algorithm. For any hour /, let

Cjk : be the percentage of CPU usage at the J h minute time and k th second time 

interval.

ท า j k : be the percentage of memory usage at the j th minute time and k th second

time interval.

ร ! :pu> : be the overall smoothing value at the f h hour. This has the same meaning

as ร , in Section 3.2.2. The superscript ( c p u )  denotes that this overall 

smoothing value is for CPU.

b/' p ; : be the trend smoothing value at the f h hour. This has the same meaning

as bf in Section 3.2.2. The superscript ( c p u )  denotes that this trend 

smoothing value is for CPU.

ร ! mem> ; be the overall smoothing value at the i th hour. This has the same meaning

as ร, in Section 3.2.2. The superscript ( m e m )  denotes that this overall 

smoothing value is for memory.

b / e 1 : be the trend smoothing value at the ( h hour. This has the same meaning

as bf in Section 3.2.2. The superscript ( m e m )  denotes that this trend 

smoothing value is for memory.
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7ทิ( : mean allocated memory units within the / h hour.

Cj : mean allocated CPU units within the i th hour.

m : predicted amount of requested memory units in the next ( i + l f  hour.

c  : predicted amount of requested CPU units in the next ( i + l ) th hour.

น : compromising factor of utilization versus user satisfactions, 1 <  น  <  100.

Double exponential smoothing is used in the prediction process 

because the prediction error of this method is less than that of the simple 

exponential smoothing. Details of how to predict CPU and memory requests are 

given in Algorithm 1.

Table 3.5. Algorithm for resource allocation and prediction

Algorithm 1 Predicting and allocating resources

Input : The resources usage in every k  period c jk  and m jk .

Output : Resources allocated for next hour fn(, c, 

stepl: Let T  = 360.

Step2: for 1 <  / <  24 do

Step3: Let q  = i  ( 1 ^  Z L r  c.fc)

Step4: end for

Step5: for 1 <  / <  24 do

Step6: Let m É = i  1 Zfc= 1 r r i j ' k )

Step7: end for

Step8: Compute C(+1 by double exponential smoothing method as follows.

f i «  = «  c, + ( 1 - « ) ( ร , +  เ ร “>) + r t 4 epu) -  ร/ T ’) + (1 -

Step9: Compute f n i+1 by double exponential smoothing method as follows.

mi+1 =oc m4 + ( l - o c ) ( 5 ^ em) + èi T m)) + v(4mem) -  ^ T m)) + (1 -  y)b^em)



32

StepIO: Adjust the prediction c i+ 1  and ไ ท i+1 by

100 _
Ù+1 = G+1

100 _
mi+1 ==— —  mi+1

3.2.3 Problem Scenario

The problem scenario is described as follows. A server is defined as a 

collection of homogeneous CPUs and memory units. A user submits a task consisting 

of a set of processes to the server. Some appropriate numbers of CPUs and memory 

units are allocated to execute these processes. However, any CPUs and memory 

units not allocated any processes are idle. If the received task requires more 

computing, resources, the server will turn on some idle CPUs and memory units to 

serve the request.

This research focuses on three related essential issues. The first issue 

concerns the estimation of number of requested CPUs and size of memory in the 

next hour. The second issue focuses on resource allocation in advance so that the 

amount of allocated resources is always larger than the requested resources within a 

defined constant value. The last issue pertains to the relation between maximum 

resource utilization and user satisfaction in terms of response time. As previously 

mentioned, the researches considered only how to improve the performance of the 

system but totally omitted the user satisfactory aspect. เท this research, the term 

u t i l i z a t i o n  refers to the state of system with no idle components at any time. 

Generally, system utilization and user satisfaction are controversial. To make a user 

satisfy with response time, more resources must be allocated. But more resources 

imply that some resources may not be fully used throughout the period of time and 

the energy consumption obviously increases. The problem scenario studied in this 

research can be formulated as follows.

Let I s  j  <60 and 1 < k  ร 6 be the minute index in one hour and 

the time interval index of 10 seconds within one minute, respectively. Since there 

are 60 minutes in one hour, the value of j  is between 1 and 60. For each minute,
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there are six equal 10-second time intervals. Thus, the value of k  is between 1 to 6. 

At any hour, define the following variables.

C jk : percentage of CPU usage at the k th time interval of the J h minute. The CPU 

time is measured in clock ticks or seconds. This percentage is measured by 

the ratio of number of deployed CPUs and total number of available CPUs in 

the server. Suppose a server has 10 CPUs and only 6 CPUs are executing the 

received tasks at the k th time interval of the j th minute. The other CPUs are 

idle. Hence the value of Cjk is 60%.

m j k  : percentage of memory usage at the j th minute and the k th second interval. 

The percentage is measured by the ratio between the actual amount of 

memory units used and the total available memory units, 

c : the predicted amount of requested CPU units in the next ( i + l ) th hour,

m : the predicted amount of requested memory units in the next ( i + l ) th hour.
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