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Abstract 

Facial expressions play an important role in non-verbal communication processes to identify people and 

recognize emotions.  This article proposes a deep convolution neural network (CNN) for recognizing seven basic 

emotional states (anger, disgust, fear, happiness, neutral, sadness, and surprise) and presents results comparing the 

accuracy of the proposed and existing methods.  A support vector machine (SVM) was used in the convolutional layer to 

classify the input images.  Then a rectified linear unit (ReLU) was introduced to train the inputs more easily and to 

improve performance.  To reduce the tendency of overfitting, global average pooling was employed, and the rescaled 

hinge loss function was introduced to decrease noise in the classification system.  Finally, to reduce the memory and time 

requirements, Nestorov-accelerated adaptive moment estimation was introduced.  When implemented with different data 

sets, the proposed method demonstrated increased recognition accuracy compared to existing methods.  The recognition 

accuracy of the proposed method improved significantly to 78.76% and 82.58%, respectively, for the Radbound Faces 

Database (RaFD) and the Karolinska Directed Emotional Faces (KDEF) database and BU-3DFE data sets while the 

overall average accuracy was 62.3% for randomly downloaded images from the Internet. 
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1.  Introduction 

With the demand for secure access and 

human-computer communication, efforts to 

improve and refine biometric technologies have 

drawn increasing interest.  While fingerprint 

identification remains the predominant method in 

everyday security applications, other biometric 

technologies, such as iris scans and voice 

recognition, are being adopted for regular real-

world applications.  However, all these 

identification techniques require the cooperation of 

the identified person (Rahulamathavan, Phan, 

Chambers, & Parish, 2013; Watson, 2012).  

Human facial identification, also termed 

facial recognition, is a technique that does not 

require the cooperation of an individual.  They need 

not to involve the targeted individual facilitates law 

enforcement agencies’ rapid identification of 

suspects in criminal cases.  Facial recognition is not, 

however, restricted to law enforcement 

applications.  Rather, it has been applied in various 

fields to restrict known problem makers’ access to 

large public gatherings, such as sporting events.  

Despite its widespread use, however, proper facial 

recognition implementation requires additional 

efforts to address issues, including variations in 
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poses, occlusion, illumination, and expressions 

(Naveen & Sivakumar, 2021a).  

Facial expressions are important ways for 

people to express emotions and intentions in non-

verbal communication (Bonaccio, O’Reilly, 

O’Sullivan, & Chiocchio, 2016).  Facial 

expressions thus offer a rich source of information 

in day-to-day life.  Research on automatic facial 

expression analysis has made significant 

achievements in past two decades (Pantic & 

Rothkrantz, 2000; Zeng, Pantic, Roisman, & 

Huang, 2009; Zhang et al., 2016).  The enhanced 

performance of facial expression technology has 

also relied on developments in artificial 

intelligence, cognitive science, and neuroscience. 

The aim of any facial expression analysis 

is to establish a system that can automatically 

classify various expressions.  The basic facial 

expressions are anger, disgust, fear, happiness, 

neutral, sadness and surprise surprise (Mao, Rao, 

Yu, & Dong, 2017).  The aim of our proposed 

system is to classify these seven-basic expressions. 

Recently, visual recognition functions 

have exhibited significant improvements due to the 

development of deep learning.  In fact, performance 

features, such as robustness, generalization, 

scalability, and a universal learning approach, make 

deep learning the most successful method.  The 

convolution neural network (CNN) is a type of deep 

learning that automatically identifies the relevant 

facial features without any human supervision 

(Abbas, Ibrahim, & Jaffar, 2019). 

CNN architecture has several layers.  The 

most important layer is the convolution layer.  In 

this paper, we present a deep CNN capable of 

automatic facial expression recognition.  We 

employ a support vector machine (SVM) for the 

binary classification of input images.  Then we train 

a two-layer ReLU network on linearly separable 

data.  Recognizing that linearly separable data 

increase the power of random noise, we propose a 

simple algorithm to converge the global minima in 

finite number of non-zeros and to discharge local 

minima and saddle points effectively.  Neural 

networks with rectified linear unit (ReLU) 

activation functions have demonstrated great 

success in various fields.  To reduce the offline 

storage of CNN on the parameter level, we 

compressed the first fully connected layer with 

global average pooling.  Compression reduces the 

spatial requirements, and hence, the use of global 

average pooling correspondence between feature 

maps and categories is more native to CNN.  We 

avoid overfitting at this stage since no parameter is 

required to optimize global average pooling.  Next, 

to tackle the imbalanced noisy classification 

problem, we introduce rescaled hinge loss function 

and its properties.  Finally, to enhance both training 

speed and accuracy, we employ Nestorov-

accelerated adaptive moment estimation.  We 

utilise several standard data sets along with some 

randomly selected images downloaded from the 

Internet to compare the facial expression 

recognition accuracy of our proposed method and 

existing methods. 

The rest of the paper is organized as 

follows.  Section 2 outlines the existing research in 

the field.  Section 3 describes the proposed 

methodology while Section 4 presents the 

experimental results.  Finally, in Section 5, we 

discuss avenues for future research and conclude 

the paper. 

 

2.  Related works 

Tang et al. (2019) proposed the kernel 

nearest-farthest subspace (KNFS) classifier for 

facial recognition (Tang, Li, Su, J. et al., 2019).  By 

utilizing the kernel function, KNFS creates sample 

points that are linearly separable and thus maps 

linear inseparable sample points in low-

dimensional kernel space to high-dimensional 

kernel space.  The KNFS technique improves the 

dimensions of the sample points and considers the 

relationship between the sample points.  The 

proposed approach achieved an average recognition 

rate of 99.58% for basic facial expressions, such as 

amaze, anger, neutral, and smiling. 

He et al. (2016) proposed divide-and-

conquer SVMs to enable big data training (He, 

Chen, Ji, Rho, & Kung, 2016).  SVMs are also used 

as classifiers. They grouped the system into two 

broad classifications: local-descriptor classification 

and image classification.  In the experimental 

results, the image classification accuracy reached 

90.5%.  In addition, most of the pixels were 

assigned successfully with exact colors. 

Dubey and Chakraborty (2021) proposed 

that the discriminative capability of deep image 

representation using the trained model can be 

enhanced by the average biased ReLU (AB-ReLU) 

in the last few layers (Dubey & Chakraborty, 2021).  

To introduce non-linearity, ReLU ignores some 

values. AB-ReLU enhances discriminatory 

capability in two ways.  First, it rejects the 
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inappropriate and positive information in ReLU, 

and second, it uses limited discriminative and 

discarded negative information. Employed with 

many  

databases, the proposed method demonstrated 

excellent performance in its experimental results 

(Li et al., 2020). 

Lin, Chen, and Yan (2014) proposed using 

global average pooling to replace the conventional 

fully connected layers in CNN and create one 

feature map for each class of the classification task 

in the last multilayer perceptron convolution layer 

(Lin, Chen, & Yan, 2014; Calvo, & Lundqvist, 

2008).  Irrespective of the fully connected layers 

stacked atop the feature maps, their method takes 

the average value of each feature map and feeds the 

resulting vector directly into the hinge loss function. 

Xu et al. (2017) proposed the rescaled 

hinge loss function (Xu, Cao, Hu, & Principe, 

2017).  This proposed method is monotonic, 

bounded, and non-convex loss.  Utilizing the 

rescaled hinge loss function, which is based on the 

correntropy-induced loss (C-loss) function, the 

authors developed a new robust SVM.  In their 

experimental results, the sparseness property of the 

proposed method exhibited state-of-art 

performance. 

To enhance the performance of the deep 

learning system, Dozat proposed Nesterov 

momentum (Dozat, 2016).  The proposed Nestorov-

accelerated adaptive moment algorithm (Nadam) is 

better than adam. 

Mao et al. (2017) proposed a pose-based 

hierarchal Bayesian (PBHB) model to address 

challenging multi-pose facial expressions (Mao et 

al., 2017).  This method incorporates local 

appearance features and global geometric 

information to learn intermediate facial 

representations before recognizing expressions.  

The proposed method effectively identifies facial 

expressions by sharing a set of features with 

different poses and thus does not require additional 

training and parameter adjustment for each pose 

(Yang, 2002).  In this study, we compared our 

proposed method’s recognition rates with the 

results of the PBHB model (Dhall, Goecke, Lucey, 

& Gedeon, 2011). 

Wang et al. (2018) devised an intelligent 

emotion recognition system to overcome 

deterioration in facial recognition performance due 

to facial image translation.  It utilizes stationary 

wavelet entropy for feature extraction and a feed-

forward single hidden layer as a network classifier 

to increase the method’s robustness by preventing 

the classifier from stagnating at the local optimum 

points.  Employing the powerful Jaya training 

algorithm, the composed network and training 

exhibited better overall performance results than 

state-of-the-art methods (Wang, Phillips, Dong, & 

Zhang, 2018). 

Zhang, Y.-D. et al. (2016) proposed a 

novel facial emotion recognition system with 

biorthogonal wavelet entropy for feature detection 

and fuzzy multiclass SVM.  The performance of the 

devised method showed better performance than the 

state-of-the-art methods (Zhang, Y. D. et al., 2016). 

 

3.  Proposed methodology 

3.1  Convolution layer 

Figure 1 depicts the proposed system.  The 

most significant component in the CNN 

architecture is the convolution layer, which 

comprises a collection of convolution filters called 

kernels.  The kernel method is used to map input 

patterns to a feature area with a dot product and to 

classify the patterns of the feature area using a well-

understood algorithm in which all functions in the 

future space can be expressed by dot products.  The 

aim is to efficiently calculate these internal products 

at the input space using the kernel function (Zhang, 

Zhang, Chao, & Tseng, 2018).  To design a kernel 

classifier, accurate kernels must be chosen with the 

correct feature space (Francis & Raimond, 2021). 

 

3.2  Support vector machines 

This approach is used to minimize the 

norms of the kernel weight (Gu & Wu, 2009).  The 

aim of SVMs is to map the input patterns to a 

particular feature space and to separate the 

transformed data.  Here, (xi,yi
), i ≤1 ≤l are the 

standard training examples, where y
i
 ∈ {-1,1} is the 

label for the input pattern xi ∈ X
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Figure 1  Proposed System Architecture 

 
Patterns are characterized by the 

identification of the function of the form. 

 

f(x)=⟨w,ϕ(x)⟩+b= ∑  l
i=1 αi

*y
i
k(xi,x)+b (1) 

 

The coefficient  𝛼𝑖
∗ defining the kernel 

weight (Burges, 1998) is computed by solving the 

optimization problem and maximizing the dual 

optimization problem as follows:  

 

E[α]= ∑  l
i=1 αi-

1

2
∑  l

i,j=1 y
i
y

j
αiαjk(xi,xj) (2) 

 

3.3  Parametric linear units 

A simple algorithm (Naveen & 

Sivakumar, 2021b) escapes from local minima and 

saddle points to effectively train any two-layer 

ReLU network and achieve global optimization. 

The input-output relationship of a single 

hidden layer with scalar inputs, a single output and 

hidden neurons 𝑘 > 0 is expressed as follows: 

 

x↦f(x):= ∑  k
j=1 vjσ(wj

⊤x)  (3) 

 

The equation above maps the input vector 

𝑥 ∈  ℜ𝑑 to a scalar output by merging k nonlinear 

maps of nonlinear predictable interpretations of 𝑥 

through the ReLU activation σ(z) := max {0, z}.  

To denote positive and negative classes, the output 

f (⋅) can take both positive and negative values and, 

therefore, k ≥2 hidden layers due to the non-

negativity of ReLU outputs.  Here, 𝑣𝑗 is the weight 

of the link from the 𝑗-th hidden neuron to the output 

and wj ∈ Rd heaps the weight of the links 

connecting the input x to the 𝑗-th hidden neuron 

(Zou, Cao, Zhou, & Gu, 2020). 

 

3.4  Global average pooling 

To reduce memory consumption, we must 

compress the weight matrix by replacing the fully 

connected layer using global average pooling 

(GAP).  In the absence of the fully connected layer, 

however, it is difficult to conduct feature transfer 

learning on the trained set (Ni, Moulin, & Yan, 

2015).  To overcome this challenge, we cascaded 

the GAP layer before cascading the fully connected 

layer.  It is, moreover, necessary to adjust the 

weight of the matrix. 

 

Wi,j
' = ∑  

j×fm2

k=(j-1)fm2+1
Wi,k

'
  (4) 

 

Where W'  is the modified weight matrix,  𝑓𝑚 is 

the size of the input feature map, 𝑖 is the index of 

the output neurons and 𝑗 is the index of the input 

feature. 

 

3.5  Rescaled hinge loss function 

The presence of SVMs results in a noisy 

classification system, and this is especially true for 

facial recognition tasks due to the limitless 

measures in their losses.  The effective solution for 

noisy classification in facial recognition is the 

rescaled hinge loss function, which combines the 

hinge loss function and C-loss function (Xu et al., 



NAVEEN & SIVAKUMAR 

JCST Vol. 11 No. 3 Sep.-Dec. 2021, pp. 402-410 

406 

2017).  The rescaled hinge loss is represented as 

follows: 

 

𝑙𝑟ℎ𝑖𝑛𝑔𝑒 (𝑦, 𝑓(𝑥)) = 𝛽[1 − 𝑒𝑥𝑝(−𝜂𝑙ℎ𝑖𝑛𝑔𝑒 (𝑦, 𝑓(𝑥)))] (5) 

 

where 𝜂 =  (2𝜎2)−1 > 0  is the rescaled parameter, 

𝛽 =  [1 − exp (−𝜂)]−1 > 0 is the normalizing 

constant, and 𝑙rhinge (𝑦, 𝑓(𝑥)) has the same 

architecture as the C-loss function.  The C-loss is 

constructed as follows: 

 

lC(y,f(x))=
1

1-exp(-
1

2σ2)
[1-exp (-

(1-yf(x))
2

2σ2
)] (6) 

 

Where, σ >0 is the window width. 

 

3.6  Nestorov-accelerated adaptive moment 

estimation 

Nestorov-accelerated adaptive moment 

estimation can be used to optimize the CNN and 

improve the training speed and accuracy.  The main 

advantage of this estimation is its lower 

computational power and greater efficiency in 

memory.  It is represented as follows: 

 

 θt←θt-1-η
μmt-1

√nt-1+ε
 -η

(1-μ)gt

√vnt-1+(1-v)g
t
2+ε

 (7) 

 

Where, 𝐠𝑡 is current gradient, 𝜂 is portion of the 

gradient, m and n are initialization bias correction 

terms.  Therefore, Nadam is not dependent on g
t
, 

and we obtain mt̅̅ ̅  and 𝜃𝑡  as follows: 

 

mt̅̅ ̅←(1-μ
t
)g

t
+μ

t+1
mt   (8) 

 

θt←θt-1-η
mt̅̅̅̅

√vt+ε
  (9) 

 

Therefore, 𝐦𝑡 is obtained from 

consequent timestep while 𝐠𝑡 is obtained from 

current timestep. 

 

4.  Experimental results 

We evaluated our proposed method and 

the existing approaches to subject-dependent 

experimenting in the following databases.  The 

CMU Multi-PIE face database contains more than 

750,000 images of 337 people recorded in four 

sessions over a five-month period.  Subjects were 

filmed while showing a range of facial expressions 

under 15 vision points and 19 illumination 

conditions (Gross, Matthews, Cohna, Kanade, & 

Baker, 2010; Naveen & Sivakumar,  2021b).  In the 

Static Facial Expression in the Wild (SFEW) data 

set, which contains 698 images of 95 subjects 

extracted from movies, the images are assigned to 

one of seven types of expressions: anger, disgust, 

fear, neutral, happiness, sadness, and surprise.  The 

three-dimensional facial expression, or BU-3DFE, 

database, contains 100 subjects exhibiting 2,500 

facial expressions (Yin, Wei, Sun, Wang, & Rosato, 

2006).  The Radbound Faces Database (RaFD) is a 

collection of images of 67 models (including 

Caucasian men and women, Caucasian children, 

boys and girls and Moroccan Dutch men) showing 

eight emotional expressions (Langner et al., 2010).  

The Karolinska Directed Emotional Faces (KDEF) 

is a collection of 4,900 images of human facial 

expressions.  Finally, we randomly selected 465 

images from the Internet, which included 364 facial 

expressions.  Other than the random images, the 

data set remains the same as those used to test the 

PBHB (Mao et al., 2017), which facilitates our 

comparisons and analyses. 

To estimate our proposed model, we 

compared its performance with state-of-art 

methods, such as VGG-Face (Parkhi, Vedaldi, & 

Zisserman, 2015), Multi-SVM (Hesse, Gehrig, 

Gao, & Ekenel, 2012), sLDA (Lade, 2015; Blei & 

McAuliffe, 2008), DHMM (Ojo & Adeniran, 

2010), and PBHB.  The VGG-Face method shows 

that deep CNN can achieve results comparable to 

the state-of-the-art methods without any added 

feature but with proper training.  Table 1 presents 

the overall recognition accuracies along with the 

standard deviations for each method.  Based on 

those values, the proposed method outperformed 

the existing methods.  Table 2 shows the accuracies 

of the methods in recognizing the seven basic facial 

expressions along with the standard deviations.  

Except for two facial expressions—disgust and 

neutral, the proposed method was more accurate 

than the existing methods.
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Table 1  Overall performance analysis of data set across proposed method and existing methods 

Database Proposed PBHB Multi-SVM  sLDA  DHMM 

 RaFD & 

KDEF 
 78.76 ± 1.96  74.96 ± 2.28  67.84 ± 2.31  59.06 ± 2.96  61.86 ± 2.32 

 BU-3DFE  82.58 ± 2.35  80.47 ± 1.79  74.07 ± 2.01  64.67 ± 2.66  62.72 ± 2.35 

 
Table 2  Recognition accuracy in terms of basic facial expressions across proposed method and existing methods 

  Anger Disgust Fear Happiness Neutral Sadness Surprise 

Multi-SVM 78.56 ± 0.86 63.38 ± 0.74 56.02 ± 1.05 82.14 ± 0.53 46.50 ± 1.08 68.26 ± 0.95 80.04 ± 0.98 

sLDA 72.81 ± 0.62 68.75 ± 0.68 31.00 ± 0.78 70.60 ± 0.33 65.21 ± 1.12 51.01 ± 0.51 53.01 ± 0.89 

DHMM 74.68 ± 0.77 70.27 ± 0.94 34.79 ± 1.71 78.10 ± 0.85 52.01 ± 1.13 63.92 ± 1.23 59.23 ± 1.99 

PBHB 80.41 ± 0.56 82.70 ± 0.65 55.65 ± 0.71 88.25 ± 0.23 65.35 ± 0.91 71.41 ± 0.43 80.65 ± 0.88 

Proposed 82.36 ± 0.84 80.36 ± 1.65 58.73 ± 0.23 89.36 ± 0.84 65.23 ± 0.84 73.26 ± 0.23 82.34 ± 0.33 

 

Table 3 records the performance of the VGG-Face, PBHB, and our proposed method with the SFEW 

data set.  Our method exhibited extremely consistent performance in mean recognition accuracy with different 

facial expressions and surpassed the VGG-face and PBHB methods.  Finally, we compared the proposed 

method’s recognition accuracy with the recognition accuracy of the PBHB, Multi-SVM, sLDA, and DHMM 

methods for the randomly selected images downloaded from the Internet.  The results are available in Table 

4.  The average success rate of the proposed method exceeded those of the other methods, as illustrated in 

Figure 2. 

 

Table 3  Performance on SFEW across VGG-face, PBHB and proposed method 

Methods Disgust Happiness Neutral Surprise Mean 

VGG-Face 63.59 17.24 28.92 56.95 41.68 

PBHB 43.59 43.01 41.67 50.6 44.72 

Proposed 41.36 53.78 44.76 54.26 48.54 

 

Table 4  Performance on random images across proposed method and existing methods 

Parameters Proposed PBHB Multi-SVM SLDA DHMM 

Expression

s 

No. of 

Facial 

Image

s 

Succes

s % 

No. of 

Facial 

Image

s 

Succes

s % 

No. of 

Facial 

Image

s 

Succes

s % 

No. of 

Facial 

Image

s 

Succes

s % 

No. of 

Facial 

Image

s 

Succes

s % 

No. of 

Facial 

Image

s 

Anger 56 50.00 28 51.79 29 44.64 25 37.50 21 33.93 19 

Disgust 55 65.45 36 76.36 42 63.64 35 29.09 16 47.27 26 

Fear 43 58.14 25 39.53 17 32.56 14 27.91 12 32.56 14 

Happines

s 
62 67.74 42 62.90 39 54.84 34 41.94 26 33.87 21 

Neutral 46 63.04 29 47.83 22 45.65 21 39.13 18 47.83 22 

Sadness 52 53.85 28 50.00 26 42.31 22 38.46 20 32.69 17 

Surprise 50 76.00 38 72.00 36 62.00 31 48.00 24 24.00 12 

Average 364 62.03   57.20   49.38   37.43   36.02   
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Figure 2  Performance comparison of proposed method and existing methods for basic facial expressions 

 

5.  Conclusion 

This paper proposed a deep CNN method 

for facial expression recognition.  Several poses 

were drawn from various data sets and randomly 

selected images downloaded from the Internet.  The 

recognition accuracy of our proposed method 

improved significantly to 78.76% and 82.58%, 

respectively, for the RaFD, KDEF, and BU-3DFE 

data sets.  The proposed model thus recognized the 

basic facial expressions, outperformed the existing 

method in five out of seven facial expressions, and 

achieved an overall average accuracy of 62.3% for 

randomly selected Internet images.  Further 

improvement of the proposed method can be 

achieved for 3D data sets and real-time videos by 

enhancing the CNN architecture. 
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