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Abstract 
 

A fertilizer marketing or producing sector has played an important role in agricultural productivity and also food 

security around the world for many years. However, the demand of fertilizer consumption is uncertain and difficult to be 

forecasted by using simple approaches. Therefore, an accuracy of future demand concerning fertilizer is very interesting task to 

support decision making. In this research, a hybrid model of feedforward neural networks and differential evolution emphasizing 

on architectural evolution is developed to forecast ten datasets of fertilizer consumption and is compared with conventional 

models based on five accuracy measures. The empirical results indicated that the developed model can provide more accuracy 

than conventional models at 0.05 significance levels. Furthermore, the capability of the developed model can also provide the 

highest precision compared with both ARIMA and SVR models. Consequently, the developed model can be a promising tool to 

predict future demands of fertilizer consumption. 
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1. Introduction 
 

From an agro-economic point of view, a fertilizer 

marketing or producing sector has played a significant role in 

agricultural productivity and also food security all over the 

world (Cordell, Drangert, & White, 2009; Geman & Eleuterio, 

2013; Kopittke et al., 2019; Stewart & Roberts, 2012) for 

many years. Consequently, a numerous demand of fertilizer 

has been continuously increasing in each year. According to 

the high consumption of fertilizer, it is capital intensive and 

cost sensitive for agriculturists as well (Komarek, et al., 

2017). Moreover, the pattern of fertilizer consumption 

depends heavily on either a variety of agro-economic factors 

or climate change (Ganesan & Raut, 2012; Mârza, Angelescu, 

& Tindeche, 2015) in each crop year, which is not stable nor 

is it easy to access to gather information. For example, actual 

 
area cultivated in each crop is not constant due to a marketing 

situation. Besides, an extent of available land is difficult to be 

estimated accurately and timely. Even flood or drought 

situations which agriculturists often experience in each crop 

year.    

For agriculturists, the forecast is used for a guideline 

by which the agriculturists evaluate operational effectiveness 

(Ganesan & Raut, 2012; Mishra, Sahu, & Uday, 2014). For 

instance, the demand forecast of fertilizer can support a proper 

purchasing order as close to seasonal demand as possible. 

Moreover, the demand forecast can also support an inventory 

plan to maintain working capital within control. Meanwhile, 

the demand forecast at nation level can support a government 

to monitor the overall supply – demand balance in order to 

estimate demand and ensure adequate overall fertilizer 

availability. Likewise, the demand forecast can provide useful 

information to conserve foreign exchange and also reduce an 

economic burden of excessive inventories. Therefore, the 

future fertilizer consumption is required to realize before 

making a critical decision on appropriate planning. However, 
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the demand pattern is fluctuating and difficult to be estimated 

accurately by using simple approaches. Subsequently, several 

forecasting approaches are developed and proposed to predict 

the future demand. Thus, the accuracy of future demand is a 

very interesting issue to support the decision making 

regarding supply chain of fertilizer in present. One of several 

popular forecasting techniques is time series analysis 

(Farajian, Moghaddasi, & Hosseini, 2018; Kyriazi, Thomakos, 

& Guerard, 2019; Nagy, Fehér & Tamás, 2018) that is 

formulated from previous observations and is lower 

dimensional data than regression analysis. Consequently, the 

time series analysis is a more convenient approach to forecast 

the future demand of fertilizer in real-world problems unless 

many influence factors are available and stable for regression 

analysis. 

In a field of statistical forecasting techniques 

concerning time series analysis, an autoregressive integrated 

moving average (ARIMA) model is a well-known approach 

and has dominated in linear forecasting problems in many 

years (Babai, Ali, Boylan, & Syntetos, 2013; He & Tao, 2018; 

Sen, Roy, & Pal, 2016). Additionally, the ARIMA model is 

always employed as benchmark to compare with other 

forecasting models in M3 competitions. Even though the 

ARIMA model is successful in linear forecasting problems, it 

may not be appropriate and is not flexible for all 

circumstances including many nonlinear forecasting problems 

in real-world. Nevertheless, an analysis of time series is still 

difficult to identify whether a time series is generated from 

linear or nonlinear underlying process at present. 

Consequently, the ARIMA model is still used in many fields 

of science including agricultural sector in recent years 

(Ganesan & Raut, 2012; Ohyver & Pudjihastuti, 2018).         

With regard to solve nonlinear forecasting 

problems, many supervised machine learning models are 

developed and proposed during recent years. One of the well-

known models is support vector regression (SVR) model, 

which achieves an optimum network structure and always 

provides globally optimal solution based on convex 

optimization problem. Consequently, the SVR model has 

more attractive for nonlinear forecasting problems in many 

fields of science (Al-Musaylh, Deo, Adamowski, & Li, 2018; 

Chen, et al., 2017). Moreover, the SVR model is also 

developed and applied to many literatures of agricultural 

sector at present (Sujjaviriyasup, 2018; Su, Xu, & Yan, 2017). 

Although the SVR model has overwhelmingly 

attractive in nonlinear forecasting problems, the forecasting 

performance of SVR models depends heavily upon a suitable 

hyper-parameter selection that is a major concern to improve 

forecasting performance of SVR model. Therefore, there is a 

risk of using inappropriate parameters of SVR model unless 

the optimization techniques are adopted. On the other hand, 

another well-known model is artificial neural networks 

(ANNs) (Co & Boosarawongse, 2007; Constantino, 

Fernandes, & Teixeira, 2016; Li, Xu, & Li, 2010; Zou, Xia, 

Yang, & Wang, 2007) that were intended for simulating 

network system of biological neurons based on empirical risk 

minimization principle. Consequently, the ANN models tend 

to encounter a problem of overfitting rather than SVR models. 

However, since these two well-known models have their own 

advantages and disadvantages, it is difficult to decide which 

one has superior capability in forecasting (Ahmad et al., 

2014). Thus, ANN models have been still applied in 

forecasting and are also more widely implemented in many 

fields of science including time series analysis. One of the 

most popular ANN models is feedforward neural network 

(FFNN) model with one hidden layer, which is also successful 

in time series analysis (Lolli et al., 2017; Qiao, Li, Han, & 

Wang, 2017; Wu & Wang, 2012).  

The FFNN model consists of three layers that are 

input layer, hidden layer, and output layer. Nevertheless, the 

performance of FFNN model depends heavily on either 

architecture or learning algorithm. Pertaining to investigate 

suitable FFNN model, the Broyden–Fletcher–Goldfarb–

Shanno (BFGS) algorithm is employed to adjust weights of 

FFNN model to improve forecasting accuracy. In addition, the 

BFGS algorithm is quite efficient to find the suitable weights 

of FFNN model. On the other hand, the architectures of FFNN 

model do not depend on any algorithm to formulate FFNN 

structure. Consequently, many methods are proposed to search 

the most appropriate architecture of FFNN models in recent 

years.  

One of the most useful methods with regard to 

appropriate architecture of FFNN models is metaheuristics 

(Han, Jiang, Ling, & Su, 2019; Ojha, Abraham, & Snášel, 

2017) that may provide a sufficiently good solution for 

optimization problems. In other words, the metaheuristics can 

provide a globally optimal architecture of FFNN model within 

given search space and also may be usable for a variety of 

problems. Furthermore, the metaheuristics are often able to 

find good architecture of FFNN model with less 

computational effort than other optimization algorithms. 

Differential evolution (DE) algorithm is one of 

several useful search methods (Arce, Zamora, Sossa & 

Barrón, 2018; Han, Li, Wu, Zhu, & Song, 2019; 

Sujjaviriyasup, 2019; Yang, Chen, Wang, Li, & Li, 2016), 

which was intended from natural inspiration with regard to 

evolutionary. Consequently, the DE is a population based 

stochastic search algorithm that consists of crossover, 

mutation, and selection operations on a population to 

minimize an objective function. Moreover, the DE algorithm 

is considered the most recent evolutionary algorithms.      

In this paper, a hybrid forecasting model is 

developed and proposed to predict ten datasets of annual 

fertilizer consumption. The proposed model exploits FFNN 

models to formulate complex prediction function while the 

DE algorithm is employed to search the appropriate 

architecture of FFNN models within a given search space. The 

motivation of proposed model aims at adopting DE algorithm 

to reduce a risk of using improper architecture concerning the 

FFNN models and improve accuracy of forecasting as well. In 

order to evaluate forecasting performance of the proposed 

model is compared with ARIMA and SVR based on five 

accuracy measures that are mean absolute error (MAE), root 

mean square error (RMSE), mean absolute percentage error 

(MAPE), symmetric mean absolute percentage error 

(sMAPE), and root mean square percentage error (RMSPE). 

Concerning these accuracy measures, MAPE is recommended 

to compare across datasets and may still be preferred for 

reasons of simplicity to explain regarding forecast accuracy. 

Moreover, an analysis of variance and a post hoc test based on 

MAPE are exploited to identify the significant difference 

among three forecasting models. 
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2. Materials and Methods 
 

2.1 Datasets of fertilizer consumption 
 

 All datasets of fertilizer consumption used in this 

research are annual time series datasets of each nation around 

the world, which are obtained from online datasets of the 

World Bank (The World Bank, 2019) as shown in Figure 1. 

 

2.2 Methodologies 
  

In this sector, all forecasting models are presented to 

describe mathematical formulation. However, the well-known 

models are demonstrated in brief. Meanwhile, the developed 

forecasting model is described more details in order to focus 

on complex procedure of the developed model. 

 

2.2.1 Autoregressive integrated moving average  

         model 
 

The autoregressive integrated moving average has 

good performance for many linear problems of time series 

analysis and is also generalization of autoregressive moving 

average with regard to non-stationary time series data. The 

ARIMA(p, d, q) model with mean μ is general form of the 

autoregressive integrated moving average, which has 

mathematical formula as Equation (1). 
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where 
ty  and  

t  are time series data and random error at 

time period t, respectively. Meanwhile,   and  are model 

parameters; p and q are referred to as orders of autoregressive 

integrated moving average. The B and d are the backward 

shift operator and degree of differencing. 

The most suitable ARIMA model is selected from 

the lowest Akaike Information Criterion with a correction for 

finite sample sizes (AICc). The mathematical formulation of 

AICc is described as Equation (2). 
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where L is the maximum value of likelihood function for the 

ARIMA model. The n and k are sample size of time series 

data and parameters of ARIMA model, respectively. The 

automated function, namely auto.arima, is used in this article 

(Hyndman and Athanasopoulos, 2018; Hyndman, et. al., 

2015). However, the most suitable ARIMA model relies on 

the change of previous observation update. Therefore, the 

ARIMA is used to stand for ARIMA(p,d,q) with mean μ in 

this article. 

 

2.2.2 Support vector regression model 
  

The support vector regression is a supervised 

machine learning model, which is extended from support 

vector machine to address regression problems. The general 

formulation of  SVR model with regard to either linear or 

nonlinear regression tasks is presented as Equation (3). 
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where i  and *
i are the so-called Lagrange multipliers, b is a 

scalar threshold,  ,  denote vector inner product, and 

 ixxK ,  is kernel functions. In general, four types of kernel 

function satisfying Mercer’s condition can be used as the 

kernel functions of the SVR that are described as follows in 

Equations (4) – (7). 

 

Linear:   i
T

i xxxxK ,    (4) 

 

Polynomial:    pi
T

i rxxxxK  ,   (5) 

 

Radial basis:   




 

2
exp, ii xxxxK   (6) 

 

Sigmoid:     rxxxxK i
T

i  tanh,   (7) 

 

where  , r, and p are kernel parameters. 

 

 
 

Figure 1. The annual datasets of fertilizer consumption 
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For time series analysis with SVR model in this 

article, the time series dataset is rearranged into m columns. 

The first m – 1 columns of the matrix of time series dataset are 

exploited as input data. Meanwhile, the last column of the 

matrix of time series dataset is employed as target data. The 

SVR(m) is referred to as SVR model with m columns to train 

and formulate model. In addition, the suitable SVR model is 

formulated by using grid search to find the proper parameters 

of SVR model. The data preparation of time series dataset 

before applying the SVR model is demonstrated in Figure 2. 

 
 

Figure 2. The data preparation of time series dataset 
 

2.2.3 Differential evolution optimization 
  

The differential evolution is one of the most 

powerful stochastic real-parameter optimization algorithms 

(Storn & Price, 1997), which operates similar computational 

steps of standard evolutionary algorithm. The DE algorithm is 

illustrated as follows: 

1. The objective function and all parameters of DE 

algorithm are defined. 

2. All agents x are generated with random positions in the 

search space. 

3. Until a termination criterion is met repeat the follows: 

- Three members of the population are selected to 

formulate an initial mutant parameter vector. 

- A trial vector is generated by using crossover 

operator. 

- The differential evolution adopts a greedy selection 

operator. 

4. The highest fitness or lowest value of objective function 

is selected from the population and return it as the best 

found candidate solution. 

 
 

2.2.4 Hybridization of feedforward neural network  

         and differential evolution 

 

The hybrid of feedforward neural network and 

differential evolution is developed to forecast fertilizer 

consumption. The motivation of developed model is to 

formulate a complex forecasting model by using FFNN model 

to establish nonlinear prediction function while the DE 

algorithm is employed to select the optimal architecture of 

FFNN model emphasizing on neurons in hidden layer. The 

algorithm of developed model is presented as follows: 

 

For m is equal to 2 to a termination criterion do 

 The DE algorithm generates initial parameters based on dimensional features of the FFNN model as presented in 

Equation (8). 
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where   is a vector of nodes in hidden layer, d  is dimensional nodes of the FFNN model, G is the number of 

generation, and N is the size of population. 

 Until a termination criterion is met repeat the follows: 

For each agent   in the population does:  

For t is equal to 67% of the previous observations to the observation before the last observation do 

 Rearrange the previous observations into m columns of the previous observations. 
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 For the first m – 1 columns of the matrix of the previous observations are used as input data, 

while the last column of the matrix of the previous observations is adopted as target data. 

 Until a termination criterion is met repeat the follows: 

 Convert   from real number to integer number and utilize   as node numbers in 

hidden layer of the FFNN model to generate weights corresponding to networks connect 

between input nodes and hidden nodes as Equation (9) 
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where  g  is sigmoid function to transform time series dataset into nonlinear space,
ijw  

is the weight between node i in input layer and node j in hidden layer, 
jw0
is bias of each 

node in hidden layer, n is the number of input node, and 
jD is node j of hidden layer 

when number j is equal to  .  

 Exploit the
jD as new input dataset to formulate linear function and predict future value 

as Equation (10)  
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where  h  is linear function to predict future value, 
j is weight between node j in 

hidden layer and node of output layer, 0  is bias of output node, and jD is node j of 

hidden layer. 

 Adjust weights of FFNN model by using BFGS algorithm. 

 Forecast future value. 

 Calculate MAPE. 

       End 

 An initial mutant parameter vector Giv ,  is created from selecting three members of the 

population, Gr ,
0

 , Gr ,
1

 and Gr ,
2

 at random as equation (11).  
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where 
Gi, and Gbest ,  are the i-th vector of the population at the current generation and the best 

individual vector with the best fitness, respectively. G is the number of generations; ,, 10 rr and 

2r are randomly chosen numbers within the population size; and Ni ,...,3,2,1  

 A trial vector Giu ,  is generated by using the crossover operator as Equation (12)  
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where djNi ,...,3,2,1  ;,...,3,2,1  ,  1,0~, Urand ij
, randI is a random integer from 

 d,...,2,1 . G is the number of generations. 

 A greedy selection operator is adopted in the differential evolution process as Equation (13).  

   




 


otherwise

fufifu

Gi

GiGiGi
Gi

   

       

,

,,,
1,




                                      (13) 

where  Giuf ,  is the MAPE of the trial vector and  Gif ,  is equal to MAPE of the target vector. 

G is the number of generations; and Ni ,...,3,2,1   

 End 

 Choose the agent from the population that has the lowest MAPE and return it as the best found parameters of FFNN 

model. 

End 

 Regarding time series analysis with the developed model, FFNN(m,  )-DE is referred to as the FFNN model with m 

columns and  nodes in one hidden layer that is found by using differential evolutionary algorithm.     

 

2.3 Cross-validation 
 

In general, there is not any forecasting model that 

has good performance in many situations. Consequently, all 

forecasting models have to be evaluated their forecast 

accuracy by using ten time series datasets of fertilizer 

consumption in each country, which are obtained from the 

World Bank. Each dataset of the fertilizer consumption is 

partitioned to two subsets as training dataset and test dataset. 

For forecast modeling, the training dataset should be sufficient 

to investigate the most suitable model and also provide the 

forecast accuracy. Meanwhile, the test dataset should be 

enough to validate the forecasting performance. Nonetheless, 

the limitation of time series length regarding fertilizer 

consumption exists. Therefore, the datasets of fertilizer 

consumption are separated into 67% and 33% for training 
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dataset and test dataset, respectively. Regarding training 

dataset, approximately 67% of each time series dataset of 

fertilizer consumption is exploited to form the fitted model 

and to predict one step ahead. The rest of each time series 

dataset of fertilizer consumption is used to evaluate those 

forecasting models as hold – out set. After the actual data is 

presented, then it is gathered into training dataset to model 

and predict one step ahead until the last data of hold – out set. 

In order to indicate accuracy of forecast, five 

existing measures of accuracy are used to evaluate all 

forecasting models, which are the most commonly used 

measures both scale – dependent measure and scale – 

independent measure. For scale – dependent measure, MAE 

and RMSE measures is often recommended to evaluate 

forecast accuracy. On the other hand, MAPE, sMAPE, and 

RMSPE measures are commonly used to evaluate forecast 

accuracy across different datasets due to advantage of being 

scale – independent. All mathematical expression of the 

accuracy measures are demonstrated in Equations (14) – (18). 
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RMSE
      (15) 

 

100
n

yŷy
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RMSPE 1

2
iii







n

i  (18) 

 

 

3. Results and Discussion 
  

For evaluating superior performance of forecasting 

models in this article, the cross-validation and five accuracy 

measures are exploited to investigate the most suitable model 

with the lowest errors in many situations. In order to 

demonstrate forecasting performance in each period, the 

forecasting models regarding fertilizer consumption of 

Thailand are selected and presented in Figure 3. The summary 

of forecasting models based on five accuracy measures is 

presented in Table 1. 

 In table 1, the empirical results indicated that the 

SVR model as supervised machine learning for nonlinear 

problems outperforms ARIMA model as statistical model for 

many situations. However, the developed model provides the 

lowest errors in all situations. In other words, the proposed 

model can provide more accuracy than other forecasting 

models. This evidence indicated that the developed model has 

superior capability of forecasting than both ARIMA and SVR 

models. In addition, a box plot is employed to describe 

graphical examination of MAPE concerning all forecasting 

models as shown in Figure 4. 

 As the results of box plot, the developed model 

demonstrated that it provides both the lowest mean and 

median of MAPE compared with both ARIMA and SVR 

models. Moreover, the dispersion of the developed model is 

less than other candidate models. 

In order to identify significant difference among 

performances of forecasting model, an analysis of variance 

based on nonparametric test is adopted to analyze due to its 

ability of distribution-free tests. Moreover, the given results of 

normality test indicated that MAPE datasets of each 

forecasting model does not come from a normally distributed 

population at 0.05 significance levels. This evidence can 

support to use nonparametric test dealing with this problem 

rather than parametric test that based on normally distributed 

population. One of several nonparametric tests is Friedman 

test that is firstly exploited for one-way repeated measures 

analysis of variance by ranks. The null hypothesis of 

Friedman  test  is  there  are  no differences among forecasting  

 
Figure 4. The graphical examination of box plot based on MAPE 

 

 
 

Figure 3. The forecasting models concerning fertilizer consumption of Thailand 
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Table 1. The summary of all forecasting models based on five accuracy measures 

 

Dataset Model MAE RMSE MAPE sMAPE RMSPE 

       

Thailand 

ARIMA 16.656 20.293 9.81 10.32 11.92 

SVR(7) 19.305 22.766 11.09 11.99 12.88 
FFNN(7,150)-DE 6.553 10.035 3.84 3.85 5.84 

Vietnam 

ARIMA 65.611 82.869 14.67 16.48 17.76 

SVR(8) 53.199 71.695 11.62 12.92 15.08 
FFNN(6,91)-DE 45.807 64.419 10.01 11.04 13.60 

Brazil 

ARIMA 20.113 23.397 11.41 12.24 13.20 

SVR(6) 17.784 20.350 9.99 10.68 11.38 
FFNN(7,81)-DE 8.483 10.507 4.74 4.88 5.80 

Egypt, Arab Rep. 

ARIMA 76.409 92.413 11.45 12.45 13.43 

SVR(7) 44.953 56.166 6.75 7.07 8.18 
FFNN(3,98)-DE 28.151 34.935 4.21 4.34 5.12 

India 

ARIMA 14.023 15.537 8.60 8.34 9.55 

SVR(3) 4.775 6.268 2.89 2.82 3.78 
FFNN(6,65)-DE 1.937 2.253 1.19 1.19 1.39 

United Kingdom 

ARIMA 5.601 6.376 2.28 2.30 2.59 

SVR(2) 6.094 6.683 2.49 2.50 2.74 
FFNN(3,68)-DE 2.545 3.343 1.03 1.03 1.36 

Israel 

ARIMA 15.252 17.310 5.52 5.64 6.17 

SVR(3) 13.447 15.867 5.12 4.96 6.27 
FFNN(3,10)-DE 9.123 14.815 3.42 3.29 5.59 

Japan 

ARIMA 11.096 13.476 4.47 4.40 5.44 

SVR(4) 12.492 15.975 5.07 4.89 6.49 
FFNN(8,50)-DE 5.313 6.174 2.17 2.14 2.53 

Chile 

ARIMA 100.588 107.703 30.07 25.55 32.80 

SVR(8) 85.774 99.953 25.79 22.02 30.55 
FFNN(6,70)-DE 40.987 56.367 11.63 10.82 16.31 

Lebanon 

ARIMA 26.788 33.407 7.82 8.04 9.42 

SVR(8) 18.218 26.744 5.41 5.51 7.76 
FFNN(6,50)-DE 10.865 20.122 3.03 3.19 5.45 

       

 

performances. On the other hand, the alternative hypothesis is 

that at least one of forecasting performances is significantly 

different from all of the others. The summary of Friedman test 

based on MAPE is illustrated in Figure 5. 

 With regard to p-value of Friedman test, the null 

hypothesis is rejected at 0.05 significance levels. 

Consequently, this evidence is sufficient to support that at 

least one of forecasting performances is significantly different 

from all of the others. Subsequently, the post hoc test is 

employed to identify significant difference between the 

forecast performances of these models. The summary of 

pairwise comparisons using Conover’s test is demonstrated in  

 The results of pairwise comparison in Figure 6, the 

SVR model as machine learning model outperforms the 

ARIMA model as statistical model at 0.05 significance levels. 

Moreover, the developed model provides significantly lower 

error than both ARIMA and SVR models at 0.05 significance 

levels. All evidences are sufficient to support that the 

developed model, which is formulated from FFNN model and 

differential evolution, can provide more accuracy than both 

ARIMA and SVR models at 0.05 significance levels. In other 

words, the hybrid forecasting model outperforms these single 

conventional models at 0.05 significance levels.  

 

4. Conclusions 
 

According to all investigations in many situations, 

they indicated that the developed model has superior ability 

 
 

Figure 5. The summary of Friedman test based on MAPE 

 

 
 

Figure 6. The summary of Conover test based on MAPE 

 
with the most accuracy compared with candidate models at 

0.05 significance levels and the highest precision dealing with 

fertilizer consumption. Furthermore, it can support to infer 

that the optimal structure of FFNN model with differential 

evolution can reduce a risk of using improper structure of 

FFNN model and can provide more accuracy than 

conventional models. Hence, the developed model reveals that 

it is able to be a promising approach with regard to predict 

future fertilizer consumption. In addition, the developed 

model may provide meaningful guidelines for policy makers 

to make critical decision on efficient planning.  
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