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The Objectives of this research are to study a feature selection algorithm that can filter 

out a set of attributes in order to enhance the performance of decision tree learning. We 

proposed an algorithm called AssoTree that combines an association rule mining with the 

decision tree learning. The algorithm has 3 parts: data preprocessing, feature selection and 

attribute filtering, respectively. 

 

The experiments are done on 4 benchmark data sets collected from UCI Machine 

Learning Repository. The performances of AssoTree are compared to two algorithms which are 

decision tree (J48) and Classification based on Association (CBA). The experimental results 

show that AssoTree outperforms other two algorithms since AssoTree can effectively filter out a 

set of attribute before supplying the dataset to the decision tree algorithm. AssoTree has the 

higher accuracy and gives the smaller tree size. 
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