
 
 

 

 

 
THESIS APPROVAL 

 

GRADUATE  SCHOOL,  KASETSART  UNIVERSITY 

 

 

DEGREE 

 

 

   

FIELD  DEPARTMENT 
 

TITLE: 
 

Effect of Antigenic Site Mutation on Cell Receptor Binding of Influenza A  

virus (H5N1) Hemagglutinin 
  
  

 

NAME: Miss Krongkaew  Navakul 
 

 

THIS  THESIS  HAS  BEEN  ACCEPTED  BY 
 

 
 THESIS  ADVISOR 

(  )  

  THESIS CO-ADVISOR 

(  )  

  THESIS CO-ADVISOR 

(  )  

  DEPARTMENT  HEAD 

(  )  

 

APPROVED  BY  THE  GRADUATE  SCHOOL ON  

 

  DEAN 

( Associate Professor Gunjana  Theeragool, D.Agr. ) 

 

Master of Science (Chemistry) 

Chemistry 

 

Chemistry 

 

Assistant Professor Chak  Sangma, Ph.D. 

 

Assistant Professor Kiattawee  Choowongkomon, Ph.D. 

 

Mr. Songwut  Suramitr, Ph.D. 

 

Assistant Professor Noojaree  Prasitpan, Ph.D. 

 



THESIS 

 

EFFECT OF ANTIGENIC SITE MUTATION ON CELL RECEPTOR 

BINDING OF INFLUENZA A VIRUS (H5N1) HEMAGGLUTININ 

 

 

 

 

 

 

 

 

KRONGKAEW  NAVAKUL 

 

 

 

 

 

 

 

 

 
A Thesis Submitted in Partial Fulfillment of 

the Requirements for the Degree of  

Master of Science (Chemistry) 

Graduate School, Kasetsart University 

2010 



Krongkaew  Navakul  2010: Effect of Antigenic Site Mutation on Cell Receptor Binding 

of Influenza A virus (H5N1) Hemagglutinin.  Master of Science (Chemistry), Major 

Field: Chemistry, Department of Chemistry.  Thesis Advisor: Assistant Professor Chak  

Sangma, Ph.D.  120 pages. 

 

 

Hemagglutinin (HA) is an antigenic glycoprotein found on the surface of avian influenza, 

responsible for binding the virus to sialosacharides on host cell surfaces. It facilitates the release of 

progeny viruses from infected cells. Previous study revealed that mutations along the protein loop 

130 (H5 numbering) are important for host cell selectivity of HA (Auewarakul et al.,2007). In 

other HA subtype, beyond residue 137, this loop is also an antigenic site. Interestingly, in swine 

influenza A virus (H9/Swine), this antigenic site is absent and, coincidently human and avian 

receptor can bind with the H9 HA. This work studied whether or not this loop deletion or 

mutations could cause the change in host type selectivity in avian influenza. Molecular dynamics 

simulations were used to build H5 HA model from the sequences where amino acids were 

removed or changed between residues 137 and 141. The result showed more selectivity toward 

human cell receptor if certain mutation of this loop occurs. 
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EFFECT OF A�TIGE�IC SITE MUTATIO� O� CELL 

RECEPTOR BI�DI�G OF I�FLUE�ZA A VIRUS 

(H5�1) HEMAGGLUTI�I� 

 

I�TRODUCTIO� 

 

Influenza A virus subtype H5N1, also known as A (H5N1), which can cause 

illness in humans and many other animal species. A bird-adapted strain of H5N1, 

called HPAI A (H5N1) for “highly pathogenic avian influenza virus of type A of 

subtype H5N1”, is the causative agent of H5N1 flu, commonly known as “avian 

influenza” or “bird flu”. Low pathogenic avian influenza virus (LPAI) or HPAI is 

determined according to laboratory tests of pathogenicity. The Office International 

des Epizootics (OIE) establishes that an avian influenza virus with the subtype of H5 

or H7 with an intravenous pathogenicity index of greater than 1.2 in 6 week-old 

chicks is an HPAI virus. Alternatively, an avian influenza virus that causes 75% 

mortality in 4-8 week-old is also considered to be an HPAI virus. LPAI viruses are 

those of the H5 or H7 subtype that are not HPAI. Nevertheless, LPAI can mutate into 

HPAI viruses. Note that the OIE calls HPAI, HPNAI and LPAI, LPNAI. The added N 

stands for “notifiable” meaning that if these avian influenza viruses are detected, they 

should be reported to the OIE as well as corresponding local animal and human health 

authorities. 

 

HA (H5) coded for hemagglutinin, an antigenic glycoprotein found on the 

surface of the influenza viruses, is responsible for binding the virus to the infected cell. 

NA (N1) coded for neuraminidase is an antigenic glycosylated enzyme found on the 

surface of the influenza viruses. It facilitates the release of progeny viruses from 

infected cells. The hemagglutinin (HA) and neuraminidase (NA) RNA strands specify 

the structure of proteins that are most medically relevant as targets for antiviral drugs 

and vaccines. 
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Figure 1  The structure of the influenza A virus. 

 

Source: Raymond et al. (2005) 

 

The viruses are classified in the family Orthomyxoviridae, genus Influenza 

virus A (Cox et al., 2000). Orthomyxoviridae viruses are enveloped, segmented, 

single-stranded negative sense RNA virus. The eight segments of RNA have the size 

between 890 bases to 2,341 bases. The virion is approximately 100 nm in diameter. 

These segments have been sequenced and the viral protein that each encodes have 

been determined by genetic mean (Table 1). Influenza virus has eight RNA segments 

that encode 10 different proteins including PB2, PB1, PA, HA, NP, NA, M1, M2, 

NS1, and NS2 proteins. Three of these proteins are surface glycoproteins such as HA, 

NA, and M2, that are embedded in a viral envelope and elicit an antibodies response 

to prevent or decrease infection for the host. The virion had another six internal 

including PB2, PB1, PA, NP, M1, NS1, and NS2 proteins, especially PB2, PB1, PA, 

and NP that form the polymerase complex necessary for the viral genome 

transcription. The M1 protein is associated with the viral RNA and the NS2 protein is 

also present in small quantities. Only the NS1 protein is thought not to be packaged in 

the virion (Figure1). 

 

 

 

 



 3

Table 1 Gene assignments for influenza a virus segments 

 

Segment Polypeptide Size (bp) �ame : Function 

1 PB2 2341 Transcriptase : cap binding 

2 PB1 2341 Transcriptase : elongation 

3 PA 2233 Transcriptase : protease activity 

4 HA 1778 Hemagglutinin : viral attachment 

5 NP 1565 Nucleoprotein : ribonucleoprotein 

6 NA 1413 Neuraminidase : viral releasing 

7 M1,M2 1027 Matrix proteins : major component of 

viral envelope and ion channel 

8 NS1,NS2 890 Nonstructural proteins : effects on 

cellular RNA transport, splicing, 

translation 

 

 

Origin of H5�1 virus 

 

Influenza A viruses are distributed throughout the world, causing symptomatic 

and asymptomatic infections in many vertebrate species, including a large variety of 

birds such as ducks, geese, terns, shearwaters, gulls, chickens, quail, turkeys, 

pheasants, starlings and budgerigars, as well as in swine, horses, seals whales, 

gibbons, baboons, chimpanzees and humans (Hinshaw et al., 1980). Phylogentic 

studies of influenza A viruses reveal that aquatic birds are the source of all influenza 

viruses in other species (Webster et al., 1992). 

 

Over the past 150 years at least four pandemics of influenza occurred at 

irregular intervals, including three in the 20th century (Table 2). These have caused 

high attack rates in all susceptible age groups, with high morbidity and mortality. The 

most lethal influenza pandemic in modern history was the H1N1 Spanish flu, which 

killed approximately 100 million people around the world between 1918 and 1919. 

The origin of the 1918 pandemic remains an enigma, but it is now clear that the virus 
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had features of an avian virus (Reid et al., 2003), and it appears that an intermediate 

host, such as swine was involved (Taubenberger et al., 2005). Swine are known to be 

susceptible to both avian and human viruses, and could have served as hosts for 

additional drift resulting in the accumulation of changes from the original avian strain 

(Taubenberger et al., 2005). The pandemics of "Asian flu" (H2N2) in 1957 and the 

"Hong Kong flu" (H3N2) in 1968 caused an estimated 1 to 3 million deaths (Arruda 

et al., 2006). 

 

Table 2  Pandemics of influenza A and other important influenza events in the last 

               one hundred years. 

 

Year of 
appearance 

Time of circulation 
(year) 

Virus 
subtype 

Common designation Estimated 
deaths 

1918 39 H1N1 Spanish 100 million 
1957 11 H2H2 Asian 86,000  (USA) 
1968 Present H3H2 Hong Kong 34,000  (USA)  
1997 Present H5H1 Chicken or bird 148 deaths 

from 2003 
until October 
2006 

 

Source: Arruda et al. (2006) 

 

A highly pathogenic H5N1 avian influenza virus was first isolated in 1996, 

from a goose in China and in 1997 it caused death in poultry in Asia. In general, avian 

influenza A viruses do not cause disease in humans and prior to 1997 only two cases 

of natural human infections by animal influenza virus had been documented (Kurtz et 

al., 1996). However, since 1997, avian influenza virus H5N1 has caused many cases 

of influenza in humans. In January 1998, Subbarao and collaborators (Subbarao et al., 

1998) characterized an H5N1 virus isolated from a child who died from a fatal 

respiratory illness on May 21, 1997 in Hong Kong. It was shown that genes encoding 

all internal and nonstructural proteins were closely related to known genes of avian 

origin and that this virus retained a preference for binding to SAα2,3-Gal-terminated 

sialylglycoconjugates receptors, a feature typical of avian influenza viruses 

(Matrosovich et al., 1999). It has also been demonstrated that the HA of H5N1 has 
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basic amino acids adjacent to the cleavage site, allowing it to be cleaved by proteases 

other than trypsin-like ones (Maines et al., 2005). This augmented susceptibility of 

HA to cleavage by proteases widely distributed in tissues and organs helps to explain 

the broad tissue tropism of this virus and, consequently, it enhanced pathogenicity. In 

fact, H5N1 virus in mammals is not restricted to the lungs, but extends to other organs, 

including the brain (Maines et al., 2005). 

 

These H5N1 influenza viruses have continued to reassort and undergo 

antigenic drift, as well as extend their host range, what is reflected by the detections 

of infections in swine and feline (Butler et al., 2006), raising the possibility of a 

possible participation of these animals in the spread of avian influenza virus. In 2004, 

8 (0.25%) of 3.175 vietnamese pigs tested were positive for H5N1 influenza viruses 

by serum neutralization assay and Western blot (Chio et al., 2005). Pigs possess 

receptors (NeuAca2,3Gal and NeuAca2,6Gal) with affinity for both influenza A 

viruses (Ito et al., 1998), which led to the hypothesis that swine may serve as a 

"mixing vessel" for the generation of reassortants (Ito et al., 1998). 

 

Felines have also become new targets for H5N1 research. In Germany, in 

February 2006, 8 of 111 apparently healthy cats coming from Thailand tested positive 

for antibodies to H5N1 viruses (Butler et al., 2006). This finding has raised the 

question whether cats can spread avian influenza virus. Rimmelzwaan and 

collaborators (2006) showed that experimentally infected cats shed virus in sputum 

and feces (Rimmelzwaan et al., 2006). 

 

While other animals have been found to be susceptible to either natural or 

experimental infection by influenza avian influenza, aquatic birds, mainly ducks, are 

the most important reservoirs of the virus throughout the world (Webster et al., 2006). 

In ducks, avian viruses replicate in the lung and in cells lining the intestinal tract, and 

are shed in high concentrations in feces (Webster et al., 1978). Water contamination 

with duck feces is a logical mechanism for the transmission of avian influenza viruses 

among aquatic birds and from them to domestic avian and mammalian species. The 
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majority of H5N1 genotypes are avirulent in ducks, indicating that these animals can 

ensure perpetuation of these viruses (Lipatov et al., 2004). 

 

From 1997 through 2001, the HA of the various H5N1 genotypes remained 

antigenically homogeneous, but in 2002 marked antigenic drift was reported (Guan et 

al., 2004) and a strain of the so called Z genotype emerged, which is highly 

pathogenic for ducks and other aquatic birds (Li K. et al., 2004). In February 2003, 

two members of a family in Hong Kong died of infection caused by an H5N1 

influenza virus strain (Peiris et al., 2004), antigenically and molecularly similar to the 

one that was highly pathogenic for ducks and chickens (Guan et al., 2004). 

 

Human influenza virus is generally transmitted from person to person by large 

droplets, small-particle aerosols, and possibly by fomites, with hand contamination 

and subsequent self-inoculation (Arruda et al., 2006). Recent evidence of limited 

human-to-human transmission of H5N1 was reported during a large family cluster in 

Indonesia (Normile et al., 2006). Epidemiologic and genetic sequencing data suggest 

that a 10-year-old boy contracted the virus from his aunt and then passed it on to his 

father. In total, six members of the family died of H5N1 infection (Normile et al., 

2006). 

 

Virtually all people who became infected with H5N1 influenza virus had been 

exposed to an infected bird. Plucking and preparing diseased birds; handling fighting 

cocks; playing with poultry, particularly asymptomatic infected ducks; and 

consumption of duck's blood or, possibly, undercooked poultry, have all been 

implicated (Beigel et al., 2005). This relative lack of adaptation of avian H5N1 to be 

transmitted from person to person has so far prevented the establishment of an overt 

avian influenza pandemic. 

 

Thus, this can restrict the virus to transmit efficiently from human to human.  

Nonetheless, for H5N1, there were two studies determined the amino acid mutations 

which were responsible for the binding of the virus to human type receptor (Table 3).  

These mutations, Gln182Arg, Asn192Lys, Leu129Val and Arg134Val demonstrate 
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that avian influenza H5N1 virus could be adapted to the human-type receptor (Ghedin 

et al., 2005).  Besides, the virus isolated from the 1918, 1957 and 1968 pandemics 

preferentially recognized α2,6-linked sialic acids, although their HA were from an 

avian virus.  This indicates that conversion of receptor specificity to α2,6 likage is an 

alteration that might be necessary for the generation of a virus with pandemic 

potential. 

 

Table 3  Hemagglutinin amino acid substitutions involved in receptor specificity.   

 

Strain Position (H5 No.) 
HA specificity 

α2,3 α2,6 

H5N1 
129 and 134 L and A V and V 

182 Q R 
192 N K 

H3N2 
222 Q L 
224 G S 

 

Addition, Influenza viruses attach to host cells by binding of the 

hemagglutinin to sialosacharides on the host cell surface. Human influenza viruses 

prefer sialic acid (SA)α2,6-Gal-terminated saccharides receptor, whereas avian 

influenza viruses prefer those terminating in SAα2,3-Gal (Baigent et al., 2003). It is 

believed that this receptor binding property is the major factor preventing the H5N1 

virus from efficiently transmitting from person to person and causing a pandemic 

(Suzuki et al., 2005).  

 

The receptor binding preference of H5N1 viruses can be altered by only a few 

amino acid substitutions in the hemagglutinin protein. Mutations that change the 

receptor binding preference from the avian to the human type could potentially enable 

the virus to transmit efficiently in the human population and cause a catastrophic 

pandemic (Auewarakul et al., 2007). 

 

A previous study showed that mutations at positions 222 and 224 (H5 

numbering) (Q222L and G224S), which are the adaptive mutations for H2 and H3, 

could reduce the binding affinity to sialic acid α2,3-galactose (SAα2,3-Gal) of an 
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H5N1 virus isolated in 1997 (Harvey et al., 2004). Human H5N1 isolates from Hong 

Kong that were isolated in 2003, which contain a mutation at position 223 (S223N) 

(H5 numbering), were shown to have a reduced binding affinity toward SAα2,3-Gal 

and an increased affinity toward SAα2,6-Gal (Gambaryan et al., 2006). Another 

previous study it was found that mutations along the loop 130 at the 137 to 141 

residues (H5 numbering) were important for host cell selectivity of HA (Auewarakul 

et al., 2007).  

 

In other HA subtypes, beyond residue 137 this loop is also an antigenic site. 

Interestingly, in swine influenza A virus (H9), the antigenic site is absent and, 

coincidently, H9 HA can bind with the human receptor. In this study we try to study 

whether or not this deletion can also cause the change in host type selectivity in avian 

influenza. We used molecular dynamics simulations (MD) to build H5 HA model 

from the sequences where amino acid were removed or changed between residues 137 

to 141. Additionally, we have cloned hemagglutinin mutants by the polymerase chain 

reaction (PCR) technique, expression and purification proteins in the laboratory for 

testing the activity and the ability of the protein to bind to a human-type receptor. 
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Molecular Dynamics Simulations  

 

Molecular dynamics (MD) is a form of computer simulations in which atoms 

and molecules are allowed to interact for a period of time by approximations of 

known physics, giving a view of the motion of the particles. This kind of simulation is 

frequently used in the study of proteins and biomolecules, as well as in materials 

science. It is tempting, though not entirely accurate, to describe the technique as a 

"virtual microscope" with high temporal and spatial resolution. Whereas it is possible 

to take "still snapshots" of crystal structures and probe features of the motion of 

molecules through NMR, no conventional experiment allows access to all the time 

scales of motion with atomic resolution, recent developments in atto-second lasers 

might give an opportunity in the near future. Richard Feynman once said that "If we 

were to name the most powerful assumption of all, which leads one on and on in an 

attempt to understand life, it is that all things are made of atoms, and that everything 

that living things do can be understood in terms of the jigglings and wigglings of 

atoms." MD lets scientists peer into the motion of individual atoms in a way which is 

not possible in laboratory experiments. 

 

MD is a specialized restraint of molecular modeling and computer simulation 

based on statistical mechanics; the main justification of the MD method is that 

statistical ensemble averages are equal to time averages of the system, known as the 

ergonomics hypothesis. MD has also been termed "statistical mechanics by numbers" 

and "Laplace's vision of Newtonian mechanics" of predicting the future by animating 

nature's forces (Schlick et al., 1996 and de Laplace et al., 1820) and allowing insight 

into molecular motion on an atomic scale. However, long MD simulations are 

mathematically ill-conditioned, generating cumulative errors in numerical integration 

that can be minimized with proper selection of algorithms and parameters, but not 

eliminated entirely. Furthermore, current potential functions are, in many cases, not 

sufficiently accurate to reproduce the dynamics of molecular systems, so the much 

more computationally demanding Ab Initio MD method must be used. Nevertheless, 

MD techniques allow detailed time and space resolution into representative behavior 

in phase space for carefully selected systems.  
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Before it became possible to simulate MD with computers, some undertook 

the hard work of trying it with physical models such as macroscopic spheres. The idea 

was to arrange them to replicate the properties of a liquid. J.D. Bernal in 1962 said 

that "... I took a number of rubber balls and stuck them together with rods of a 

selection of different lengths ranging from 2.75 to 4 inches. I tried to do this in the 

first place as casually as possible, working in my own office, being interrupted every 

five minutes or so and not remembering what I had done before the interruption." 

(Bernal et al., 1964). Fortunately, now computers keep track of bonds during a 

simulation. Because molecular systems generally consist of a vast number of 

particles, it is in general impossible to find the properties of such complex systems 

analytically. When the number of particles interacting is higher than two, the result is 

chaotic motion (see n-body problem).  

 

MD simulations circumvent the analytical intractability by using numerical 

methods. It represents an interface between laboratory experiments and theory, and 

can be understood as a "virtual experiment". MD probes the relationship between 

molecular structure, movement and function. Molecular dynamics is a 

multidisciplinary method. Its laws and theories stem from mathematics, physics, and 

chemistry, and it employs algorithms from computer science and information theory. 

It was originally conceived within theoretical physics in the late 1950s (Alder et al., 

1959)  and early 1960s (Rahman et al., 1964), but is applied today mostly in materials 

science and the modeling of biomolecules. 

 

Software for MD simulations 

 

AMBER (an acronym for Assisted Model Building with Energy Refinement) 

is a family of force fields for molecular dynamics of biomolecules originally 

developed by the late Peter Kollman's group at the University of California, San 

Francisco. AMBER is also the name for the molecular dynamics software package 

that simulates these force fields. It is maintained by an active collaboration between 

David Case at Rutgers University, Tom Cheatham at the University of Utah, Tom 
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Darden at NIEHS, Ken Merz at Florida, Carlos Simmerling at Stony Brook 

University, Ray Luo at UC Irvine, and Junmei Wang at Encysive Pharmaceuticals. 

 

 The term "AMBER force field" generally refers to the functional form used 

by the family of AMBER force fields. This form includes a number of parameters; 

each member of the family of AMBER force fields provides values for these 

parameters and has its own name. 

 

Functional form 

 

The functional form of the AMBER force field is (Cornell et al., 1995)                                                 

 

 

 

       

           

----- (1)                                            

 

Note that despite the term force field, this equation defines the potential energy of the 

system; the force is the derivative of this potential with respect to position. 

 

The meanings of right hand side terms are: 

 

• First term (summing over bonds): represents the energy between covalently 

bonded atoms. This harmonic (ideal spring) force is a good approximation near the 

equilibrium bond length, but becomes increasingly poor as atoms separate.  

• Second term (summing over angles): represents the energy due to the 

geometry of electron orbitals involved in covalent bonding.  

• Third term (summing over torsions): represents the energy for twisting a bond  
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due to bond order (e.g. double bonds) and neighboring bonds or lone pairs of 

electrons. Note that a single bond may have more than one of these terms, such that 

the total torsional energy is expressed as a Fourier series.  

• Fourth term (double summation over i and j): represents the non-bonded 

energy between all atom pairs, which can be decomposed into van der Waals (first 

term of summation) and electrostatic (second term of summation) energies.  

 

The form of the van der Waals energy is evinced by the equilibrium distance 

(σ) and well depth (ε). The factor of 2 ensures that the equilibrium distance is σ. The 

form of the electrostatic energy used here assumes that the charges due to the protons 

and electrons in an atom can be represented by a single point charge. (or in the case of 

parameter sets that employ lone pairs, a small number of point charges.) 

 

Parameter sets 

 

To use the AMBER force field, it is necessary to have values for the 

parameters of the force field (e.g. force constants, equilibrium bond lengths and 

angles, charges). A fairly large number of these parameter sets exist, and are 

described in detail in the AMBER software user manual. Each parameter set has a 

name, and provides parameters for certain types of molecules. 

 

• Peptide, protein and nucleic acid parameters are provided by parameter 

sets with names beginning with "ff" and containing a two digit year number, for 

instance "ff99".  

• GAFF (Generalized AMBER force field) provides parameters for small 

organic molecules to facilitate simulations of drugs and small molecule ligands in 

conjunction with biomolecules.  

• The GLYCAM force fields have been developed by Rob Woods for  

simulating carbohydrates.  

 

The AMBER software suite provides a set of programs for applying the 

AMBER force fields to simulations of biomolecules. It is written in Fortran 90 and C 
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with support for most major Unix-like systems and compilers. Development is 

conducted by a loose association of mostly academic labs. New versions are generally 

released in the spring of even numbered years; AMBER 10 was released in April 

2008.  

 

Programs 

 

• LEaP is used for preparing input files for the simulation programs.  

• Antechamber automates the process of parameterizing small organic 

molecules using GAFF.  

• SANDER (Simulated Annealing with NMR-Derived Energy Restraints) is 

the central simulation program and provides facilities for energy minimization and 

MD with a wide variety of options.  

• pmemd is a somewhat more feature-limited reimplementation of sander by 

Bob Duke. It was designed with parallel processing in mind and has significantly 

better performance than sander when running on more than 8-16 processors.  

• nmode calculates normal modes. 

• ptraj provides facilities for numerical analysis of simulation results. 

AMBER does not include visualization capabilities; visualization is commonly 

performed with VMD. A new visualization alternative is Sirius.  

• MM-PBSA allows for implicit solvent calculations on snap shots from 

MD simulations. 

 

Polymerase Chain Reaction Technique 

 

In molecular biology, the polymerase chain reaction (PCR) is a technique to 

amplify a single or few copies of a piece of DNA across several orders of magnitude, 

generating thousands to millions of copies of a particular DNA sequence. The method 

relies on thermal cycling, consisting of cycles of repeated heating and cooling of the 

reaction for DNA melting and enzymatic replication of the DNA. Primers (short DNA 

fragments) containing sequences complementary to the target region along with a 

DNA polymerase (after which the method is named) are key components to enable 
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selective and repeated amplification. As PCR progresses, the DNA generated is itself 

used as a template for replication, setting in motion a chain reaction in which the 

DNA template is exponentially amplified. PCR can be extensively modified to 

perform a wide array of genetic manipulations. 

 

Almost all PCR applications employ a heat-stable DNA polymerase, such as 

Taq polymerase, an enzyme originally isolated from the bacterium Thermus aquaticus. 

This DNA polymerase enzymatically assembles a new DNA strand from DNA 

building blocks, the nucleotides, by using single-stranded DNA as a template and 

DNA oligonucleotides (also called DNA primers), which are required for initiation of 

DNA synthesis. The vast majority of PCR methods use thermal cycling, i.e., 

alternately heating and cooling the PCR sample to a defined series of temperature 

steps. These thermal cycling steps are necessary first to physically separate the two 

strands in a DNA double helix at a high temperature in a process called DNA melting. 

At a lower temperature, each strand is then used as the template in DNA synthesis by 

the DNA polymerase to selectively amplify the target DNA. The selectivity of PCR 

results from the use of primers that are complementary to the DNA region targeted for 

amplification under specific thermal cycling conditions. 

 

Developed in 1983 by Kary Mullis, PCR is now a common and often 

indispensable technique used in medical and biological research labs for a variety of 

applications (Saiki et al., 1985 and 1988). These include DNA cloning for sequencing, 

DNA-based phylogeny, or functional analysis of genes; the diagnosis of hereditary 

diseases; the identification of genetic fingerprints (used in forensic sciences and 

paternity testing); and the detection and diagnosis of infectious diseases. In 1993, 

Mullis was awarded the Nobel Prize in Chemistry for his work on PCR. 

 

PCR is used to amplify a specific region of a DNA strand (the DNA target). 

Most PCR methods typically amplify DNA fragments of up to ~10 kilo base pairs 

(kb), although some techniques allow for amplification of fragments up to 40 kb in 

size (Cheng et al., 1994). A basic PCR set up requires several components and 

reagents (Joseph et al., 2001). These components include: 
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• DNA template that contains the DNA region (target) to be amplified.  

• Two primers that are complementary to the 3' (three prime) ends of each of  

the sense and anti-sense strand of the DNA target.  

• Taq polymerase or another DNA polymerase with a temperature optimum 

at around 70 oC.  

• Deoxynucleoside triphosphates (dNTPs) the building blocks from which 

the DNA polymerase synthesizes a new DNA strand.  

• Buffer solution, providing a suitable chemical environment for optimum 

activity and stability of the DNA polymerase.  

• Divalent cations, magnesium or manganese ions; generally Mg2+ is used, 

but Mn2+ can be utilized for PCR-mediated DNA mutagenesis, as higher Mn2+ 

concentration increases the error rate during DNA synthesis (Pavlov et al., 2004). 

• Monovalent cation potassium ions.  

 

The PCR is commonly carried out in a reaction volume of 10-200 µl in small 

reaction tubes (0.2-0.5 ml volumes) in a thermal cycler. The thermal cycler heats and 

cools the reaction tubes to achieve the temperatures required at each step of the 

reaction. Many modern thermal cyclers make use of the Peltier effect which permits 

both heating and cooling of the block holding the PCR tubes simply by reversing the 

electric current. Thin-walled reaction tubes permit favorable thermal conductivity to 

allow for rapid thermal equilibration. Most thermal cyclers have heated lids to prevent 

condensation at the top of the reaction tube. Older thermocyclers lacking a heated lid 

require a layer of oil on top of the reaction mixture or a ball of wax inside the tube. 

 

PCR Procedure 

 

The PCR usually consists of a series of 20-40 repeated temperature changes 

called cycles; each cycle typically consists of 2-3 discrete temperature steps. Most 

commonly PCR is carried out with cycles that have three temperature steps (Figure 2). 

The cycling is often preceded by a single temperature step (called hold) at a high 

temperature (>90°C), and followed by one hold at the end for final product extension 
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or brief storage. The temperatures used and the length of time they are applied in each 

cycle depend on a variety of parameters. These include the enzyme used for DNA 

synthesis, the concentration of divalent ions and dNTPs in the reaction, and the 

melting temperature (Tm) of the primers (Rychlik et al., 1990). 

 

 

 

Figure 2  The principle of polymerase chain reaction (PCR) 

 

Source: Gergerich et al. (2006)  
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3’ 5’ 

3’ 5’ 
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The step of PCR 

 

1. Initialization step: This step consists of heating the reaction to a temperature of 

94-96 °C (or 98 °C if extremely thermostable polymerases are used), which is 

held for 1-9 minutes. It is only required for DNA polymerases that require heat 

activation by hot-start PCR (Sharkey et al., 1994). 

2. Denaturation step: This step is the first regular cycling event and consists of 

heating the reaction to 94-98 °C for 20-30 seconds. It causes DNA melting of 

the DNA template by disrupting the hydrogen bonds between complementary 

bases, yielding single strands of DNA.  

3. Annealing step: The reaction temperature is lowered to 50-65 °C for 20-40 

seconds allowing annealing of the primers to the single-stranded DNA 

template. Typically the annealing temperature is about 3-5 degrees Celsius 

below the Tm of the primers used. Stable DNA-DNA hydrogen bonds are only 

formed when the primer sequence very closely matches the template sequence. 

The polymerase binds to the primer-template hybrid and begins DNA 

synthesis.  

4. Extension/elongation step: The temperature at this step depends on the DNA 

polymerase used; Taq polymerase has its optimum activity temperature at 75-

80 °C (Chien et al., 1976 and Lawyer et al., 1993) and commonly a 

temperature of 72 °C is used with this enzyme. At this step the DNA 

polymerase synthesizes a new DNA strand complementary to the DNA 

template strand by adding dNTPs that are complementary to the template in 5' 

to 3' direction, condensing the 5'-phosphate group of the dNTPs with the 3'-

hydroxyl group at the end of the nascent (extending) DNA strand. The 

extension time depends both on the DNA polymerase used and on the length 

of the DNA fragment to be amplified. As a rule-of-thumb, at its optimum 

temperature, the DNA polymerase will polymerize a thousand bases per 

minute. Under optimum conditions, i.e., if there are no limitations due to 

limiting substrates or reagents, at each extension step, the amount of DNA 

target is doubled, leading to exponential (geometric) amplification of the 

specific DNA fragment.  
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5. Final elongation: This single step is occasionally performed at a temperature 

of 70-74 °C for 5-15 minutes after the last PCR cycle to ensure that any 

remaining single-stranded DNA is fully extended.  

6. Final hold: This step at 4-15 °C for an indefinite time may be employed for 

short-term storage of the reaction. 

 

PCR products analysis 

 

To check whether the PCR generated the anticipated DNA fragment (also 

sometimes referred to as the amplimer or amplicon), agarose gel electrophoresis is 

employed for size separation of the PCR products. The sizes of PCR products is 

determined by comparison with a DNA ladder (a molecular weight marker), which 

contains DNA fragments of known size, run on the gel alongside the PCR products 

(Figure 3). 

 

 

 

Figure 3  Electrophoresis of the PCR fragments on 1 % agarose gel.  

 

Source: Linzhao et al. (2001) 
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The PCR process can be divided into three stages: 

 

1. Exponential amplification: At every cycle, the amount of product is doubled 

(assuming 100% reaction efficiency). The reaction is very sensitive: only 

minute quantities of DNA need to be present (Campbell Biology, 7th edition). 

2. Levelling off stage: The reaction slows as the DNA polymerase loses activity 

and as consumption of reagents such as dNTPs and primers causes them to 

become limiting. 

3. Plateau: No more product accumulates due to exhaustion of reagents and 

enzyme. 

 

PCR optimization 

 

In practice, PCR can fail for various reasons, in part due to its sensitivity to 

contamination causing amplification of spurious DNA products. Because of this, a 

number of techniques and procedures have been developed for optimizing PCR 

conditions. Contamination with the extraneous DNA is addressed with lab protocols 

and procedures that separate pre-PCR mixtures from potential DNA contaminants 

(Joseph et al., 2001). This usually involves spatial separation of PCR-setup areas from 

areas for analysis or purification of PCR products, use of disposable plastic ware, and 

thoroughly cleaning the work surface between reaction setups. Primer-design 

techniques are important in improving PCR product yield and in avoiding the 

formation of spurious products, and the usage of alternate buffer components or 

polymerase enzymes can help with amplification of long or otherwise problematic 

regions of DNA. 
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Application of PCR 

 

PCR allows isolation of DNA fragments from genomic DNA by selective 

amplification of a specific region of DNA. This use of PCR augments many methods, 

such as generating hybridization probes for Southern or northern hybridization and 

DNA cloning, which require larger amounts of DNA, representing a specific DNA 

region. PCR supplies these techniques with high amounts of pure DNA, enabling 

analysis of DNA samples even from very small amounts of starting material. 

 

Other applications of PCR include DNA sequencing to determine unknown 

PCR-amplified sequences in which one of the amplification primers may be used in 

Sanger sequencing, isolation of a DNA sequence to expedite recombinant DNA 

technologies involving the insertion of a DNA sequence into a plasmid or the genetic 

material of another organism. Bacterial colonies (E.coli) can be rapidly screened by 

PCR for correct DNA vector constructs (Pavlov et al., 2006). PCR may also be used 

for genetic fingerprinting; a forensic technique used to identify a person or organism 

by comparing experimental DNAs through different PCR-based methods. 

 

Some PCR “fingerprints” methods have high discriminative power and can be 

used to identify genetic relationships between individuals, such as parent-child or 

between siblings, and are used in paternity testing. This technique may also be used to 

determine evolutionary relationships among organisms. 
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OBJECTIVES 

 

1. To predict the binding mechanism to human and avian receptor analogs of 

influenza A virus (H5N1) hemagglutinin by using molecular dynamics simulations 

(MD).  

 
2. To study the effect of antigenic site mutation on cell receptor binding of 

hemagglutinin protein. 

 
3. To study the binding affinity of the receptor analogs in their complexes 

were also calculated and compared with HA from wild-type and mutant-type of avian 

influenza A H5N1. 

 
4. To clone H5 HA gene for antigenic site (loop 130) mutation in the 

experiment. 

 
5. To understand the structural properties of viral resistance in order to 

improve the vaccine strategies trends in the future. 
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LITERATURE REVIEW 

 

Of the three influenza pandemics of the last century, the 1957 (H2N2) and 

1968 (H3N2) pandemic viruses were avian-human reassortments in which three and 

two of the eight avian gene segments, respectively, were reasserted into an already 

circulating, human-adapted virus (Kawaoka at el., 1989). The origin of the genes of 

the 1918 influenza virus (H1N1), which killed about 50 million people worldwide 

(Johnson at el., 2002), is unknown. The extinct pandemic virus from 1918 has 

recently been reconstructed in the laboratory and was found to be highly virulent in 

mice and chicken embryos (Taubenberger at el. and Tumpey at el., 2005). With 

continued outbreaks of the H5N1 virus in poultry and wild birds, further human cases 

are likely, and the potential for the emergence of a human-adapted H5 virus, either by 

reassortment or mutation, is a threat to public health worldwide.  

 

Clayton et al. (1984) proposed two mutations in the receptor-binding site of a 

human hemagglutinin (HA) at residue 226 and 228 (H3 numbering), receptor binding 

site, had effect to allowed replication in ducks. 

 

 Nicholas et al. (1989) reported that mutations at amino acid 226 change the 

specificity of hemagglutinin for α2,6 and α2,3-glycosidic-linkages. The NMR line 

broadening of sialyloligosaccharides suggested that sialic acid is the only component 

that contacts the protein. Saccharides containing two sialic acid residues appear to 

have two separate binding modes. Hemagglutinin that has undergone a low pH 

induced conformational change retains the ability to bind sialic acid. 

 

Studying mutation in hemagglutinin proteins, are one of the most important 

mechanisms for producing variation in influenza viruses (Robert G. W., 1992), 

consider position of mutation in protein sequence characterize by associated with 

glycosylation sites, cleavage site, residues of receptor binding site and antigenic site 

of protein sequence (Shiuh-Ming et.al., 1992). Thus, HA is the main determinant of 

the host range of virus (Kanta et. al. 1998). 
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Kanta et al. (1998) isolated an avian H5N1 influenza A virus (A/Hong 

Kong/156/97) from a tracheal aspirate obtain from a 3-year-old child in Hong Kong 

with a fatal illness consistent with influenza. They found that the hemagglutinin 

protein contained multiple basic amino acids adjacent to the cleavage site. A feature 

characteristic of highly pathogenic avian influenza A viruses. 

 

Couceiro et al. (1998) reported the avian, human, and swine upper respiratory 

tract epitheliae preferentially express 2-3 linkages, 2-6 linkages, and both 2-3 and 2-6 

linkages, respectively. Not shown, a subset of human respiratory epithelial cells of the 

lower tract that are ciliated mainly express 2-3 linkages. These expression patterns 

account for the ability of avian influenza A strains, which preferentially bind via HA 

to 2-3 sialic acid residues, to infect both birds and pigs, and for pigs to serve as a site 

of antigenic shift when they are infected with both human and avian influenza A 

strains. Since the HA of human isolates preferentially binds to 2-6 sialic acid linkages, 

this also accounts for the usual restriction of infection by avian influenza isolates to 

birds and pigs but not humans, at least in cases of upper respiratory tract infection. A 

large body of data shows the multigenic character of influenza virus pathogenicity. 

All human and avian isolates from live bird markets in Hong Kong 1997 contained 

multiple basic amino acids at the cleavage site of the HA, a feature known to be 

associated with high virulence among avian influenza viruses (Claas et al., 1998; 

Suarez et al., 1998). 

 

Suzuki et al. (2000) reported that the resolution of the crystal structure of HA 

derived from A/Vietnam/1203/2004 (H5N1) virus. It is believed that a switch from 

α2,3 to α2,6 receptor specificity is a critical step in the adaptation of avian viruses to a 

human host, while α2,3 specificity alone appears to be one of the reasons that most 

avian influenza viruses, including current avian H5 strains, are not easily transmitted 

from human to human after avian-to-human infection. 
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Ya et al. (2001) investigated four new three-dimensional structures of avian 

H5 and swine H9 influenza hemagglutinins (HAs). They found that closely related to 

those that caused outbreaks of human disease in Hong Kong in 1997 and 1999 were 

determined bound to avian and human cell receptor analogs. Form structures show 

that HA binding sites specific for human receptors appear to be wider than those 

preferring avian receptors and how avian and human receptors are distinguished by 

atomic contacts at the glycosidic linkage. They compare new structures with 

previously reported crystal structures of HA/sialoside complexes of the H3 subtype 

that caused the 1968 Hong Kong influenza virus pandemic and analyzed in relation to 

HA sequence of all 15 subtypes and to receptor affinity. 

 

 Ya et al. (2002) determined the three-dimensional structures of the HAs from 

H5 avian and H9 swine viruses closely related to the viruses isolated from humans in 

Hong Kong. They compared it with known structures of the H3 HA from the virus 

that caused the 1968 H3 pandemic and of the HAesrerase-fusion (HEF) glycoprotein 

from an influenza C virus. The result suggest that HA subtypes may have originated 

by diversification of properties that affected the metastability of HAs requires for their 

membrane fusion activities in viral infection. 

 

 Harvey et al. (2004) showed that mutations at positions 226 and 228 (H3 

numbering) (Q226L and G228S), which are the adaptive mutations for H2 and H3, 

could reduce the binding affinity to sialic acidα2,3-galactose (SAα2,3-Gal) of an 

H5N1 virus isolated in 1997 (Hong Kong flu). 

 

Gambaryan et al. (2004) suggested that Ser-to-Ile substitution at position 227 

H3 numbering) of HA can reduce the virulence potential of the virus. This amino acid 

is in the receptor-binding pocket on the distal tip of the HA and therefore may affect 

the ability of the virus to recognize and bind to target cells. 

 

Enrique T. M. and Michael W. D. (2005) proposed method, from statistical 

mechanics and probabilistic statistics, to quantify the non-monotonic immune 

response that results from antigenic drift in the epitope of the hemagglutinin and 
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neuraminidase protein. They found that the results, compare epitope sequences of the 

hemagglutinin protein A/Fujian/411/2002 and A/Panama/2007/99, explain the 

ineffectiveness of the 2003-3004 influenza vaccine in the United States and provide 

an accurate measure by which to optimize the effectiveness of future annual influenza 

vaccines. 

 

James et al. (2006) investigated relation between HA structure from highly 

pathogenic Vietnamese H5N1 influenza virus (Viet04) and 1918 and other human H1 

HAs influenza A virus. They found that Viet04 more related to 1918 and other human 

H1 HAs than 1997 duck H5 HA by studying variation in antigenic site and receptor 

�binding site effected to α2, �3 and α2,6 receptor specificity only enhanced or 

reduced affinity for avian type receptors. Mutations that can convert avian H2 and H3 

HAs to human receptor specificity, when inserted on to the Viet04 H5 HA 

framework, permitted binding to a natural human receptor. 

 

Minyong et al. (2006) have determined how the SAα2,3-Gal and SAα2,6-Gal 

bind with H5N1 HA using ab initio quantum calculation, molecular docking, 

molecular mechanics, and molecular dynamics simulation. They found that the results 

presented, it indicates that the SAα2,3-Gal-HA complex has strong multiple 

hydrophobic and hydrogen bond interactions whereas the SAα2,6-Gal-HA complex 

only shows weak interactions. 

 

Yang et al. (2006) reported that adaptation of avian viruses to humans is 

associated with HA specificity for α2,6- rather than α2,3-linked SA receptors. They 

defined mutations in influenza A subtype H5N1 (avian) HA that alter its specificity 

for SA either by decreasing α2,3- or increasing α2,6-SA recognition. The receptor 

binding domain (RBD) mutants were used to develop vaccines and monoclonal 

antibodies that neutralized new variants. Structure-based modification of HA 

specificity can guide the development of preemptive vaccines and therapeutic 

monoclonal antibodies (MAbs) that can be evaluated before the emergence of human-

adapted H5N1 strains. 
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Stevens et al. (2006) reported that neither these mutations nor the mutations 

that could adapt H1 viruses to the human receptor (E190D and G225D) (H3 

numbering) could completely convert a Vietnam H5N1 virus isolated in 2004 to the 

2,6-type receptor specificity. Except for S227N, these mutations have not been found 

in H5N1 viruses isolated from humans or animals. N182K and Q192R mutations were 

shown to enhance the binding of a Vietnam H5N1 HA isolated in 2004 to the SA2,6-

Gal receptor (Yamada et al., 2006).  

  

Auewarakul et al. (2007) found substitutions at position 129 and 134 

identified in a virus isolated from a fatal human case that could change the receptor-

binding preference of HA of H5N1 virus from SAα2,3-Gal to both SAα2,3-Gal and 

SAα2,6-Gal. Molecular modeling demonstrated that the mutation (L129V and A134V) 

may stabilize SAα2,6-Gal in its optimal cis conformation in the binding pocket. The 

mutation was found in approximately half of the viral sequences directly amplified 

from a respiratory specimen of the patient. 

 

Nikolai et al. (2007) suggested that the HA antigenic structure differs 

substantially between A/Vietnam/1203/04 (H5N1) virus and the low-pathogenic 

A/Mallard/Pennsylvania/10218/84 (H5N2) virus they previously characterized 

(Kaverin et al., 2002). The hemagglutination inhibition reactions of the MAbs with 

recent highly pathogenic H5N1 viruses were consistent with the antigenic-site amino 

acid changes but not with clades and subclades based on H5 phylogenetic analysis. 

These results provide information on the recognition sites of the MAbs widely used to 

study H5N1 viruses and demonstrate the involvement of the HA antigenic sites in the 

evolution of highly pathogenic H5N1 viruses, findings that can be critical for 

characterizing pathogenesis and vaccine design. 

 

In 2008, Angeline and coworker studied the inhibitory effects of these five 

antibodies were similar to those observed with a previously described neutralizing 

antibody specific for the 140s antigenic loop present within HA1 and highlight the 

exciting possibility that these antibodies may be efficacious against multiple H5N1 

strains. 
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In 2009, Nipa and coworker studied the interactions between receptor models 

and hemagglutinin proteins from H5N1 strains A/Duck/Singapore/3/97, mutated 

A/Duck/Singapore/3/97 (Q222L, G224S, Q222L/G224S), A/Thailand/1(KAN-

1)/2004, and mutated A/Thailand/1(KAN-1)/2004 (L129V/A134V) by MD 

simulations. The avian receptor was represented by SAα2,3-Gal substructure and 

human receptor by SAα2,6-Gal. The glycoside binding conformation was monitored 

throughout the simulations, some mutations preference toward human-type receptors.  

 

 

 

 

Figure 4  Mechanism of the cytokine storm evoked by influenza virus   

 

Source: Michael et al. (2005) 
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Infection of virus host can be described in following steps. First, influenza 

virus binds through HA onto sialic acid sugars on the surfaces of epithelial cells, 

typically in the nose, throat and lungs of mammals and intestines of birds. Second, the 

cell imports the virus by endocytosis. In the acidic endosome part of the HA protein 

fuses the viral envelop with the vacuole’s membrane, releasing the viral RNA 

molecule into the cytoplasm (Melike et. al., 2003). Next, protein and viral RNA form 

a complex that is transported into cell nucleus (Cros, J and Palese P, 2003) and 

synthesized viral protein and form new viral genome particle by using inhibiting 

translation of host cell mRNAs (Kash et. al., 2006). Finally, the mature virus depart 

from the cell in a sphere of host phospholipids membrane It detach once their 

neuraminidase has cleaved sialic acid residues from the host cell after cell died. 

 

Sepsis is a severe systemic inflammatory response and is one example of a 

pathologic condition associated with "cytokine storm" (Figure 4). Sepsis is an often 

lethal hemodynamic collapse which is usually the result of a super infection by gram-

negative bacterial endotoxins. Sepsis is also classified as septic shock syndrome (SSS). 

 

Michael et al. (2005) reported that cytokine storm can also result from viral 

infections such as influenza, and an exaggerated systemic immune response to that 

particular viral infection (designated a type A, subtype "H5N1" virus) may have been 

the cause of high lethality seen in the influenza pandemic of 1918 to 1919. The great 

influenza pandemic was the most destructive pandemic in recorded world history, and 

killed more people (estimated between 20 to 50 million) than all casualties resulting 

from the first World War. Although the Spanish Flu pandemic affected an enormous 

percentage of the world wide population (up to 20% of the world population 

according to some sources), and killed between 20 and 50 million persons, no more 

than 5% of the people who contracted the Spanish Flu died (Brown et. al reported the 

highest death rate in India at 50 deaths per 1000 persons contracting the disease, or a 

five percent fatality rate). After 218 human cases of bird flu have been confirmed 

world-wide (as of May, 2006) the lethality rate stands at 57%. Should this strain 

develop into a pandemic, and should it keep its current mortality rate, it has the 

potential to be 10 times more lethal than the 1918 pandemic. 
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MATERIALS A�D METHODS 

 

Materials  

 

1. Molecular dynamics simulations part 

 

1.1    Hardware 

 

1.1.1 Computer Cluster of the Center of Cheminformatics 

(Chemistry Department, Faculty of Science, Kasetsart University, Bangkok). 

1.1.2 Eclipse.biotec.or.th of the National Center for Genetic 

Engineering and Biotechnology (BIOTEC). 

1.1.3 Thai National Grid Center (TNGC). 

 

1.2  Software 

 

1.2.1 AMBER9 program 

1.2.2 Swiss-pdb Viewer 3.7 

1.2.3 SWISS-MODEL  

1.2.4 PyMOL Viewer  

1.2.5 Weblab Viewerpro 4.0 

1.2.6 SSH Secure File Transfer 

1.2.7 FileZilla 

1.2.8 EditPlus 

1.2.9 Putty 

1.2.10 Glycam06 parameter 

1.2.11 VMD: visual molecular dynamics 

1.2.12 Xmgrace 

1.2.13 EndNote version 9.0 

1.2.14 X-Win32 

 

 



 30

2. Laboratory part 

 

 QuikChange® Site-Directed Mutagenesis Kit. 

 

2.1 Mutant Strand Synthesis Reaction. (Thermal Cycling). 

 

 This material was contained with 

  

2.1.1  Synthesize two complimentary oligonucleotides containing the 

desired mutation, flanked by unmodified nucleotide sequence. 

2.1.2 Prepare the sample reactions as indicated below: 

  5 µl of 10X reaction buffer 

  1 µl (5–50 ng) of dsDNA template 

  1 µl (125 ng) of oligonucleotide forward primer 

  1 µl (125 ng) of oligonucleotide reverse primer 

  1 µl of dNTP mix 

  Add H2O to a final volume of 50 µl 

  Then add 1 µl of PfuTurbo DNA polymerase (2.5 U/µl) 

  

Table 4  Cycling Parameters for the QuikChange® Site-Directed Mutagenesis Method 

 

Segment Cycles Temperature Time 

1 1 95  oC 30 seconds 

2 12 - 18 95  oC 30 seconds 

55  oC 1 minute 

68  oC 1 minute/kb of 

plasmid length 

  

2.1.3   Cycle each reaction using the cycling parameters outlined in 

Table 4. (For the control reaction, use a 5-minute extension time and run the reaction 

for 18 cycles.) 
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2.1.4 Add 1 µl of the Dpn I restriction enzyme (10 U/µl) at 37 oC for 

1 hour. 

 

 2.2   Transformation of XL1-Blue Supercompetent Cells 

  

 This material was contained with 

  

  2.2.1 XL1-Blue supercompetent cells 50 U/µl  

  2.2.2  Transfer 1 µl of the Dpn I-treatead DNA 

  2.2.3        Add 0.5 ml of SOC medium  

  2.2.4      For the mutagenesis and transformation controls, spread cells on 

LB–Ampicillin agar plates containing 80 µg/ml X-gal and 20 mM IPTG 

 

       2.3   Chemicals 

 

2.3.1       Acetic acid (J. T. Baker, Thailand) 

          2.3.2       Acrylamide (Bio Basic, Canada) 

2.3.3 Agar bacteriologico americano (Pronadisa, Spain) 

2.3.4 Ammonium sulfate (Bio Basic, Canada) 

2.3.5 Ammonium persulfate (Ajax Finechem, Australia) 

2.3.6 Ampicillin 

2.3.7 Bovine serum albumin (BSA) (Fluka Biochemika, USA) 

2.3.8 Ethylenediaminetetraacetic acid disodium salt (EDTA) (Univar, 

Australia) 

2.3.9 Glucose (Ajax Finechem, Australia) 

2.3.10    Isopropyl β-D-1-thiogalactopyranoside (IPTG) (Fermentus, 

USA) 

2.3.11    2–mercaptoethanol (Merck, Germany) 

2.3.12    Magnesium Chloride (J. T. Baker, Malaysia) 

2.3.13    Magnesium Sulfate (J. T. Baker, Malaysia) 

2.3.14    Methanol (Ajax Finechem, Australia) 

2.3.15    Potassium Chloride (J. T. Baker, Malaysia) 
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2.3.16    Sodium dodecyl sulfate (SDS) (Bio Basic, USA) 

2.3.17    Sodium chloride (J. T. Baker, Malaysia) 

2.3.18    Tetramethylethylenediamine (TEMED) (Bio Basic, USA) 

2.3.19    Triton® X-100 (USB Corporation, USA) 

2.3.20    Tris (hydrochloride (Research Organic, USA) 

2.3.21    Tryptone type-I (Himedia, India) 

2.3.22    Yeast extract powder (Himedia, India) 

 

2.4    Buffers and Solutions 

 

2.4.1   Luria-Bertani (LB) Agar / 1,000 ml 

 

     NaCl 10 g 

     Tryptone 10 g 

     Yeast extract 5 g 

     Agar  

     Add deionized H20 1 liter 

     Adjust pH to 7.0 with 5 N NaOH 

 

   20   g 

 

                The mixture was autoclaved for 3 hours 

 

2.4.2 LB-Ampicillin Agar / 1,000 ml 

 

               1 liter of LB agar, autoclaved 

            Cool to 55°C 

                 Add 10 ml of 10-mg/ml filter-sterilized ampicillin 

                 Pour into petri dishes (~25 ml/100-mm plate) 
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2.4.3 Buffer of Reaction 

 

       10X reaction buffer 

               100 mM KCl 

               100 mM(NH4)2SO4 

               200 mM Tris-HCl (pH 8.8) 

               20 mM MgSO4 

               1% Triton® X-100 

               1 mg/ml nuclease-free bovine serum albumin 

               (BSA) reaction buffer 

 

              TE Buffer 

                     1 mM Tris-HCl (pH 7.5) 

                     1 mM EDTA 

 

2.4.4 SOC Media Recipe / 1000 ml 

 

2.4.4.1   Add the following to 900ml of distilled H2O 

          20 g Bacto Tryptone 

          5 g Bacto Yeast Extract  

                2 ml of 5M NaCl 

               2.5 ml of 1M KCl 

               10 ml of 1M MgCl2  

               10 ml of 1M MgSO4  

               20 ml of 1M glucose  

                    2.4.4.2   Adjust to 1 L with distilled H2O  

                    2.4.4.3   Sterilize by autoclaving 
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Methods 

 

1. Molecular dynamics simulations  

 

1.1  The crystal structures of HA from A/Duck/Singapore/3/97 (H5N1) 

(Stevens et al., 2005) were used as templates for the simulations of HA binding to 

SAα2,3-Gal  (Protein Data Bank [PDB] accession number 1JSN) and SAα2,6-Gal 

(PDB  accession number 1JSO). In the structural template under PDB accession 

number 1JSO, the sialic residue has no galactose unit connected; therefore, we added 

it with the torsion angle of 55o. Both glycosides in the two structures were terminated 

with a methoxy group and used as the input for MD.  

 

1.2   In homology modeling, the wild-type and mutant HA (deleted loop130/ 

/S141D) and other mutants were three-dimensionally aligned via the SWISS-MODEL 

server (Schwede et al., 2003) using PDB accession numbers 1JSN and 1JSO and used 

as the initial input structures for MD. 

 

1.3  All structures were solvated using the TIP5P water model (Mahoney et al. 

, 2000), and we performed energy minimization to relieve bad contacts caused by 

unreasonable distances in the initial structures and then equilibrated for 100 ps before 

a 3-ns productive run at 300 K using the SANDER module in the AMBER9 program 

(University of California, San Francisco) with a Glycam06 parameter 

(http://glycam.ccrc.uga.edu). Xmgrace (http://plasma-gate.weizmann.ac.il/Grace/), 

VMD (Humphrey et al., 1996), and AMBER tools running on UNIX were exploited 

to visualize and manipulate all figures. Sietraj was used to calculate the free energy of 

binding (Naim et al., 2007, 52. Åqvist et al., 1994).  
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Molecular Modeling Work Flow 

 

Homology modeling with SWISS-MODEL server.  

 

Homology modeling is used to predict the three-dimensional (3D) structures 

of unknown proteins or mutant HA based on the known structure of a similar protein 

(X-ray crystal structures of HA from PDB). During evolution, sequence changes 

much faster than structure. It is possible to identify the 3D-structure by looking at a 

molecule with some sequence identity.  

 

SWISS-MODEL (http://swissmodel.expasy.org) is a server for automated 

comparative modeling of 3D protein structures. It pioneered the field of automated 

modeling starting in 1993 and is the most widely-used free web-based automated 

modeling facility today. In 2002 the server computed 120,000 user requests for 3D 

protein models. SWISS-MODEL provides several levels of user interaction through 

its World Wide Web interface: in the “first approach mode” only an amino acid 

sequence of a protein is submitted to build a 3D model. Template selection, alignment 

and model building are done completely automated by the server. In the “alignment 

mode”, the modeling process is based on a user-defined target-template alignment. 

Complex modeling tasks can be handled with the “project mode” using DeepView 

(Swiss-PdbViewer), an integrated sequence-to-structure workbench. All models are 

sent back via email with a detailed modeling report. What check analyses and 

ANOLEA evaluations are provided optionally. The reliability of SWISS-MODEL is 

continuously evaluated in the EVA-CM project. The SWISS-MODEL server is under 

constant development to improve the successful implementation of expert knowledge 

into an easy-to-use server. 
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Calculation of partial atomic charges 

 

 All quantum mechanical calculations were performed with the Gaussian94 

program. Electrostatic potentials were computed at the Hartree-Fock (HF) level with 

the 6-31G* basis set, at points around the solvent accessible surface of the molecules 

as determined using the CHELPG protocol. MD simulations were performed with the 

SANDER module of the AMBER 9.0 program using the all atom GLYCAM06 force 

field parameters set for oligosaccharides and glycoproteins.  

 

xLeap and tLeap: These programs perform the same function with the 

difference being that xLeap opens in an X-window interface and tLeap operates from 

a terminal prompt. The principal function of these programs is to prepare the AMBER 

coordinate and topology files.  

 

Leap to solvate the unit in a truncated octahedral box using a spacing distance 

of 9.0 angstroms around the molecule. Ideally, you should set the spacing at no less 

than 8.5 Å (~ 3 water layers) to avoid periodicity artifacts (Weber et al., 2000). For 

particle-mesh ewald electrostatics, (Darden et al., 1993 and Essmann et al., 1995). 

Our box side length must be > 2 X nonbonded cutoff. We will use a 10.0 Å cutoff in 

our solvated system; therefore, our box side must be > 20 Å. Our box side length will 

be (2 X 9) peptide dimension, which should easily be greater than 20 Å. The system 

must be neutral in terms of overall formal charge. Fortunately, our system is neutral as 

is. If this had not been the case then we would have used the add ions command to 

neutralize the charge (use Na+ to counter a negative charge or Cl- to counter a positive 

charge). The save AmberParm command saves the parameter file (prmtop or top file) 

and the initial coordinate file (inpcrd or crd file). We did this before solvating the 

system so we could perform an in vacuo dynamics simulation for comparisons to the 

solvated system. 
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Molecular Dynamics for the AMBER9 program 

 

Molecular Dynamics in a water box 

 

This job will be accomplished in 4 steps: 

 

Step 1. Restrained Minimization – relieve bad vander Waals contacts 

in the surrounding solvent while keeping the proteins restrained. 

 

Using the Sander program. The SANDER program is the number 

crunching juggernaut of the AMBER software package. SANDER will perform 

minimization, dynamics and NMR refinement calculations. We must specify an input 

file to tell SANDER what computations we want to perform and how we would like 

to perform those computations. Study the input file (*.in) for minimization below. 

 

Contents of min1.in  

 

 

 

 

 

 

 

 

 

 

*ote that: 

&cntrl and / - Most if not all of your instructions must appear in the “control” 

block (hence&cntrl). 

cut = nonbonded cutoff in angstroms. 

ntb = 1 constant volume dynamics 

ntr = Flag used to perform position restraints (1 = on, 0 = off) 

1jsn: unmutated initial minimization solvent + ions 
&cntrl 
  imin     = 1, 
  maxcyc   = 2500, 
  ncyc     = 1000, 
  ntb      = 1, 
  ntr      = 1, 
  cut      = 10 
/ 
Hold the protein fixed 
500.0 
RES 1 325 
END 
END 
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imin = Flag to run energy minimization (if = 1 then perform minimization; if 

= 0 then perform molecular dynamics). 

macyc = maximum 2500 of cycles 

ncyc = After ncyc cycles the minimization method will switch from steepest 

descents to conjugate gradient. 

Hold the peptide fixed = 500.0 (This is the force in kcal/mol used to restrain 

the atom positions.) 

RES 1 325 (Tells AMBER to apply this force to residue’s 1 to 325). 

 

Step 2. Unrestrained Minimization – Relieve bad contacts in the entire 

system. 

 

Contents of min2.in 

 

 

 

 

 

 

 

Step 3. Restrained Dynamics – Relax the solvent layers around the 

solute while gradually bringing the system temperature from 0 K to 300 K. 

   

This initial dynamics run is performed to relax the positions of the 

solvent molecules. In this dynamics run, we will keep the macromolecule atom 

positions restrained (not fixed, however). In a position-restrained run, we apply a 

force to the specified atoms to minimize their movement during the dynamics. The 

solvent we are using in our system, water, has a relaxation time of 10 ps; therefore we 

need to perform at least > 10 ps of position restrained dynamics to relax the water in 

our periodic box. 

 

 

1jsn: unmutated initial minimization solvent + ions 
&cntrl 
  imin     = 1, 
  maxcyc   = 3000, 
  ncyc     = 1000, 
  ntb      = 1, 
  ntr      = 0, 
  cut      = 10 
/ 



 39

Contents of md1.in 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

*ote that: 

imin = 0 Switch to indicate that we are running a dynamics. 

nstlim =  50000 of steps limit. 

dt = 0.002 time step in ps (2 fs) 

temp0 = 300 reference temp (in degrees K) at which system is to be kept. 

tempi = 100 initial temperature (in degrees K) 

gamma_ln = 1 collision frequency in ps-1 when ntt = 3  

ntt = 3 temperature scaling switch (3 = use langevin dynamics) 

tautp = 0.1 Time constant for the heat bath (default = 1.0) smaller constant 

gives tighter coupling. 

ntc = 2 Flag for the Shake algorithm (1 – No Shake is performed; 2 – bonds to 

hydrogen are constrained; 3 – all bonds are constrained). 

 

 

 

 

 

1jsn: 100ps MD with small res on protein 
 &cntrl 
  imin     = 0, 
  irest    = 0, 
  ntx      = 1, 
  ntb      = 1, 
  cut      = 10, 
  ntr      = 1, 
  ntc      = 2, 
  ntf      = 2, 
  tempi    = 0.0, 
  temp0    = 300.0, 
  ntt      = 3, 
  gamma_ln = 1.0, 
  tautp = 0.1, 
  nstlim = 50000, dt = 0.002, 
  ntpr = 100, ntwx = 500, ntwr = 1000 
 / 
Keep protein fixed with weak restraints 
10.0 
RES 1 325 
END 
END 
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Step 4. Production Run – Run the production dynamics at 300 K and 1 

bar pressure. 

 

Contents of md2.in 

 

 

 

 

 

 

 

 

 

 

 

 

 

*ote that: 

ntb = 2 Constant pressure dynamics. 

ntp = 1 md with isotropic position scaling. 

taup = 2.0 pressure relaxation time in ps 

pres0 = 1 reference pressure in bar. 

 

 

 

 

 

 

 

 

 

 

1jsn:  1000ps MD 
 &cntrl 
  imin     = 0, 
  irest    = 1, 
  ntx      = 7, 
  ntb      = 2, 
  cut      = 10, 
  ntr      = 0, 
  ntp      = 1, 
  taup     = 2.0, 
  pres0    = 1.0, 
  ntc      = 2, 
  ntf      = 2, 
  tempi = 300.0, 
  temp0 = 300.0, 
  ntt      = 3, 
  gamma_ln = 1.0, 
  nstlim = 500000, dt = 0.002, 
  ntpr = 100, ntwx = 500, ntwr = 1000 
 / 
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Analysis 

 

A. The RMSD plot. We will use the ptraj program. 

 

Contents of rms.in 

 

 

 

 

*ote that: 

trajin – specifies trajectory file to process. 

rms – computed RMS fit to the first structure of the first trajectory read in. 

out – specifies name of output file. 

@�, C, CA – Atom mask specifier (backbone atoms) (Note: The @ symbol is 

the atom specifier; alternately or in combination, you may use the colon : to 

specify residue ID # as well) For example if you only desired to examine the 

backbone atoms of residue #23, use : 23@N,C,CA 

time – tells ptraj that each frame represents 1 ps. 

 

B. Computing an average structure. From the RMSD plot indicates a 

region of stability. We will use these time points to compute an average. Average 

structures are good when you need a structure that is representative of a specific time 

range in the trajectory (e.g. a region of stability or equilibrium). 

 

Contents of avg.in 

 

 

 

 

 

The first steps involve centering the box followed by mass weighted RMS fit 

analysis, which is required for computation of the final average structure. The water 

trajin 1jsn_3u_md2.mdcrd 
trajin 1jsn_3u_md3.mdcrd 
trajin 1jsn_3u_md4.mdcrd 
rms first out 1jsn_3u.rms @N,C,CA time 1.0 

trajin jsn_md2.mdcrd 2950 3000 
center :1-9 
image center familiar 
rms first mass out av_rms.dat :1-9 
average jsn_avg.pdb pdb 



 42

molecule positions are highly variable in the average structure and will be essentially 

worthless. Remove the water molecules. 

 

C.  Analysis of hydrogen bonds over the course of the trajectory. Use 

the following input file (hbond.in) to ptraj. 

 

Contents of hbond.in 

 

 

 

 

 

  

*ote that: 

 donor/acceptor – use to specify the donor acceptor atoms. 

distance– use to specify the cutoff distance in angstroms between the heavy 

atom participating in the interaction. (3.0 is the default) 

includeself – include intramolecular H-bond interactions if any. 

angle – The H-bond angle cutoff (H-donor-acceptor) in degrees. (0 is the 

default) 

series – Directs output of H-bond data summary to STDOUT. 

 

The statistical analysis in the hbond.dat file will be most important. Look for 

those H-bonds with a high % occupancy (> 60%). These are the more stable H-bonds. 

Throw out results with angles less than 120 degrees. The higher the % occupancy; the 

better. When analyzing H-bond data, it is best to establish reasonable guidelines for 

the distance and angle cutoffs. A recent paper by Chapman et al. provides a nice 

discussion of hydrogen bond criteria. 

 

 

 

 

trajin oxy_md2.mdcrd 
donor TYR O 
acceptor ASN N H 
acceptor CYX N H 
hbond distance 3.5 angle 120.0 includeself 
donor acceptor neighbor 2 series \ 
hbond 
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D. Torsion angle measurements of the peptide backbone 

 

Contents of torsions.in 

 

 

 

 

 

 

 

The individual files can be plotted with xmgrace or Microsoft 

Excel to view the dihedral angle fluctuation with time in the simulation. 

 

 

E. Visual Molecular Dynamics (VMD)  

 

VMD is a molecular visualization and analysis program designed 

for biological systems such as proteins, nucleic acids, lipid bilayer assemblies, etc. It 

is developed by the Theoretical and Computational Biophysics Group at the 

University of Illinois at Urbana-Champaign. Among molecular graphics programs, 

VMD is unique in its ability to efficiently operate on multi-gigabyte molecular 

dynamics trajectories, its interoperability with a large number of molecular dynamics 

simulation packages, and its integration of structure and sequence information. 

 

General molecular visualization 

 

VMD is a general application for displaying molecules containing any number 

of atoms and is similar to other molecular visualization programs in its basic 

capabilities. VMD reads data files using an extensible plugin system, and supports 

Babel for conversion of other formats. User-defined atom selections can be displayed 

in any of the standard molecular representations. Displayed graphics can be exported 

trajin 1jsn_3u_md2.mdcrd 
trajin 1jsn_3u_md3.mdcrd 
trajin 1jsn_3u_md4.mdcrd 
dihedral 1jsn_3u :233@O6 :233@C2 :232@O6 :232@C6 out 1jsn_3u.dat 
dihedral 1jsn_3u_O1B :233@O1B :233@C1 :233@C2 :232@O6 out 1jsn_3u_O1B.dat 
dihedral 1jsn_3u_C5N :233@C5N :233@N5 :233@C5 :233@C6 out 1jsn_3u_C5N.dat 
dihedral 1jsn_3u_C2O6_phi :233@C1 :233@C2 :232@O6 :232@C6 out 1jsn_3u_C2O6_phi.dat 
dihedral 1jsn_3u_C6O6_psi :233@C2 :232@O6 :232@C6 :232@C5 out 1jsn_3u_O6C6_psi.dat 
dihedral 1jsn_3u_C6C5_ome :232@O6 :232@C6 :232@C5 :232@O5 out 1jsn_3u_C6C5_ome.dat 
dihedral 1jsn_3u_C1O4_u23 :232@O5 :232@C1 :232@O4 :232@C4 out 1jsn_3u_C1O4_u23.dat 
dihedral 1jsn_3u_O4C4_u23 :232@C1 :232@O4 :232@C4 :231@C5 out 1jsn_3u_O4C4_u23.dat 
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to an image file, to a scene file usable by ray tracing programs, or to a geometry 

description file suitable for use with 3-D printers. 

 

Visualization of dynamic molecular data 

 

VMD can load atomic coordinate trajectories from AMBER, Charmm, 

DLPOLY, Gromacs and many other simulation packages. The data can be used to 

animate the molecule or to plot the change in molecular properties such as angles, 

dihedrals, interatomic distances, or energies over time.  

 

Visualization of volumetric data 

 

VMD can load, generate, and display, volumetric maps. Supported map 

formats include CryoEM maps, electrostatic potential maps, electron density maps, 

and many other map file formats.  

 

Interactive molecular dynamics simulations 

  

VMD can be used as a graphical front-end to a live MD program running on a 

remote supercomputer or high-performance workstation. VMD can interactively 

apply and visualize forces in an MD simulation as it runs.  

 

Molecular analysis commands  

 

Many commands are provided for molecular analysis. These include 

commands to extract information on sets of atoms and molecules, vector and matrix 

routines for coordinate manipulation, and functions for computing values such as 

center of mass and radius of gyration. 
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PyMOL: Molecular visualization program  

 

PyMOL (www.pymol.org) is a molecular graphics system with an embedded 

Python interpreter designed for real-time visualization and rapid generation of high-

quality molecular graphics images and animations. It can also perform many other 

valuable (such as editing PDB files).  

 

Two unique and valuable features of this program over some other 

visualization program are the use of the powerful programming language (Python) 

and an emphasis on high-quality graphics. At the present time the program is still 

undergoing active development, but it is mature enough to be used for learning and 

research. During the early development, emphasis was placed on providing 

functionality, and not on intuitive user interface. As a result, it takes a little time to 

learn the program. We can interact with the program via four complimentary ways 

• Pull-down menus provide access to the file functions, the molecular editor, 

the program options, and a few more advanced tasks. For example, you can change 

the display quality settings, the background color, the size of your spheres, or the 

transparency of the surface from the pull-down menus.  

• A task bar on the right side of the screen allows one to select which objects 

are displayed in which way. For example, you can show your protein as a gray surface 

and the inhibitor as green sticks if you have separated them into two different objects.  

• The molecular display area allow to one view and interactively manipulate 

molecules. Ours three-button mouse allows to rotate, move, and zoom in or out by 

holding down the left, middle, or right button, respectively. Furthermore, you can 

select and perform specific tasks via mouse and keyboard shortcuts. For example, you 

can select two atoms (first by CTRL-SHIFT/left-clicking, second by CTRL-

SHIFT/right-clicking) and create a covalent by pressing CTRL-T. 

• We can create dashed lines (a good way to show hydrogen bonds) between 

oxygens and nearby amide hydrogens in the alpha-helix by using a command in the 

PyMOL manual. 
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Molecular Modeling Work Flow 

 

 

 

Figure 5  Schematic diagram of molecular dynamics simulations method 

 

Source: Schwede et al. (2003) 
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2.  Cloning and generation of mutants in the experimental.  

 

2.1  Construction and expression of recombinant HA gene. The cDNA of 

HA genome was kindly provided from the reposition of St. Jude Children’s Research 

Hospital and grown in embryonated eggs. The HA gene will be isolated from cDNA 

of the HA genome by using the Polymerase Chain Reaction (PCR) technique. The 

primers will be designed from sequence of H5 HA gene for the wild-type and mutant 

HA (deleted loop130) in the database and added enzyme restriction sites into the 

sequence for cloning.  

 

2.2  The PCR product is purified by ethanol precipitation and cut for 

ligation into the expression vector, pHW2000 by cutting out the DNA, a restriction 

enzyme which cut with same enzymes. The recombinant plasmid harboring HA gene 

is transformed into Escherichia coli (E. coli) BL21 for high expression.   

 

2.3  For the sequencing, The Hartwell Center for Bioinformatics and 

Biotechnology at St. Jude Children’s Research Hospital determined the sequence of 

template DNA by using synthetic oligonucleotides and rhodamine or dRhodamine 

Dye-Terminator Cycle Sequencing Ready Reaction Kits with AmpliTaq DNA 

polymerase FS (Perkin-Elmer, Applied Biosystems, Inc. [PE/ABI], Foster City, CA). 

Samples were subjected to electrophoresis, detection, and analysis on PE/ABI model 

373, model 373 Stretch, or model 377 DNA sequencers. 
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Mutagenic primer design.  

 

The mutagenic oligonucleotide primers for use in this protocol must be 

designed individually according to the desired mutation. The following considerations 

should be made for designing mutagenic primers: 

 

♦ Both of the mutagenic primers must contain the desired mutation and anneal 

to the same sequence on opposite strands of the plasmid. 

 

♦ Primers should be between 25 and 45 bases in length, with a melting 

temperature (Tm) of ≥ 78 oC. Primers longer than 45 bases may be used, but using 

longer primers increases the likelihood of secondary structure formation, which may 

affect the efficiency of the mutagenesis reaction. The following formula is commonly 

used for estimating the Tm of primers for primers intended to introduce insertions or 

deletions: 

     

Tm = 81.5 + 0.41(%GC) - 675/N 

 

For calculating Tm: 

• N is the primer length in bases 

• values for % GC is whole numbers 

 

♦ The desired mutation (deletion or insertion) should be in the middle of the 

primer with ~10–15 bases of correct sequence on both sides. 

 

♦ The primers optimally should have a minimum GC content of 40% and 

should terminate in one or more C or G bases. 
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Mutant strand synthesis reaction (Thermal Cycling): QuikChange
® 

Site-Directed 

Mutagenesis Kit. 

 

Amplification of H5 gene by PCR technique, The PCR mixture comprising of 

10X reaction buffer 5 µl, dNTP mix 1 µl, each of forward (F) and reverse (R) primers 

1 µl, PfuTurbo DNA polymerase 2.5 U/µl and DNA template 1 µl, was amplified by 

using Primus96 plus (Hybaid) thermocycler. The PCR condition was pre-denaturation 

at 95°C for 30 seconds, 18 cycles of denaturation at 95°C for 30 seconds, annealing at 

55°C for 1 min, an extension at 68°C for 7 min, and additional final extension at 68°C 

for 10 min. The PCR products were subjected to 1.0 % agarose gel, 100 volt for 45 

min by electrophoresis, the gel was stained with ethidium bromide solution 

(2.5µg/ml) for 2-5 min, destained with water for 10 min and visualized under UV 

transillumination. 

 

If desired, amplification may be checked by electrophoresis of 10 µl of the 

product on a 1.0 % agarose gel. A band may or may not be visualized at this stage. In 

either case proceed with Dpn I digestion and transformation. Adding the Dpn I 

restriction enzyme to the reaction tubes during the digestion step or when transferring 

the 1 µl of Dpn I treated DNA to incubate at 37 oC for 1 hour in the transformation 

reaction.  

 

Transformation of XL1-Blue supercompetent cells 

 

The amplified H5 gene was purified using QIA quick gel extraction kit 

(QIAGEN®), there after, it was digested and ligated to pHW2000 plasmids. The 

ligated plasmids were used to transform XL1-Blue supercompetent cells (50 µl). 

Transfer 1 µl of the Dpn I-treated DNA from each control and sample reaction to 

separate aliquots of the supercompetent cells. The transformation reactions gently to 

mix, incubate the reactions on ice for 30 minutes, heat pulse the transformation 

reactions for 45 seconds at 42°C, then place the reactions on ice for 2 minutes and add 

0.5 ml of SOC medium preheated to 42°C and incubate the transformation reactions 
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at 37°C for 1 hour with shaking at 225-250 rpm. The positive clone was selected by 

white-blue colony screening in LB agar plates containing ampicillin (50 µg /ml) when 

incubated the transformation plates at 37°C for >16 hours. The presence of H5 gene 

encoding for HA was confirmed by PCR. 

 

Table 5  Sequences of oligonucleotide primer designed from nucleotide sequence of 

HA mutant gene. 

 

 

Primers  

name 

 

  Sequences 

 

Tm  

(
o
C) 

Primer 

length 

(bp) 

 

Application 

HA 

mutant 

deleted 

loop 130 

F   5’ggg gtg agc tca gca tgt cca tcc tcc ttt 

        ttc aga aat gtg 3’ 

R  5’cac att tct gaa aaa gga gga tgg aca tgc 

           tgc gct cac ccc  3’ 

(Restriction enzyme: NcoI/ECoRI) 

74.3 42 Primer for 

cloning into 

pHW2000 

vector 
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Sequence HA full range 

 

         1 atctgtcaaa atggagaaaa tagtgcttct ttttgcaata gtcagtcttg ttaaaagtga 

       61 tcagatttgc attggttacc atgcaaacaa ctcgacagag caggttgaca caataatgga 

      121 aaagaacgtt actgttacac atgcccaa/ga c/ata/ctg/gaa /aag/aca/cac/a ac/ggg/aag/ct 

      181 ctgcgatcta gatggagtga agcctctaat tttgagagat tgtagtgtag ctggatggct 

      241 actcggaaac ccaatgtgtg acgaattcat caatgtgccg gaatggtctt acatagtgga 

      301 gaaggccaat ccagtcaatg acctctgtta cccaggggat ttcaatgact atgaagaatt 

      361 gaaacaccta ttgagcagaa taaaccattt tgagaaaatt cagatcatcc ccaaaagttc 

      421 ttggtccagt catgaagcct cattaggggt g agc tca gcat gtc ca tac cag gga aag tc 

      481 ctc ctt ttt cag aaatgtgg tatggcttat caaaaagaac agtacatacc caacaataaa 

      541 gaggagctac aataatacca accaagaaga tcttttggta ctgtggggga ttcaccatcc 

      601 taatgatgcg gcagagcaga caaagctcta tcaaaaccca accacctata tttccgttgg 

      661 gacatcaaca ctaaaccaga gattggtacc aagaatagct actagatcca aagtgaacgg 

      721 gcaaagtgga aggatggagt tcttctggac aattttaaaa ccgaatgatg caatcaactt 

      781 cgaaagtaat ggaaatttca ttgctccaga atatgcatac aaaattgtca agaaagggga 

      841 ctcaacaatt atgaaaagtg aattggaata tggtaactgc aataccaagt gtcaaactcc 

      901 aatgggggcg ataaactcta gtatgccatt ccacaatata caccctctca ccatcgggga 

      961 atgccccaaa tatgtgaaat caaacagatt agttcttgcg actgggctca gaaatagccc 

     1021 tcaaatagag agaagaagaa aaaagagagg attatttgga gctatagcag gttttataga 

     1081 gggaggatgg cagggaatgg tagatggttg gtatgggtac caccatagca atgagcaggg 

     1141 gagtgggtac gctgcagaca aagatcccac tcaaaaggca atagatggag tcaccaataa 

     1201 ggtcaactcg atcattaaca aaatgaacac tcagtttgag gccgttggaa gggaatttaa 

     1261 caacttagaa aggagaatag agaatttaaa caagaagatg gaagatgggt tcctagatgt 

     1321 ctggacttat aatgctgaac ttctggttct catggaaaat gagagaactc tagactttca 

     1381 tgactcaaat gtcaagaacc tttacgacaa ggtccgacta cagcttaggg ataatgcaaa 

     1441 ggagctgggt aacggttgtt tcgagttcta tcataaatgt gataatgaat gtatggaaag 

     1501 tgtaagaaac ggaacgtatg actacccgca gtattcagaa gaagcaagac taaaaagaga 

     1561 ggaaataagt ggagtaaaat tggaatcaat aggaatttac caaatactgt caatttattc 

     1621 tacagtggcg agttccctag cactggcaat catggtagct ggtctatcct tatggatgtg 

     1681 ctccaatggg tcgttacaa tgc aga att tgc att taa att tgtgagttca gatg 

 

F  5’  3’ 

Loop 

130 
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RESULTS A�D DISCUSSIO� 

 

Part 1 Molecular dynamics simulations. 

 

1. The torsion angle 

 

In the hemagglutinin binding pocket, the SAα2,3-Gal and SAα2,6-Gal 

receptors were shown to have a specific conformation, either cis or trans. Torsion 

angle (Ф) is the angle between two planes containing O6, C1 of the SA unit, and O3 

(or O6), C3 of Gal unit (Figure 6). The angle indicates whether the glycoside is in the 

cis (Ф = 56o) or trans (Ф = -55°) conformation (Figure 6). Within its bound state to 

H5 in an X-ray cocrystal structure, SAα2,3-Gal was found in the trans conformation.  

 

 

 

Figure 6  The receptor bound conformations were investigated by torsion angle (Ф). 

The torsion angles were defined that the cis and trans conformation. 

 

2. Binding Free Energy Expression and Models  

 

MD simulations can provide not only plentiful structural–dynamical 

information on protein complex structures in solution but also a wealth of energetic 

information, including the free energy of binding between protein partners. The most 

rigorous MD-based approaches to estimate binding free energy are the free energy 

perturbation and thermodynamic integration methods. 
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Because of long convergence time, they are computationally intensive and 

prohibitive on large systems such as protein–protein complexes. A more commonly 

used and tractable approach is the molecular mechanics Poisson–Boltzmann surface 

area (MM-PBSA) method. In this first-principle based method, the gas-phase energy, 

calculated using conventional molecular mechanics force fields such as AMBER is 

combined with a continuum model of solvation that includes a surface-area based 

nonpolar contribution and a polar salvation free energy calculated with the Poisson–

Boltzmann (PB) model. Solute entropy can be incorporated from statistical 

thermodynamics with normal mode analysis. 

 

The target-ligand binding free energy is approximated using the solvated 

interaction energy (SIE) formalism (Naim et al., 2007 and Åqvist et al., 1994). 

              ------ (2) 

C

erEint and vdw

erEint are the intermolecular Coulomb and van der Waals interaction 

energies in the bound state, respectively. The electrostatic contribution of the 

solvation free energy to binding, ∆ R

bindG , is the change in the reaction field energy 

between the bound and free states. The nonpolar contribution of the solvation free 

energy to binding, ∆ npsol

bindG , is the change in the nonelectrostatic solvation free energy 

(i.e., the solute-water van der Waals energy plus the cavitation cost in water) between 

the bound and free states. The target ligand complex represents the bound state of the 

system, whereas the free, unbound state is obtained by infinite rigid separation of the 

ligand and target from the complex. The terms in eq 2 can be grouped into the 

electrostatic and nonpolar contributions to binding, ∆ elec

bindG and ∆ np

bindG , respectively. 

Not included in eq 2 is the change in solute entropy upon binding, that is, changes in 

conformational, translational, and rotational entropy. Also, because we are using a 

rigid infinite separation model of binding, internal energies of neither the protein nor 

the ligand are taken into account. 
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3. LIGPLOT program (Wallace et al., 1995)  

 

 The LIGPLOT program automatically generates schematic 2-D diagrams of 

protein-ligand interactions for a given PDB file input. The interactions shown are 

those mediated by hydrogen bonds and by hydrophobic contacts. Hydrogen bonds are 

indicated by dashed lines between the atoms involved, while hydrophobic contacts are 

represented by an arc with spokes radiating towards the ligand atoms they contact. 

The contacted atoms are shown with spokes radiating back. The output is a color, or 

black and white, PostScript file giving a simple and informative representation of the 

intermolecular interactions and their strengths, including hydrogen bonds, 

hydrophobic interactions and atom accessibilities. The program is completely general 

for any ligand and can also be used to show other types of interaction in proteins and 

nucleic acids. It was designed to facilitate the rapid inspection of many enzyme 

complexes, but has found many other applications. 

 

4. The mutation H5 HA 

 

4.1 The deletion loop 130 (137-140 res.) of mutation H5 HA 

  

For a human H1 virus (1rvz.pdb), SAα2,6-Gal showed an average Ф 

angle of 63°, indicating a cis conformation. While the avian H5 virus (1jsn.pdb), 

SAα2,3-Gal showed an average Ф angle of -55°, indicating a trans conformation in 

the MD simulations (Figure 7).  
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Figure 7 The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,6-Gal (red line) and SAα2,3-Gal (black line) in the binding sites of the 

HA. 

 

In this study the MD simulations, because the swine influenza A virus 

(A/Swine/Hong Kong/98: H9, 1jsi.pdb), the antigenic site is absent and, coincidently, 

the H9 HA can bind both the human and avian receptor (figure 8). So we try to study 

whether or not this deletion can also cause the change in host type selectivity in avian 

influenza. We used MD simulations to build H5 HA model from the sequences where 

amino acid were removed between residues 137 to 140. The results of the MD 

simulations show that torsion angle (Ф) and binding free energy or ∆G bind in kcal/mol 

(Table 5). Calculation the H5 between two ligands (SAα2,3-Gal and SAα2,6-Gal) and 

HA protein complexes, when bound to the solvated receptor binding site and in water.  

 

 

 

 

 

 

 

 

cis 

trans 
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  a      b 

   

 

Figure 8  The swine influenza A virus of A/Swine/Hong Kong/98: H9; 1jsi.pdb (a).  

The avian influenza A virus of A/Duck/Singapore/3/97: H5; 1jso.pdb (b).   
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Figure 9  The average structural comparison of wild-type H5 (green ribbon) has loop 

130 (137-140 res; red line) and deletion loop 130 of mutant H5 (blue ribbon) binding 

with SAα2,6-Gal-linked saccharides (green stick and blue stick respectively).  

 

 

4.2  The deletion loop 130 and S141D of mutation H5 HA 

 

 The sequences comparison of the swine influenza A virus H9 HA and the 

avian influenza A virus H5 HA (Figure 10). Besides this antigenic site is absent and 

we try to change amino acid from serine (S) to Aspartic acid (D) at the residue 141.  

The deletion loop 130 and S141D of mutation H5 HA can also cause the change in 

host type selectivity in avian influenza. We used MD simulations to build H5 HA 

model from the sequences where amino acid were removed and changed between 
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residues 137 to 141. The results of the MD simulations show that Ф angle (Figure11) 

and ∆G bind in kcal/mol (Table 6). 

 

 

Figure 10  Amino acids alignments of H9 HA gene from Protein Data Bank [PDB] 

(accession 1jsi) and H5 HA gen (accession 1jso) by using BioEdit Sequence 

Alignment Editor program. 

 

 

Figure 11  The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,3-Gal in the binding sites of the template H5 HA 

(A/Duck/Singapore/3/97) (black), the mutated of deletion loop 130 (red) and the 

mutated of deletion loop 130 and S141D (green).  

 

      Wild-type H5 HA 
      Mutated of deletion loop 130  
      H5 HA 
      Mutated of deletion loop 130  
      and S141D H5 HA 

trans 
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Figure 12  The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,6-Gal in the binding sites of the template H5 HA 

(A/Duck/Singapore/3/97) (black), the mutated of deletion loop 130 (red) and the 

mutated of deletion loop 130 and S141D (green).  

 

4.3 The mutated loop 130 of mutation H5 HA 

 

The H5 HA sequences from the GenBank at The National Center for 

Biotechnology Information (NCBI). The GenBank consists of several divisions, most 

of which can be accessed through the nucleotide database. We observe at the loop 130 

region of the influenza virus A H5N1 HA protein on the human host cell in Asia from 

2003 to 2009 (figure 13). So the amino acids altered from the abundant mutations. We 

built the mutant H5 HA models, the first model is the double mutant N138Q/S141P 

and the models are the triple mutant N138Q/R140T/S141P and N138L/R140T/S141P, 

then we studied MD simulations.  

      Wild-type H5 HA 
      Mutated of deletion loop 130  
      H5 HA 
      Mutated of deletion loop 130  
      and S141D H5 HA 
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Figure 13  The H5N1 HA proteins from the GenBank database at NCBI, focus on 

loop 130 region of the influenza virus A for the human host cell in Asia from 2003 to 

2009. 

 

 

 

Figure 14  The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,3-Gal in the binding sites of the template H5 HA 

(A/Duck/Singapore/3/97) (black), the double mutated of N138Q/S141P (red) and the 

triple mutants are N138Q/R140T/S141P (green) and N138L/R140T/S141P (blue).  

 

      Wild-type H5 HA 
      Double mutated of  
      *138Q/ S141P  H5 HA 
      Triple mutated of  
      *138Q/R140T/S141P H5 HA 
      Triple mutated of  
      *138L/R140T/S141P H5 HA 
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Figure 15  The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,6-Gal in the binding sites of the template H5 HA 

(A/Duck/Singapore/3/97) (black), the double mutated of N138Q/S141P (red) and the 

triple mutated of N138Q/R140T/S141P (green).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Wild-type H5 HA 
      Double mutated of  
      *138Q/ S141P  H5 HA 
      Triple mutated of  
      *138Q/R140T/S141P H5 HA 
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Table 6  The relative torsion angle monitoring and binding free energy of avian 

(SAα2,3-Gal) and human (SAα2,6-Gal) cell receptor analogs complexed with 

A/Duck/Singapore/3/97:H5, mutation on loop 130. 

 

 
Protein 

 

Avian (SAα2,3-Gal) 

 

Human (SAα2,6-Gal) 

Torsion 
angle (Ф) 

∆G bind 

(kcal/mol) 
Torsion 

angle (Ф) 
∆G bind 

(kcal/mol) 
Wild-type  
H5 HA  

trans -7.92 trans -6.18 

Mutated of     
deletion loop 
130 (137-140 
Res.) (YNGR) 

trans -5.90 trans -6.09 

Mutated of   
deletion loop 
130 and S141D 

trans -7.83 cis -6.70 

Double Mutated  
on loop130 (H5) 
N138Q/S141P 

trans -7.11 
 

trans  -6.93 
 

Triple Mutated  
on loop130 (H5), 
N138Q/R140T/ 
S141P 

trans -6.99 cis -7.78 
 

 

 This provides a positive control for SAα2,6-Gal binding in the simulation and 

indicates that the Ф angle can be used as an indicator of the receptor preference. In 

order to have structural insight into the altered receptor specificity of the mutant HA, 

we performed MD simulations using two sialic acid-H5 cocrystals as reference 

structures for the two types of glycosidic linkages, SAα2,3-Gal (PDB accession 

number 1JSN) and SAα2,6-Gal (PDB accession number 1JSO).  

 

From the table 5 show that in the modeling, both the wild-type and the mutant 

on loop 130 (137-141 res.), HAs shared similar binding patterns within the sialic 

binding pocket as previously reported for both SAα2,3-Gal and SAα2,6-Gal binding. 

The Ф angle indicated that SAα2,6-Gal in the triple mutant on loop130, 

N138Q/R140T/S141P H5 HA spent most of the time in the lower binding free energy 

was -7.78 kcal/mol and cis conformation. Although SAα2,6-Gal, the wild-type HA 
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was trans conformation at the end of the simulation period.  The increased stability in 

the cis conformation of the binding to N138Q/R140T/S141P HA was due to an 

alternative interaction between many amino acids near the binding pocket and ligand 

(SAα2,6-Gal) with the strong hydrogen bonding (distances < 3.0 Ao) and the strong 

hydrophobic contacts (Figure 17) when compared the wild-type HA (Figure 16). 

Although SAα2,3-Gal binding to N138Q/R140T/S141P HA, the Ф angle significantly 

moved away from the preferred angle (-550) but SAα2,3-Gal was still in the trans 

conformation. The other mutations on loop 130 HA can bind to both the avian cell 

receptor (SAα2,3-Gal) and human cell receptor (SAα2,6-Gal) in the trans 

conformation (Table 6). 
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Figure 16  A schematic illustration of the interactions of SAα2,6-Gal with the 

residues around the receptor site of wild-type H5 HA. 
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Figure 17  A schematic illustration of the interactions of SAα2,6-Gal with the 

residues around the receptor site of  the triple mutated of N138Q/R140T/S141P H5 

HA. 
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Figure 18  The superimposition of SAα2,6-Gal around the receptor binding domain. 

The average structural comparison of A/Duck/Singapore/3/97:H5 (green ribbon) and 

mutated N138Q/R140T/S141P (red ribbon) binding with SAα2,6-Gal-linked.  
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4.4 The other single mutations of mutation H5 HA 

 

Table 7 The relative torsion angle monitoring and binding free energy of avian and 

human cell receptor analogs complexes with KAN-1 HA H5, mutation on loop 130 

and other single mutations.   

 

 
Protein 

 

Avian (SAα2,3-Gal) 

 

Human (SAα2,6-Gal) 

Torsion 
angle (Ф) 

∆G bind 

(kcal/mol) 
Torsion 

angle (Ф) 
∆G bind 

(kcal/mol) 
Wild-type  
KAN-1 HA  

trans -7.79 cis -7.62 

E75G 
 

- - trans -7.32 

Y91C 
 

- - trans -7.25 

P92L - - trans -5.23 
 

G130E - - trans  -8.27 
 

A134V 
 

- - cis -6.26 

Q138A 
 

- - trans -7.64 

 

The results from the table 7, the wild-type KAN-1 HA and the mutant A134V 

HA similar binding patterns within the sialic binding pocket as previously reported for 

both avian and human cell receptor binding. However, it was observed that over the 

period of simulations, hydrophobicity and spatial constraint changes residue 134 due 

to the different alkyl side chains, especially the A134V mutation, which happened 

near the glycosidic linkage, caused some changes in glycoside binding patterns. The 

Ф angle indicated that SAα2,6-Gal in the A134V HA spent most of the time in the 

low-energy cis conformation, whereas those in the wild-type Kan-1 HA and the 

template H5 were forced to change from their cis conformation in the initial input 

structures to the trans conformation. Although SAα2,6-Gal in both wild-type Kan-1 

HA and the template HA was in the trans conformation at the end of the simulation 

period, SAα2,6-Gal in Kan-1 HA stayed longer in the cis conformation than that in 

the template HA. This suggested that wild-type Kan-1 HA might have a slightly 
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increased affinity for SAα2,6-Gal compared to the template HA of 

A/Duck/Singapore/3/97. The increased stability in the cis conformation of the binding 

to A134V HA was due to an alternative interaction between Gly221 and 4-OH or 3-

OH (O3) of Gal (as figure 17) caused by a displacement of Gly221 by the A134V 

mutation. 

 

4.5 The mutation of HAs subtype (H1, H5) effect on loop 130   

 

  Besides that we study in other HAs subtype, the Q222L single mutants 

(H5 numbering), the Q222L/G224S double mutants and the G224S single mutants. Of 

all the mutants HA and the template H5 (A/Duck/Singapore/3/97) bind to the avian 

cell receptor were represented the SAα2,3-Gal in the trans conformation (Figure 19a). 

The results of the modeling indicated an altered binding conformation in the 

Q222L/G224S double mutant. It showed that SAα2,6-Gal in a cis conformation in the 

Q222L/G224S mutant HA (Figure 19b). We suggested that the result showed more 

selectivity toward human cell receptor for the Q222L/G224S mutant HA. 

 

 

   a      b 

 

Figure  19 The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,3-Gal (a) and SAα2,6-Gal (b) in the binding sites of the template H5 

(A/Duck/Singapore/3/97) (black), the Q222L mutant (red), the Q222L/G224S mutant 

(green) and the G224S (blue). 
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Figure  20 The superimposition of SAα2,3-Gal (green stick) and SAα2,6-Gal (orange 

stick) around the receptor binding domain. The average structural comparison of the 

double mutated Q222L/G224S (green ribbon) binding with SAα2,3-Gal and the 

double mutated Q222L/G224S (orange ribbon) binding with SAα2,6-Gal as the 

template H5 (A/Duck/Singapore/3/97). 

 

 Although the double mutated Q222L/G224S HA prefer to bind to a human-

type receptor were represented the SAα2,6-Gal in the cis conformation at the end of 

the simulation period but the structure HA were distorted on loop 130 by the 

Q222L/G224S HA double mutation (figure 19). 
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   a      b 

Figure  20 The amount of time that each receptor analog spent having a particular Ф 

angle for SAα2,3-Gal (a) and SAα2,6-Gal (b) in the binding sites of the template H1 

HA (A/Puerto/Rico/8/34) (black), the Q222L mutant (red), the Q222L/G224S mutant 

(green) and the G224S (blue). 

 

 

 

Figure  21 The superimposition of SAα2,3-Gal around the receptor binding domain. 

The average structural comparison of A/Puerto/Rico/8/34:H1 HA (yellow ribbon) and 

mutated Q222L/G224S (blue ribbon). 
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Figure 22 The superimposition of SAα2,3-Gal (green stick) and SAα2,6-Gal (blue 

stick) around the receptor binding domain. The average structural comparison of 

A/Puerto/Rico/8/34:H1 HA (green ribbon) and double mutated Q222L/G224S (blue 

ribbon) binding with SAα2,3-Gal and SAα2,6-Gal respectively. 

 

Finally, the results of the modeling of the other HA subtype, the Q222L single 

mutants, the Q222L/G224S double mutants and the G224S single mutants. Of all the 

mutants HA and the template A/Puerto/Rico/8/34:H1 HA bind to the avian cell 

receptor were represented the SAα2,3-Gal in the trans conformation, but the G224S 

single mutants had not stable the cis conformation (Figure 20). From the figure 20 

showed that SAα2,6-Gal in a cis conformation in the Q222L single mutants the 

Q222L/G224S double mutants, the G224S single mutants and as the template H1 HA.  

 

Thus, the major of mutants HA H1 were ability to bind to both the avian and 

human cell receptor. Although the mutations of HA H1 can bind to two cell receptor 

analogs but the structure HA were distorted on loop 130 by the mutations (figure 20, 

21, 22). 
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Part  2  Cloning and generation of mutants in the experimental. 

 

PCR analysis of the HA gene deleted loop 130 (137-140 Res., H5 no.) 

mutation was introduced the HA gene of the A/Thailand/1(KAN-1)2004 cloned into 

the pHW2000 expression vector, using a Quick Change site directed mutagenesis kit 

according to the manufacturer’s instructions. The presence of the desired mutation 

and the absence of the unwanted mutation were confirmed by DNA sequencing the 

full length of the cloned.   

  

 

 

 

 

Figure  23 Full length amplification of mutant HA gene deleted loop 130 by PCR 

RNA from A/Thailand/1(KAN-1)2004: H5, The PCR reactions were subjected to 

electrophoresis on a 1% agarose gel and stained with ethidium bromide. 

 

The PCR products after gel electrophoresis, the gel also shows a positive 

control, and a DNA ladder containing DNA fragments of defined length mutant 

deleted loop 130 HA was 1660 bp and molecular weight was 142,665.14 Daltons for 

sizing the bands in the experimental PCRs used to NcoI and EcoRI restriction enzyme 

for checking the mutant HA into the pHW2000 expression vector (figure 23).  
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Finally, for checking of amino acids alignments of mutated deletion loop 130 

H5 HA gene by the sequencing, The Hartwell Center for Bioinformatics and 

Biotechnology at St. Jude Children’s Research Hospital determined the sequence of 

template DNA by using synthetic oligonucleotides and rhodamine. 

 

 

 

 

Figure  24 Amino acids alignments of H5 HA gene from the sequencing, The 

Hartwell Center for Bioinformatics and Biotechnology at St. Jude Children’s 

Research Hospital determined the sequence of template DNA by using synthetic 

oligonucleotides and rhodamine. 
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CO�CLUSIO�S 

 

 The molecular dynamics simulations results showed that the mutants HA no 

change in binding pattern of deleted loop 130 HA compared with the wild type H5 

HA. The mutants HA of the N138Q/R140T/S141P (H5 no.) triple mutation as the 

template H5 (A/Duck/Singapore/3/97) binding with the human cell receptor (SAα2,6-

Gal) in the cis conformation with the strong hydrogen interaction. The modeling 

suggested that more selectivity toward human cell receptor for the 

N138Q/R140T/S141P mutants HA.  

 

The double mutated Q222L/G224S (H5 no.) HA prefer to bind to a human-

type receptor were represented the SAα2,6-Gal in the cis conformation but the 

structure HA were distorted on loop 130 by the Q222L/G224S HA double mutation as 

the template H1 (A/Puerto/Rico/8/34). 

 

The major of mutants H1 HA were ability to bind to both the avian and human 

cell receptor. Although the mutations of HA H1 can bind to two cell receptor analogs 

but the structure HA were distorted on loop 130 by the mutations. 

 

The results from the modeling suggested that mutation along the loop 130 (H5 

numbering) were important for host cell selectivity of the other HA subtype.  

 

In this study, we try to clone DNA and generate of the HA gene deleted loop 

130 mutation in the laboratory. The result confirmed by DNA sequencing the full 

length of the cloned.   
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Theory of Molecular Dynamics Simulations 

 

One of the principal tools in the theoretical study of biological molecules is 

the method of molecular dynamics simulations (MD). This computational method 

calculates the time dependent behavior of a molecular system.  MD simulations have 

provided detailed information on the fluctuations and conformational changes of 

proteins and nucleic acids.   These methods are now routinely used to investigate the 

structure, dynamics and thermodynamics of biological molecules and their complexes. 

They are also used in the determination of structures from x-ray crystallography and 

from NMR experiments. 

 

Biological molecules exhibit a wide range of time scales over which specific 

processes occur; for example  

 

• Local motions (0.01 to 5 Å, 10-15 to 10-1 s)  

Atomic fluctuations  

Side chain motions  

Loop motions  

 

• Rigid body motions (1 to 10Å, 10-9 to 1s)  

Helix motions  

Domain motions (hinge bending)  

Subunit motions  

 

• Large-Scale motions (> 5Å, 10-7 to 104 s)  

Helix coil transitions  

Dissociation or association  

Folding and unfolding  
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1. Main principle 

 

The main principle of M.D. simulation is as follows: given the system state 

S(t0), that is, the position r and velocity v of every particle (atom) in the system at 

time t0, subsequent states S(t0 + ∆t), S(t0 + 2∆t), …, are calculated by using Newton’s 

law F = ma. For accurate results small timesteps ∆t have to be used. To calculate 

S(t0+(n+1)∆t) from S(t0+n∆t), first for every particle i, Fi (t0+n∆t) is calculated. Fi (t0 

+ n∆t) is the sum of the forces on i as exerted by the other particles of the system at 

time t0 + n∆t. For every particle i the force Fi (t0+n∆t) is then integrated to get the new 

velocity vi (t0 +n∆t). Using this velocity, for every particle i the new position ri (t0 + 

(n+1)∆t) can be calculated (Figure 4A). 

 

2. Integration 

 

A widely used, simple and numerically stable, integration algorithm is the 

leapfrog algorithm. In this algorithm particle positions are calculated at times t0 + n∆t 

and velocities at midpoints, i.e. at t0 + (n+ 
2

1
)∆t (this differs from the scheme in the 

previous paragraph where particle positions and velocities were both evaluated at t0 + 

n∆t). With tn  ≡ t0 + n∆t, the formulas for leap-frog integration are 

 

vi (tn + ∆t/2) = vi(tn - ∆t/2) + m-1
Fi(tn)∆t     (2.1) 

 

ri(tn + ∆t) = ri(tn) + vi(tn + ∆t/2)∆t       (2.2) 

 

3. Interaction forces 

 

In an M.D. simulation the forces between particles only depend on particle 

positions, not on velocities. Usually, interactions are specified by giving an expression 

for the potential energy of the interaction, hence the force can be written as a gradient 

of the potential. 
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4. �on-bonded interactions 

 

Two classes of interactions may be distinguished: non-bonded interactions and 

bonded interactions. Non-bonded interactions model flexible interactions between 

particle pairs. Two well-known non-bonded interaction potentials are the Coulomb 

potential and the Lennard-Jones potential. Using the convention that the distance 

between the particles i and j is defined as rij ≡ |rij| ≡ |ri – rj|, the Coulomb potential can 

be written as 

 

       (4.1) 

 

 

Here qi and qj are the charges of particles i resp. j. The Coulomb force on 

particle i, due to particle j is given by 

 

 

       (4.2) 
 
 

 
The Lennard-Jones potential is given by 

 

   (4.3) 
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Figure 1A Lennard-Jones potential (equation 4.3). The depth of the potential well is 

determined by ɛ, and the diameter of the particle by σ. 

 

Where ɛ is a constant determining the depth of the potential well, and where σ 

determines the diameter of the particle (see Figure 1A). The term 
12















ijr

σ  models a 

strong repelling force at very short distances, and the term - 
6















ijr

σ  models an 

attracting force with a longer interaction range. Adding these two terms gives a 

potential well. The force of the Lennard-Jones interaction exerted on particle i by 

particle j is given by 

 

   (4.4) 
 

Due to the ‘action = - reaction’ principle (Newton’s third principle), the forces 

between two interacting particles are related by 
 
 

       (4.5) 
 
 

So, the force between every particle pair i, j has to be evaluated only once 

instead of twice. The usual way to evaluate every interaction only once is to use the 
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j > i criterion, i.e., to calculate explicitly the force on the particle with the highest 

particle number. The force on the other particle is calculated with (4.5). 

 

5. Bonded interactions 

 

Bonded interactions model rather strong chemical bonds, and are not created 

or broken during a simulation. For this reason, these interactions may be evaluated by 

running through a fixed list of groups of particle numbers, where each group 

represents a bonded interaction between two or more particles. The three most widely 

used bonded interactions are the covalent interaction, the bond-angle interaction, and 

the dihedral interaction. 

 

The covalent interaction is a bonded interaction between two particles i and j 

with interaction potential 

 

      (5.1) 
 

This interaction may be thought of as a very stiff linear spring between i and j. 

The spring has a neutral length b0 and a spring constant Kb. The force of this 

interaction is given by 

 

    (5.2) 

 

The bond-angle interaction is a three particle interaction between i, j, k (Figure 

2A; a), with interaction potential 

 

      (5.3) 
 
with 

     (5.4) 
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(Valid for small (Θ - Θ0).) This interaction may be thought of as a torsion 

spring between the lines i, j and k, j. The spring has a neutral angle Θ0 and a spring 

constant KΘ. 

 

The dihedral-angle interaction V (ϕ) is a four particle interaction between i, j, 

k, l (Figure 2A; b) with an interaction potential V = V(ϕ). Two often used expressions 

for V are 

 

                (5.5) 
 
 
where δ and ϕ0 are constants. The definition of the dihedral angle ϕ is given by 

 

    (5.6) 

      (5.7) 

      (5.8) 

     (5.9) 

where ȓ ≡ 
.r

r
 

 

 

 

Figure 2A a: Bond-angle interaction. Θ is the angle between the lines i, j and k, j.  

b: Dihedral interaction with negative ϕ. m is normal to the i, j, k plane, n is normal to 

the j, k, l plane. 
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6. Cut-off radius and neighbour searching 

 

In principle, a non-bonded interaction exists between every particle pair. 

Because most of the CPU (Central Processing Unit) time of M.D. simulation is spent 

in non-bonded force calculations, the greatest gain in performance can be achieved by 

efficiency improvements in this part. Two optimisations are widely applied: the use of 

a cut-off radius, and the use of neighbour lists.  

 

Earlier we proposed to evaluate all pair interactions, no matter how far the 

particles are separated. However, the main contribution to the total force on a particle 

is from neighbouring particles. Therefore, only a small error is introduced when only 

interactions are evaluated between particles with a distance less than a cut-off radius 

Rco. Choosing Rco so that for each particle 100 to 300 other particles are within cut-off 

radius gives a good balance between correct physics and efficiency. For a system of 

104 particles this makes the non-bonded force computation a factor 
100

410  to 
300

410  faster.  

 

Still, when using a cut-off radius, all pairs have to be inspected to see if their 

separation is less than Rco. This is called neighbour searching. However, the timesteps 

made, are so small that particles travel only a very small distance during one timestep. 

In other words, the set of particles within Rco of a given particle hardly changes 

during one timestep. Therefore, only a small error is made when only every 10 or 20 

timesteps all pairs are inspected to see if their distance is less than Rco. Pairs with a 

distance less than Rco are stored in so called neighbour lists which are used the next 

10 or 20 timesteps. In this way the all-pairs inspection every timestep is replaced by 

an all-pairs inspection every 10 or 20 timesteps at the cost of some memory space to 

store the neighbour list of every particle. Using Rco and a neighbour list, non-bonded 

force calculations still take about 70% of the total CPU time. 
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7. Periodic boundary conditions 

 

Because of the limited CPU power, in current M.D. simulations typically 

103
…105

 particles are involved. Single systems of this size suffer strongly from finite 

system effects. For example, due to the surface tension of water (or Laplace pressure), 

the pressure in a spherical droplet of water consisting of 2×104 molecules, will be 

approximately 275 bar. Many other anomalies are introduced by using small, single 

systems. Therefore, most simulations are done with periodic boundary conditions. 

This means that the simulation takes place in a computational box, which is virtually 

surrounded by an infinite number of identical replica boxes, stacked in a space filling 

way, all with exactly the same contents (Figure 3A). Only the behaviour of one box, 

the ‘central box’, has to be simulated; other boxes behave in the same way. When 

periodic boundary conditions are used particles may freely cross box boundaries. For 

each particle leaving the box, at the same instant an identical particle from an adjacent 

replica box enters the box at the opposite side. In M.D. system with periodic boundary 

conditions particles are influenced by particles in their own box and particles in 

surrounding boxes. 

 

The shape of the computational box should be such that it can be stacked in a 

space filling way. For reasons of efficiency only convex boxes are used. In 3-D space 

there exist five box types with these properties: the triclinic box, the hexagonal prism, 

two types of dodecahedrons, and the truncated octahedron. A system with periodic 

boundary conditions is an infinite system, but has a crystal-like long range order. 

Ideally, one would like to have a system without this long range order. By choosing 

Rco not too large, the long range order effects are limited. 
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Figure 3A 2-D Periodic Boundary Conditions. One box is surrounded by eight 
identical boxes. 
 

 

8. Constraint dynamics 

 

Every timestep, during the force calculations, many types of interaction forces 

are evaluated: Coulomb forces, Lennard-Jones forces, covalent forces, etc. Some of 

these interactions are very rigid. The most rigid interaction in M.D. simulation is the 

covalent interaction. This means that two particles having a covalent interaction, have 

an almost constant distance, or put in another way, two particles with a covalent bond 

vibrate with a high frequency. The maximally allowed timestep used in M.D. 

simulation is dictated by the allowed numerical drift of the integration algorithm, so it 

is dictated by the highest frequency in the system, and should be approximately 1/ 

(40×highest frequency). However, the behaviour of covalent interactions is not part of 

the physics of interest of an M.D. simulation because covalent vibrations are only 

weakly coupled to the other vibrations of the system. Leaving out frequencies above 

1/4 to 1/2 the highest covalent eigenfrequency does not influence the outcome of  

M.D. simulation. So, it is a waste of computer time to use a timestep based on 

covalent eigenfrequencies. For that reason, nowadays in most M.D. programs, the 

covalent interactions are handled using constraint dynamics, which means that the 

distance between particles with a covalent bond is kept constant. Then the timestep 

may be as high as 1/20 to 1/10 (×highest frequency). In this way, the same time span 

of physics can be simulated two to four times faster. 
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Because an atom may have covalent interactions with a number of atoms, 

substituting covalent interactions with length constraints will in general result in a set 

of connected length constraints with a, possibly cyclic, graph-like structure. In a 

typical M.D. system the number of constraints is of the same order as the number of 

particles. 

 

The introduction of length-constraints has no consequences for the force 

calculations, except of course that the forces of covalent interactions are not 

calculated. However, the introduction of length-constraints has severe consequences 

for the algorithm in which Newton’s law is integrated, resulting in a matrix equation. 

As the rank of the matrix is the number of constraints in the system, for systems with 

many constraints, solving this equation directly is complex. There exists however a 

fast, iterative method, called SHAKE to solve the matrix equation. The special thing 

about SHAKE is that its iterative way of solving the matrix equation is directly 

reflected in iterative adjustments of pairs of particle positions.  

 

SHAKE is used as follows. Every timestep, the interaction forces, the new 

velocities, and new positions are calculated as if no constraints exist, except that no 

covalent interaction forces are evaluated. Particle positions obtained in this way do 

not fulfill the distance constraints between particles. Then SHAKE is invoked. In 

SHAKE, particle positions are iteratively corrected until all length-constraints are 

fulfilled within a predefined tolerance. So, at the end of every timestep many SHAKE 

iterations have to be done. 

 

9. Applications 

 

M.D. simulations are used to complement and to replace experiments in 

physics and chemistry. As such, M.D. has been used to study simple gases, liquids, 

polymers, crystals, liquid crystals, proteins, proteins in liquids, membranes, DNA-

protein interactions, etc. For example, the equation of state (the p, T, V diagram) or 

transport phenomena, such as thermal conductivity of a gas, may be calculated by 

M.D. simulation. For polymers M.D. has been used to calculate mechanical properties 
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like compressibility and tensile strength. In the area of drug design, M.D. is used to 

calculate the free energy of a reaction. Nuclear Magnetic Resonance experiments give 

incomplete information about inter-atom distances; M.D. is used to refine these data. 

Many of the physical properties mentioned are not derived from one system state but 

as a time average over a long sequence of consecutive states (Gunsteren et al., 1990). 

  

 

 

 

Figure  4A Main components of the M.D. simulation algorithm. 
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GLYCAM PARAMETERS 

(FOR AMBER 8.0, RESP 0.010), COPYRIGHT CCRC 2004 

 

File:  Parm_Docs/Glycam_06.txt  

 

The following valence bond/angle parameters were replaced in the first peer-

review submitted version of GLYCAM06 (Glycam_06.dat_FirstSubmission_JCC) 

with those from AMBER's Parm94/Parm99 parameter files 

 
From: 
C -OS  409.0    1.33 
To: 
C -OS  450.0    1.323   Parm99 
 
From: 
CG-HC  360.0    1.095         Ethane 
CG-H1  410.0    1.092         Methanol 
CG-H2  440.0    1.105         1,1-Dimethoxyethane 
To: 
CG-HC  340.0    1.090  Parm94 
CG-H1  340.0    1.090         Parm94 
CG-H2  340.0    1.090         Parm94 
 
From: 
C -O   999.0     1.220         N-Methylethanamide 
C -N   490.0    1.360         N-Methylethanamide 
C -O2  730.0    1.260         2-Methylpropanoate 
To: 
C -O   570.0    1.229        Parm94 
C -N   490.0    1.335         Parm94 
C -O2  656.0    1.250         Parm94 
 
From: 
OH-HO  700.0    0.960         Methanol 
To: 
OH-HO  553.0    0.960        Parm94 
 
From: 
N -H   600.0    1.010         N-Methylethanamide 
To: 
N -H   434.0    1.010         Parm94 
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From: 
OS-C -O     132.0     122.20     K calculated from methyl acetate (eqm value 
from crystal average) 
To 
OS-C -O      80.0     125.00  Parm99 
 
From: 
O2-C -O2    100.00    130.00  Acetate, 2-Methylpropanoate 
To: 
O2-C -O2     80.00    126.00      Parm94 
 
From: 
N -C -O      80.00    122.70     Force constant taken from Parm94, Angle set to 
HF/6-31G(d) value N-Methylethanamide 
To: 
N -C -O      80.00    122.90  Parm94 
 
From: 
C -N -H      60.00    122.00     Ethanamide 
H -N -H      30.00    119.00     Force constant taken from Parm94, Angle set to 
agree with C -N -H in ethanamide 
To: 
C -N -H      30.00    122.00     Parm94 
H -N -H      35.00    120.00     Parm94 
 
From: 
H1-CG-N      35.00    109.50    Parm91 H-CG-N 
H2-CG-N      35.00    109.50    Parm91 H-CG-N 
To: 
H1-CG-N      50.00    109.50    Parm94 H1-CT-N 
H2-CG-N      50.00    109.50    Parm94 H1-CT-N 
 

�otes: This force field may be employed independently for simulating 

carbohydrates or may be used in conjunction with Parm94 without introducing any 

conflict. Correct rotational behavior for O-C-C-O fragments requires 

SCEE=SCNB=1.0.  This is in contrast to "standard" AMBER, in which it is normal to 

set SCEE=1.2 and SCNB=2.0. Unless you are attempting to generate rotamer 

populations, it is OK to use the "standard" values. Using non-standard values 

(SCEE=SCNB=1.0) may be unacceptable when a protein is also present. To obtain 

the current version of this force field and/or carbohydrate prep files go to the website 

http://www.glycam.ccrc.uga.edu. 
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The Genetic Code 
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The pHW2000 Expression Vectors 

 

 

 
 

 

 

 

 

Figure   5A  Map and restriction endonuclease sites for pHW2000 
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Contributions to Conferences  
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Oral Presentation to Conferences 

 

 

-  Oral presentation: Effect of Antigenic Site Mutation on Cell Receptor Binding 

of Influenza A virus (H5�1) Hemagglutinin 

 

 

Navakul, K., D. Chuakheaw and C. Sangma. Effect of Antigenic Site Mutation on 

Cell Receptor Binding of Influenza A virus (H5�1) Hemagglutinin. The abstract 

of 13th Annual Symposium on Computational Science and Engineering Association 

(ANSCSE 13), Kasetsart University, March 25-27, 2009. (Oral Presentation)  
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Poster Presentation to Conferences 

 

 

-  Poster presentation: Cell Receptor Binding Mechanism of Influenza A virus 

(H1�1) 2009 Hemagglutinin. 

 

 

Krongkaew �avakul, Daungmanee Chuakheaw, Sissades Tongsima and Chak 

Sangma. The abstract of The Pure and Applied Chemistry International Conference 

2010 (PACCON 2010), Sunee Grand Hotel and Convention Center, Ubon 

Ratchathani, Thailand, January 21 - January 23, 2010.  

 

 

 

 

 

 

 



118 
 

 

 

 

 



119 
 

CURRICULUM VITAE 

 

�AME  :  Miss Krongkaew  Navakul 

 

BIRTH DATE :  January 20, 1985 

 

BIRTH PLACE :  Chainat, Bangkok, Thailand 

 

�ATIO�ALITY :  Thai 

 

EDUCATIO� :     YEAR    I�STITUTIO�  DEGREE/DIPLOMA 

       2003-2006   Chiangmai University      B.Sc. (Chemistry) 

       2007-2009   Kasetsart University      M.Sc. (Chemistry) 

 

SCHOLARSHIPS :  1)  The Scholarship for Science Talented Students (full),  

Comission on Higher Education (2007-2008) 

2)  Commission on Higher Education (National Center of 

Excellence for Petroleum, Petrochemicals, and Advanced 

Materials, NCE-PPAM) (2007-2008) 

3)  Thailand Graduate Institute of Science and Technology  

     (TGIST) (2008-2010) 

4)  National Center for Genetic Engineering and 

     Biotechnology (BIOTEC) (2008-2010) 

 

PRESE�TATIO� A�D PUBLICATIO�S  

 

Navakul, K., D. Chuakheaw and C. Sangma. Effect of Antigenic Site Mutation on 

Cell Receptor Binding of Influenza A virus (H5�1) Hemagglutinin. The abstract 

of 13th Annual Symposium on Computational Science and Engineering Association 

(ANSCSE 13), Kasetsart University, March 25-27, 2009 (Oral Presentation).  

 



120 
 

Navakul, K., D. Chuakheaw, S. Tongsima and C. Sangma. Cell Receptor Binding 

Mechanism of Influenza A virus (H1�1) 2009 Hemagglutinin. The abstract of The 

Pure and Applied Chemistry International Conference 2010 (PACCON 2010), Sunee 

Grand Hotel and Convention Center, Ubon Ratchathani, Thailand, January 21-23, 

2010 (Outstanding Poster Award). 

 

 

. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  
 

 

 

 

 

 


	COVER OUT50640200
	FORM-ENG-MAS+DOC-HEAD_50640200
	50640200e 
	50640200table_fig
	50640200



