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Abstract
The purpose of this study is to develop forecasting models for four kinds of wastes: AA waste 
(Absorbents, filtered waste), BB waste (Plastics), CC waste (Discarded organic chemicals) and 
DD waste (Sludge from treatment process). The output of forecast is performed on an Excel 
application for planning, implementation and assets control as well as physical facilities and 
financial investments. The waste forecasting models could be used to support the wastes disposal 
and transportation business of four service providers. The method selected uses Box-Jenkins 
method with data periods from January 2008 to December 2017 (120 series data). Using Minitab 
software to analyze the data and fit parameters for models generated, the best forecasting 
values were by ARIMA (2, 1, 0) or ARI (2,1) for Service Provider A, ARIMA (0, 0, 1) or MA 
(1) for Service Provider B, ARIMA (3, 2, 2) for Service Provider C and ARIMA (3, 0, 3) or 
ARMA (3, 3) for Service Provider D. The results of forecasting the wastes for the four service 
providers had RMSE of 467.61, 518.80, 1,691.16 and 1,102.80, respectively, which is lower than 
another research paper (11,551.77). Suitable forecasting models, Excel application can generate 
valuable forecasts for service providers to utilize their budget of cash, assets and facilities better.
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Abstract
Understanding the perception of people on the provision of water meters in houses can aid in 
the enhancement of water conservation strategies in a locality. In this study, the perception of the 
residents of the town of Pollachi, Tamil Nadu, India was assessed using a questionnaire survey. 
Queries were related to the quality of the water, duration and frequency of water supply, need for 
water pricing, usage of filters, preference for implementation of water meter, water treatment, etc. 
The survey was analyzed based on four major parameters, namely; age, gender, locality and literacy 
of the people.  A total of 78 residents from various locations in and around Pollachi were considered 
for this survey. The study indicates that frequency of supply of water to the residents of the town is 
not uniform in all locations and the residents within the town received water supply for a longer 
duration compared to those living away from the town. The quality of water is perceived to be good 
by majority of the residents. There was a mixed response from the males and females regarding 
boiling of water and usage of filters. Perception of people over the provision of water meter in the 
house is mixed and most of the males perceived that a water meter should be provided compared 
to the females. Women had more conviction of the fact that the provision of a water meter would 
solve the water shortage problem in their town, in comparison with the men. Thus, provision of 
water meter will definitely aid in water conservation as people would have to pay as per their usage. 
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1. Introduction 

 Water scarcity is an issue that is threatening 
many developing countries today and India is 
no exception to that. India is the home for 
1.34 billion people. With 16% of the global 
population, it has only 4% of the world’s water 
resources (Government of India, 1999). India 
has been taking significant steps to develop its 
water resources, but rapidly growing population, 

industrial and infrastructural development, 
agriculture and unequal distribution of water 
has resulted in demand exceeding the supply 
(Cronin et al., 2014). According to National 
Institute of Hydrology (2010), the current 
water availability per capita is around 1,170 
m3/person·year, indicating that India is just 
above the water stressed criteria of 1,000 m3/
person (WRI, 2007), based on Government 
of India (1999). In addition, issues such as 

1. Introduction

The definition of industrial waste varies 
between countries, but it generally includes 
wastes generated in any processes of 
industry, manufacturing, trade or business. 
Also the composition of industrial wastes 
varies, depending on the industrial structure 
of a country or region. It consists of general 
rubbish, packaging, food waste, acids, 
alkalis, oils, solvents, resins, paints, mine 
spoils and sludge (Juhasz et al. 2004).The 
industrial wastes situation is an important 
environmental issues in Thailand since the 
lack of capacity to handle these wastes 
causes problems for the community and 
environment. These do not seem to be 
any plans or preventive measures to solve 

these issues for storing, transporting and 
disposing of wastes (Wardona, 2016). 
However if information technology and 
knowledge can be applied to solve these 
problems, not only will the industrial 
sectors and all stakeholders gain valued 
benefits, but also the government sector 
could plan, implement and control its 
investments to balance the industrial and 
public sectors. For supporting solutions, 
the government in Thailand would prefer 
the industrial sector to use data recording 
and Information Technology to plan and 
control in order to propel development 
following the concepts and directions 
issued by the government for problems 
by applying the Industrial Revolution 
4.0 (Aderson, 1977; Chaisuntorn, 2016). 
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Industrial wastes or residual wastes, 
industrial disposal processes and key 
stakeholders are classified by Department 
of Industrial Work in Thailand (Phetyoung, 
2011). There are three key parties: the 
Waste Generator which is an organization 
in any industrial sector which generates 
wastes, Wastes Transporter who is anyone 
engaged in transportation of regulated waste 
generated or disposed of within Thailand, 
and who must possess a valid Thailand 
waste transporter permit, and the Waste 
Processor who is anyone engaged in waste 
disposal processes that must comply with 
Factory Act, B.E. 2535 and Hazardous 
Substance Act, B.E. 2535. The wastes 
generation is divided into four kinds which 
are absorbents, filter materials (including 
oil filters not otherwise specified), wiping 
cloths, protective clothing contaminated by 
dangerous material (AA), plastics shavings 
and turnings (BB), Discarded organic 
chemicals consisting of or containing 
dangerous substances (CC), and Sludge from 
other treatment of industrial wastewater 
(DD). These wastes are handled by four 
registered waste transportation and disposal 
service providers who need to know 
data of the waste in advance from their 
customers in order to plan, implement, 
control and find solutions to support their 
businesses and other issues of concern to 
the environment to avoid with Department 
of Industrial Work and Thai regulations. 
Thus the researchers would like to apply a 
concept and model to forecast data of wastes 
from the industrial customers to support 
the transporters and waste processors. 
Data of wastes handled and company 
information of Service Providers A, B, C, 
and D were collected as time series data, so 
these data could be applied as time series 
forecasting tools to generate forecasting 
data. Additionally the purpose of using these 
data about assets, facilities and investment 
planning was for short term forecasting 
data (three months to twelve months or 
one year), so the well-known univariate 
(Roengpeerakul, 1999; Yodpayung, 2008; 
Yisarkul, 2012; Rangkakulnuwat, 2013) 
time series forecasting technique ARIMA 
(Autoregressive Integrated Moving Average)

and Box-Jenkins method are used. This 
model is to provide a better forecasting 
tool in future for short term forecasting 
(Holton, 2017).

2. Materials and Methods

2.1 Literature Review

After reviewing and exploring papers 
applying Box-Jenkins and Autoregressive 
Integrated Moving Average (ARIMA), it 
was found that some papers could apply this 
method to solve their problem situations. 
Table 1 summarizes these papers (Authors, 
Methodologies, and Objectives and Findings.

2.2 Theoretical Framework

Before study the basic components 
of ARIMA and Box-Jenkins method, 
Autocorrelation Function (ACF) and Partial 
Autocorrelation Function (PACF) (Usombut, 
2004) need to be considered. Autocorrelation 
is the correlation (ACF) of a signal with 
itself at different points in time, as shown in 
equation (1):

		    		  (1)

where  Xt  is observed data at t lag time, k 
is amount of lag period as k= 1, 2, 3, …, k, and   

is average of data as  =∑Xt /N
Partial autocorrelation (PACF) is the 

partial correlation of a time series with its 
own lagged values, controlling the values of 
the time series at all shorter lags. It contrast 
with the  autocorrelation function, which does 
not control other lag. 

Formulation of this equation is shown in 
equation (2)

				     (2)

where  ∅kj = ∅k-1,j - ∅kk ∅k-1,k-j ,   j = 1,2,3,...,k-1 
for determining optimal selections of any p, 
q to Moving Average (MA), Autoregressive 
(AR) and Autoregressive Moving Average 
(ARMA) (Ibrahim, 1976; Ebenezer et al. 
2013),  Table 2 gives suggestions to 
forecasters.
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Table 1: Selected research papers related to Box-Jenkins and Time Series methods

The basics of ARIMA model and Box-
Jenkins procedures (Song, 2014; Vicente et al. 
1974) are ARIMA models consisting of three 
components: lagged values of the variable 
of interest (the AR component – parameter 
p), lagged values of the error term (the MA 
component – parameter q) and the degree 
of integration (the number of differences 
required to make a series stationary – 
parameter d). AR (p) model can be written as 
equations (3) and (4):

	                  		
				           (3)
	                
		   		         (4) 

where Xt is observed data at time t, δ is 
constant moving average, ∅1,∅2,∅3,…,∅p are 
coefficients of p moving average terms, and μtis 
random error at time t., and Liis lag operator. 

MA (q) can be written as equations (5) and (6):
                      		
				          (5)

                                          	       (6)

where Xt is observed data at time t, μ 
is constant moving average, θ1,θ2,θ3,…,θq 
are coefficients of q moving average 
terms, μ t is random error at time t, μ t-1 
, μ t-2 , μ t-3 ,…, μt-q  are coefficients of q 
moving average terms and L(t)=1+ θ1L 
+ θ2L

2 +...+ θq L
q.

The ARMA (p, q) can be written as:

              			         (7)
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where Xt is observed data at time t, μ is 
constant moving average, ∅1,∅2,∅3,…,∅p are 
coefficients of p moving average terms, and 
μt is random error at time t, θ1,θ2,θ3,…,θq are 
coefficients of q moving average terms, μt  is 
random error at time t, and μt-1 , μt-2 , μt-3 ,…, μt-q are 
coefficients of q moving average terms. This class 
of models can be extended to non-stationary series 
as Autoregressive Integrated Moving Average 
(ARIMA) models by allowing the differencing 
of the data series. There are many ARIMA and 
general non – seasonal models known as ARIMA 
(p, d, q) (p is the number of autoregressive, d is 
the number of differences and q is the number of 
moving average). However, the general seasonal 
model is known as ±ARIMA (p, d, q) (P, D, Q) s, 
where s is the number of periods per season. In 
the ARIMA model, the random disturbance term 
has the following notation.

E(εt)=0,E(εt,εs)=0            	 (8)

Estimation of parameters (ARMA (p, q)) 
(Taesombut ,  1996;  Mookda ,  2006; 
Ungpansattawong, 2012) in any model is by 
maximum likelihood function L(∅,θ,δ,
│Xt,t=1,2,3,…,N  )  and values of parameters 
∅,θ,δ are calculated in minimum square of 
summation of error terms. Notations are:

                     			           (9)
			 
				            (10)

when estimating parameter of ∅,θ,δ, estimation 
of equation (11) can be made.

                          			 
 				          (11)

Let     be representative of any parameters and 
test of statistics is t as 

                                     		
				          (12)

where SE  is standard deviation of 
t  and degree of freedom is number of 
N – number of estimated parameters.

Diagnostic Chec king of models (ARMA 
(p, q)) (Ilbrahim, 1976; Lorchirachoonkul, 
2005; Hepsen, 2011; Aiste et al. 2016) can 
find which model is suitable for forecasting 

by considering random error values μt without 
internal correlation, Q~χ2   lead to the notation:

				    (13)

where Q is test statistics without correlation, 
standard deviation is μt , and degree of 
freedom is Q = k – number of parameters. k 
is a period of lag, N is amount of observed 
time series data, d is differences of orders in 
time series data and rj is correlation of lag j. 
All forecasting techniques would have errors, 
and the levels of error would depend on error 
terms from each of the forecasting techniques.

 
				    (14)
                               		
				    (15)
                        		
				    (16)

There  were  two k inds  of  e r ror 
measurement methods to apply for this paper 
(equations (17) and (18)).

1.Mean Square Error (MSE) 
				  
				     (17)

2.Root Mean Square Error (RMSE) or Standard 
Error (SE) 

                          		   
				     (18)

Box-Jenkins procedure (Yisarkul, 
2012) is procedure for applying ARIMA 
models to time-series analysis, forecasting 
and control was proposed by Box and 
Jenkins (1976) (Yisarkul,  2012) and 
popularized the use of ARIMA models 
through the following three steps. First 
of all is identification, the step involves 
determining the order of the model required 
to capture the dynamic features of the data. 
Graphical procedures are used (plotting 
the autocorrelation function (ACF) and 
partial ACF (PACF) of the time series) to 
decide which (if any) AR or MA component 
should be used in the model. To achieve 
this, first ARIMA needs to be stationary, 
that is, it should have a constant mean, 
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variance and autocorrelation through time. 
Since the data are non-stationary, the series 
has to be transformed to induce stationary 
data. Second is estimation, this step 
involves estimating the parameters of the 
models specified in the model identification 
step. Computational algorithms (least 
squares or another technique, known as 
maximum likelihood) are used to arrive 
at coefficients which best fit the selected 
ARIMA model. The last is diagnostic 
check, this step is to test whether the 
model specified and estimated is adequate. 
Box and Jenkins suggest two methods: 
over fitting and residual diagnostics.
Over fitting involves deliberately fitting a 
larger model than that required to capture 
the dynamics of data as identified in step 
1; any extra terms added to the ARIMA 
model would be insignificant. Residual 
diagnostics implies checking the residuals. 
The residuals should be white noise (or 
independent when their distributions are 
normal) drawing from a fixed distribution 
with a constant mean, variance and not 
correlated with each other. After reviewing 
a summary of Box-Jenkins procedure 
in other textbooks and research papers 

(Bin-Shan et al. 1986; Usombut, 2004; 
Ebenezer et al. 2013), steps to proceed with 
this method were similar to research paper 
(Yisarkul, 2012).

2.3 Disposal and Recovery Methods 

In this study, we are interested in the 
characteristics of four types of wastes handled 
by four service providers as shown in Table 3.

2.4 Factual Data of Case Study 

Service Providers A, B, C and D 
are waste transportation and disposal 
service companies. At present they serve 
the four kinds of wastes by providing 
wastes transportation, waste processing 
and waste container service to waste 
producers. However each service provider 
has different assets, services and facilities 
as shown in Table 4 and each of service 
providers who has to apply their recovery 
and disposal method to fit to kinds of 
wastes which were already allowed by 
Department of Industrial Work in Thailand 
are shown in Table 5.

Table 2: Suggestions to select p and q parameters in AR, MA, and ARMA Models
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Table 3: Summary of characteristics of four wastes to service providers

Table 4: Summary of owners of service assets and facilities

Note: Yes means that service providers have the assets, and facilities to service their 
customers, and  No means that service providers do not have the assets and facilities, 
so they use outsourcing services from other companies.

Table 5: Summary of recovery and disposal methods to four kinds for wastes
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Figure 1: Steps on executions of study

2.5 Applications

There are two main phases of model 
development and application in Figure 1. 
Details of how to proceed are:

1st phase is divided into 2 steps. First 
step is to identify, estimate and check 
suitable models. After finished first step, 
then we are to select the optimal forecasting 
techniques and define parameters to 
generate forecasting data on next.

2nd phase is divided into four parts 
of system developments to build created 
applications to their service providers. 

Management in Service Providers A, 
B, C and D could use these forecasted data 
to plan, implement and control their assets 
and facilities. However for some assets and 
facilities which they do not own themselves, 
they would purchase the service from 
other providers with a purchasing contract 
agreement to gain best prices and services.
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Table 6: Summary of fitted of ARIMA (p, d, q) parameter of models by Minitab software

3. Results and Discussions

The data were analyzed for four types 
of wastes, AA, BB, CC and DD wastes from 
January 2008 to December 2017 handled by 
Service Providers A, B, C, and D (120 data 
series). Data analysis used Minitab version 18 
software (Wardona, 2016). After ran data with 
program, the results were shown in Table 6

Based on Table 6, ARIMA equations of 
each waste can be determined:

1. AA waste (ARIMA(2, 1, 0) or ARI(2,1)) 
: 
Xt =-0.70( Xt-2 - Xt-3 ) + μt

2. BB waste (ARIMA(0, 0, 1) or MA(1)) :
Xt = 0.27( Xt-1 ) + μt

3. CC waste (ARIMA(3, 2, 2)) :
Xt = -0.52( Xt-3 - Xt-4 ) + 0.88 ( Xt-1 - Xt-2 ) + μt

4. DD waste (ARIMA(3, 0, 3) or ARMA(3, 3)) :
Xt = 0.85( Xt-3 - Xt-4 ) +0.96 (Xt-3 - Xt-4) ) + μt

T h e  r e s u l t s  o f  f o r e c a s t i n g  t h e 
f o u r  k i n d s  o f  w a s t e s  a t  S e r v i c e 
P r o v i d e r s  A ,  B ,  C  a n d  D  w i t h 
ARIMA using Mini tab software are 
shown in Table 7. Based on Table 8, 
the accuracy of these models is better 
than other research papers which are 
using different and similar forecasting 
models. Ebenezer and team (Ebenezer 
et al, 2013) used the ARIMA method 
to forecast only one type of solid waste 
data and its purpose was to forecast 
solid waste generation in Ghana. Aiste 
and team (Aiste et al., 2016) studied 
many methods of time series forecasting 
techniques to forecast data of hazardous 
w a s t e s  g e n e r a t i o n  i n  L i t h u a n i a . 
Their  preferred choice was minimal 
RMSE of time series (HOLT’s Winter 
m e t h o d ) ,  b u t  t h e  R M S E  d a t a  s e t s 
were higher than our models.  These 
c o m p a r i s o n s  s h o u l d  e n s u r e  t h e 
performance of forecasting data that 
could be useable for the next processes. 
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Table 7: Summary of fitted ARIMA (p, d, q) parameters of models by Minitab software

Table 8: Fitting ARIMA (p, d, q) parameters of models by using Minitab software for four types of waste
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Table 9: Comparing between estimated total quantities of the types of four wastes generated 
annually and quantities reported by Industrial Waste Management Division 
(Industrial of Work in Thailand) since 2008 to 2017

Based on Table  9 ,  there  are  shown 
comparing figures of estimated total 
quantities of the four types of wastes 
gene ra t ed  annua l l y  and  quan t i t i e s 
reported as being treated which was 
reported by Industrial Waste Management 
Division in Department of Industrial 
Work in Thai land (Industr ia l  Waste 
M a n a g e m e n t  D i v i s i o n .  2 0 1 8 ) . 
Figures in Table 9, we found proportion 
between our estimated kinds of wastes by 
our study and the quantities reported by 
Industrial of Work as 25% of AA waste, 
10% of BB waste, 25% of CC waste 
and 10% of DD waste. Next step is to 
proceed to Management by Forecasting 

for  the four service providers.  This 
s t e p  a p p l i e s  E x c e l  a p p l i c a t i o n  t o 
support  the concept of  Management 
b y  F o r e c a s t i n g  i n  v e r s i o n   2 0 1 3 . 
New template in Excel were created 
for Service Providers A, B, C and D 
after  receiving the demand forecast 
f rom ARIMA mode l .  Each  se rv i ce 
provider owned different assets and 
fac i l i t ies  and these  of  them had to 
u s e  o u t s o u r c i n g  t o  s u p p o r t  t h e i r 
transportation or disposal processes. 
De ta i l s  o f  four  Exce l  app l i ca t ions 
for the four service providers are in 
Tables 10, 11, 12 and 13. 
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Table 10: Excel application template for supporting service provider A
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Table 11: Excel application template for supporting service provider B



S. Sriploy and K. Lertpocasombu /  EnvironmentAsia 13(1) (2020) 124-139

136

Table 12:  Excel application template for supporting service provider C
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Table 13: Excel application template for supporting service provider D
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In Tables 10, 11, 12 and 13, Service 
Providers  A and C lacked disposal 
capacity and storage areas to support 
the forecasted lower or upper demands 
while B and D had an issue over available 
transportation service to satisfy the forecasted 
upper demands. Thus solutions for Service 
Providers A and C would be to extend 
their disposal capacity and storage areas 
or find new service providers to serve 
their excess demands,  and for Service 
Providers B and D subcontracted to invest 
in additional transportation services or find 
new transportation services that can obtain 
authorization to move or transfer extra wastes 
for them.

4. Conclusions

After studying and modifying data 
by Box-Jenkins Model with ARIMA 
(Autoregress ive  In tegra ted  Moving 
Average), the four fitted ARIMA models 
could predict  and generate  forecast 
amounts of wastes (by Statistical software 
such as Minitab, SPSS, SAS and Eview 
etc;) for the four service providers to 
plan, implement and control their assets, 
facilities and investments in monthly 
or yearly plans with customized Excel 
applications. Recommendations of this 
study are (1) This forecasting model 
should be developed by someone who 
ful ly understands ARIMA and Box-
Jenkins Model and is knowledgeable in 
time series in ARIMA and Box-Jenkins 
Model to create suitable models and has 
been experienced in this industry, (2) This 
Excel application could be developed 
by someone who understands all the 
key information from all stakeholders; 
however if a company could build a 
software application to support this, there 
would be benefits for other companies that 
have the same issues.and (3) Forecasting 
should consider other factors which would 
affect the amount of waste generated 
from their customers such as 3Rs (Reuse, 
Recycle and Reduce) and new technology 
productions or  processes that  could 
minimize their wastes.
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