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Chapter I

Introduction

1.1. Background and statement of problem

Due to the growing demand of representing scenes or objects in 3D models that is applicable in
many fields, noncontact optical surface digitizersy also known as 3D range sensors, have been
developed enormously [1]. 3D range sensor or 3D seanncr is a device that is used to analyze a
real world object or scene and collectits sha;’e in 3D model. A digital 3D computer model of the
objects can be reconstructed and stered in a digital library which later can be applicable in many

1
. . . 1 . . .
fields such as in academic, asts preserving or entertainment industries.
I

Cultural Heritage is one of thefficlds that.employ the 3D range sensors technologies in research

and study [2]. Khon is a Thai classical-.masked.'i!daﬁce which is performed by non-speaking casts
such that the characters have to be-porttayed by the performance and unique costumes. These
costumes including masks, clothes and 'omameﬁtsf-a.r!e mostly hand-made and very detailed. It is

always important to preserve this forn of art in @Jéspect for the new generations. Hence, 3D

models of these costumes and ornatieiit'can be one efficient way to preserve this form of arts. 3D

scanning technologies :\‘i_{ork by collecting the profile of an objecs*surface digitally. The digital

3D data of the surface is.then reconstructed into a 3D CAD model:l’_l

Many research works about3D.range finding system focus on the ranging method techniques and
the algorithmsused for computing the data, moise reduction or alignment.! Most of this focuses on
the developmentiof ranging methods restricting to two main principles: Time-of-Flight (TOF) or
Triangulation. The‘ascutacy of suich systems ‘highly: depends ofi' the cafigral and light source
calibration processes which are essentially needed [3]. The dependence on the relative location of
the camera and light source and related parameters increases the cost of the system due to the

need of complicated mechanical parts [3].

Another problem occurring from using such methods is when applying the system with high
reflective, translucent or transparent objects. The line deformation becomes harder to be observed

because of the light might travel through or reflect in a way that cannot be captured by the



camera. This leads to wrong calculation of the depth or in the worst case failing to interpret data.
The method that is commonly used to solve the problem is spraying the part with matte paint.
This cannot be applied in Khon scanning due to the permanent object damage. Many researches
have been carried on solving the problem of scanning these types of objects. Applying optical
knowledge or computer vision, high reflective or non-opaque objects can be successfully

reconstructed.

The focus of this research is‘to-devclop a ngw Way of+arlow-cost 3D modeling system and to

demonstrate its potential values«in'scanning various objects-including some that surfaces are non-

Lambertian. The key inspigation of this work is to formulatc anew way of 3D reconstruction that

does not depend on the correspondence betwe%n the camera, object and light source. This is done

through the construction of a special i.-eferer’-rcé'. box to eliminate the pre-calibration process.
—

Hence, the method becomes purely based on ini‘?ge;processing of each frame from which the data

dad

for 3D computation are difectly regonstructed.

1.2. Objective y e 2N

This thesis aims to build an in-house 3D laser scanning system that can be used to reconstruct real

world objects. The sysf'gm can reconstruct the 3D point cloud oti_the objects correctly. The 3D
point cloud of the objéc"‘f.c_an be exported and used with mesh procés§ling software.

1.3. Scope of study

This thesis focuges on building a 3D scanning system that can be used to scan real world objects.
The proposed, system, consists, of.the_ laser scanner. prototype.and software for 3D reconstruction.
The proposed method of 3D recoastiuction’is purely based on image processing-which save the
cost and reduce the complexity of the system. The software is implemented on MATLAB

R2009a. The registration process is not included in this thesis.



1.4. Research procedure

1.4.1. Literature review

1.4.2.Related theories

d online information technology

1.4.5.Building the 3D I er%c
1.4.6. Designing an a gorf !

1.4.7. Prograir

]

1.4.8. Exper

1.4.9. Analysis 7

141ﬂummmw gIN3
‘ﬂ’ﬁ“’f‘aﬁ”ﬂ‘iﬂd UA1AINYAY

The proposed 3D scanner system is easy for the user to set up and low cost. The scanner should
be able to scan real world objects and some non-Lambertian surface objects without spraying the
matt-paint. The proposed 3D modeling method can give less than 10 percent RMS error at the

scale of centimeter.



1.6. Thesis structure
This thesis consists of five chapters and three appendices

Chapter 1 introduces the overview of the thesis which provides some background, motivation, the

objective, scope of study, expected outcome and thesis structure.

Chapter 2 introduces some theoretical background and related works. This chapter provides some
mathematics of image processing;-optical knowledge-and-error analysis. The related works is
divided into four different rescaieh questions which are the peak detection method, 3D scanner
technology, less complex 3Dgscanner and 3[1 scanning on non-Lambertian surfaces using light

polarization concept. ¢ . 0

— st

Chapter 3 explains the propesed 3D/scanning s"ysté;m purely based on image processing concept.

This chapter is sub-divided info three parts: ovf_éirvliew of 3D scanning system, 3D laser scanner

design and algorithm and data. i {j:
Chapter 4 demonstrates the experimental results discussion. There are four experiments have

i

been done in this thesisy The first eii)ériinent is to see the effect of the set up configuration on the

accuracy of the recox}-eré_'d data. The second experiment is to measu-r"e ?che accuracy of the proposed

method on primitive objects. The third experiment is to measure the time to reconstruct complete

3D models. The fourth experiment is to see the light polarization effect when the laser stripe was

shone on non-Lambértian surfaces.

Chapter 5 summarizes the thesis and suggests some future works that cam extended from this

thesis.

1.7. Publication

Some parts of this research have been accepted to be published in the Proceedings of ECTI-CON-
2011 and will be available via IEEE Xplore. The conference will be held on May 17-19, 2011 at
Khon Kaen, Thailand. The paper title is “Image-based 3D Laser Scanner”. The authors are

Pimrapat Thanusutiyabhorn, Pizzanu Kanongchaiyos and Waleed S. Mohammed.



Chapter 11

Theoretical background and related works

This chapter consists of two parts. The first part mainly talks about the fundamental theories and
concepts that are related to the proposed 3D scanning system. The second part discusses some

previous research works aiming to solve the problem in different areas.
2.1. Theoretical background

2.1.1.Digital Image Processing
This section covers some basics of'digital image processing, light polarization, iterative closest

point algorithm and image comparison using Hausdorff Distance

2.1.1.1.Representing digital image
The digital images are generally tepresented by_ja_img_trix of real numbers [4]. An image f(x,y)
has M rows and N columns and each element in the matrix is called pixel. f (x,y) is a function
that assigns a gray-level value (usually 8-bit). Th-e"\éd_iues of the coordinates (x,y) are discrete

quantities and presented by integer values. The.ch_@inates at the origin are (x,y) = (0,0).

Figure 2-1 shows the ecoordinate convention used in this research.

012 N-1

rane—= ot =
2

M-1

Figure II-1: Representing digital image



2.1.1.2.RBG to Intensity image

In general, many images are presented using different color models such as RGB, CMYK or HIS
[4]. Images represented in the RGB color model consist of three components images, one for each
primary color: red, green and blue. The pixel depth of color images is 24 bits, 8 bits for each color
component. Each component image is reptesented by a monochrome image whose intensity is
proportional to the response of that filter [4]. Figure 2-2 shows a full color image and its three

components.

A grayscale image (or intengity*image) is an image in which the value of each pixel carries only
intensity information (8 biis). The /conversion of a color image to grayscale image can be
performed by forming a weighted'sum of red, green and blue components in each pixel as shown
in  equation 2-1 [S]° Whete & [(X, ) is the intemsity value of the pixel.
fred fgreen and fp e arg'the gray scalg Valueiof- the pixel in red, green and blue components

respectively.
S
Yl

12, y) = 0.2989 X froq (%, y) 05870 X forgen (X, y) + 0.1140 X fye(x,y) (1)

| o el

Full color image

Red Green Blue

Figure I1-2: The full color image and its three extracted components (red, green and blue)



2.1.1.3.Geometric transformation

Geometric transformations modify the spatial relationships between pixels in an image. It consists
of two basic operations: a spatial transformation and gray-level interpolation. Spatial
transformation defines the rearrangement of pixels on the image plane. Gray-level interpolation
deals with the assignment of gray levels to pixels in the spatially transformed images. In this
paper, we only focus on the spatial transformation'[4]. Fhe 3D reconstruction method proposed in
this thesis employs the spatial transformatj?n to tecover the distorted data captured from a

camera.

Suppose that an image f(x¥) undergoes géometric distortion to produce an image g(x',y").

The transformation can be expressedias . i 4
C X=X y) (11-2)
and -F

i _a_‘_.u
—y' =sixy) (11-3)

Where 7(x,y) and. S‘;(x, V) are the spatial transformations thétr produce the geometrically
distorted image g(x,y) [4]. Theoretically, it is possible to recover f(x,y) from the distorted
image g(x, y) by applying the transformation in reverse. Howewver, formulating set of analytical
functions 7(x,y) and s(X,) that describe thewgeometric distortion process over the entire
image are generallylimpossible [4]. In practice, the difficulty can be resolved by formulating the
spatial relocation of pixels by use of tie-points, which are.a subset of pixels whose location in the
input (distorted) and"output (corrected) images is known precisely. Figure 2-3 shows quadrilateral
regions‘in a distorted and corresponding corrected image. The vertices of the quadrilaterals are
corresponding tie-points. Suppose that the geometric distortion process within the quadrilateral

regions is modeled by a pair of bilinear equations as shown in equations 2-4 and 2-5 [4].
r(x,y) =x' =c1x+ ¢y + c3xy + ¢4 (I1-4)

and



s(x,y) =y =cgx+ cgy + c7xy + cg (I1-5)

The eight coefficients, ¢;, i = 1,2, ...,8, constitute the geometric distortion model used to
transform all pixels within the quadrilateral region defined by the tie-points used to obtain the

coefficients.

o T
A ray of light can be described by'its electric fiel m E (t). Different polarization states

can be described by deco sitp ('t i o mutually orthogonal components E(t)

components oscillate in pha: elative phase. Un-polarized light

results from the nondeterministic superposition of Ey (t)and E,,

w
Linearly polarﬂ % ﬁ q %%%@ uWﬁl;efi]iﬂtﬁugh a linear polarizer, a

filter characterized by the orientatio of the plane in which the electric field is forced to

oscil Wﬂ]:hﬁﬂl mﬁi &‘JH W‘rﬂd’j ﬁ ngear polarizer
of orie on tens sult 1 r1zed‘ght is a function o IB) [12] called

the transmitted radiance sinusoid (TRS) and given by equation 2-6 [6].

TRS = fmecimin  Inextnin ¢o5 (28 — 26) (11-6)




EM4)

ata from unfixed rigid objects

(P) with an idealized ge i L P i€ {o shz ection. The algorithm in general is as

The point set P with Ny, poi ; data sha nd the model shape X (with N,

supporting geometric primitives: poinis line 5, 0 es) are given.

2. Iterative procedure to.conv

|
L

VPpeP find closestpoint xeX

Transform P, (ﬂ ;me gjhyalcjeu\'ﬂc:l r]
SRR ATRHRAGNYA Y

3. Choose the best among found solutions for different initial positions
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2.1.4. Hausdorff distance

Hausdorff distance is defined in [8] as the maximum distance of a set to the nearest point in the
other set. In another word, Hausdorff distance from set A to set B can be numerically described as

following.

w/i{d(a' b)}} (11-7)
1 cﬁ\ﬁb) is the distance between these

When a and b are points

points. The algorithm can
.Lh=0

2. for every point @;of

For every point bjof B

If d;; < shortest thewShortest < dj;

If shortest > h thenm shortest

W INUNTNENT
LY LD P11 1101

years and the building of simple 3D scanning in various methods. The third part summarizes
some with works aiming to reduce the complexity of the scanning system. The fourth part

discusses about some with works related to scanning non-Lambertian surface objects. The fifth

part summarized the related work.
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2.2.1.Laser peak detection methods

The optical properties of the surface significantly determine the performance of the laser
scanner. Totally Lambertian surface with high reflective index is the most proper surface for
the scanning because of the noise created by non Lamebertian surface. An example is shown
in Figure 2-5. Several methods, both cq\‘ il tion algorithms [9] and using filter [10], have
been proposed to improve the sean line, a f ntly the scanning system. Fisher et al.
compared five peak detectloﬂ;;?'nthms i

algorithms were compaM

detect the laser stripe usi

e results implemented by the five
==

asp cts. In‘ZUO‘k_Egest et al. proposed method to
fopr acﬁ'—-[lO]. l‘"ze\i’esults from the new method gives

better estimation of the ared to the results from the five algorithms in
[9]. The method howeve 1tal‘-‘!frﬂ%r wh 1ch consequently increases the cost of the

system.

Figur(ij-S: Laser stripe on (a) urface b) Translucid

= R N TNYN S

Review of 20 %‘Iears of Range SensoEDevelopment g Blais stated th%'f!there are 3 main
cate@sﬁtﬂn@gﬁ ﬂdﬁrﬁﬁl%gﬁ an{:alt%qo%ia@@egi}itizers; Single
point laSer scanner, Slit scanner, Pattern projection and Moire and Time-of-Flight system [1]. The
practical development of 3-D laser range sensors closely follows the availability of the electronic
components and electro-optical emerging technologies. Time-of-Flight scanners are by far the
preferred choice for measurements large structures with longer ranges. For the single point laser
scanner, the accuracy and the stability of the range data is higher compared to other methods but,

at the same time, the cost is higher according to the specialized components and the use of
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scanning mechanical devices[1]. The slit scanner is essentially the extension of the single-point
laser scanner by allowing the projection of a laser line and simultaneous detection a complete
profile of points in a simple video frame. This kind of 3-D scanner is by far the most widely used
triangulation-based-3-D laser scanner because of its optical and mechanical simplicity and cost
[1]. The speed of the scanning time is enhanced by the introducing of pattern techniques that use
multiple stripes or patterns projected simultaneously on the object. This kind of technique give
higher scanning speed compared to mechanically scanningand the use of incoherent light reduces
speckle noise consequently. provides better surface smoothness. However, the smaller depth of

focus of the imaging lens Tesults a.smaller absolute accuracy than its laser counterparts [1].

2.2.3.Less complex 3D.scanner

According to the simplieity ofithe 3D rc_coﬁstru?tiou concept, Triangulation-based 3D scanner is a
popular technique for building @ low-cost system. Many of researches works have been done to

omit the pre-calibration process of m’écl‘ianics né'éa!eci: in Triangulation-based 3D scanner mention
r.

)
in the previous section. The structured hght 3D scanners omit the mechanical scanning process,
+2H

as required in laser point trlangulatlon or laser st_ = by projecting a sequential pattern of light

stripes on the whole scene [1]. Even though the translatlon stage is not needed for scanning,

however, the relatlve position between light source and camera is :st111 needed to calibrate for
depth reconstruction. As same as Bouguet and Perona’s work, the'n?lethod of depth reconstruction
is simplified by the preséuce of a ground plane [11]. The wand is swept in front of the light source
which creates a_shadow 6n [the surface and the|ground plane. The rélative depth difference is used
for depth computation. In this case, the angle between the plane and the light source has to be

known. Fisher, Ashbrook, Robertson and Werghi_ ptroposed a, way to.compute the range

differently by trackinig the positiont ofithe wand itself [12].

Apart from the traditional triangulation concept, there are some works that reduce the complexity
of the pre-calibration process by combining the triangulation concept with stereo vision. Davis
and Chen proposed a two camera range scanner design that eliminates all actuated components
from the calibrated geometry. The two static imagers forming a stereo vision are used to locate a

laser stripe as it sweeps over an object. The relative positions between two known viewpoints are
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used to compute the depth [13]. In 2009, Aliaga, Zhang and Boutin proposed a pose-free
formulation for 3D reconstruction. With the estimation and optimization technique, the system
allows to freely taking pictures and moving and un-calibrated digital projector, scene acquisition
and scene points reconstruction from few viewpoints [14]. In 2010, Rianmora and Koomsap
proposed a method to reconstruct a 3D model using structured-light based method with projective
transformation. The homography between the perccived image from a camera view and the stage
is obtained by pre-calibration process [15].

o
2.2.4.Scanning non-Lambertian surface

Reconstructing 3D model using Ariangulation-based method of non-opaque objects has been
always a problem for reseaschers due/to the domination of global illumination effects such as
inter-reflection. To acquirc a gortect range 3DFnoc_1€l of such an object, it has been necessary to

spray the part with matte paint t0 suppress igter-reﬂcction. It is not possible to apply this

d g

approach in every case especially ‘when the ii;i;]ecfs need careful handling. There are many
: £

) ) e Y . .
researches studying suppressing the global illummation effects in order to obtain a correct depth

<

of the object.

o w oy
it e e

For example, in 1996, C]ark et al_used polarization analysisiin triangtlation-based laser scanning

[6] to disambiguate ﬂrl"c"; true laser stripe from spurious mter-reﬂ'ééltion on metal surfaces. The
assumption was made on the fact that the parameters of linearly polarized light (primarily its
orientation) change upon each specular reflection en the metal surfaces, The method is based on
the physical properties of reflected) light, [therefore’ mote 'general and less dependent on the
geometry of the observed surfaces. Ingtheir experiment, two linear polasization filters were
attached at'ithe light source and the detector.; The change in the orientation of the linear
polarization was studied to distinguish between single reflections and inter-reflections. Some
results from their experiment are shown in Figure 2-6.The experiment was done with few samples

mainly metallic objects and did not show the reconstructed 3D model.
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B e

(a) Il. ,f//

Sﬂ/ (b)
Figure I1-6: Experimental result [9] (a) Image of true la; Mith inter-reflection created by a cylindrical
T — —

hole in a metal'surface (b) Discriﬂfmation of true stripe from inter-reflection

’——"_,

Nayar’s work was extende( ;

surface objects [17]. T

ployed Nayar’s separation method and Polarization-

-
. vy
s - - ‘J

Difference Imaging (PD n -rédu?_glg subsurface secattering of translucent objects.

Translucent objects were projected —étn};cturgly lféht while polarization filters were put in front
: ~p

i idd
of the projector and the cam 2 rg‘;_sy‘_lts sl_ilpjg*tl}jat all the global components were removed

using PDI (Figure 2-7(d)). Applying Be}géﬂel p&éﬁiation sometimes provides a better Signal-to-

Noise Ratio resulting in less noisy r’_}gﬁ?ggﬁﬂaps (Ffiétﬁé!}ﬂcg).

@ ® © @
-Eigui'é:}lﬁ : Experimental result[12] ()| Séené (0)[Phase-shifting/(¢) Parallel pdlatization (d) PDI
In 2009, Eren et al. proposed a new method to estimate 3D shape of transparent object from local
surface heating [18]. The surface of the object is heated by a laser source and the thermal image is
acquired then the pixel coordinates are calculated by triangulation. Even the heated surface

approach allows the laser line appears on a transparent surface but it is not suitable with careful

handling object such as Khon ornaments.
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2.2.5.Summary

The goal of this thesis is to formulate a new 3D modeling system that has low cost and less
complexity. Moreover, it should be able to scan shiny surfaces. In this section, we briefly review

some of laser peak detection methods, well-known 3D scanning techniques, less complexity 3D

scanner and techniques to scan non-La@chs objects.
N
Section 2.2.1 reviews the Wo®te relé& laser peak detection algorithms and
technique to improve the@e. (ﬁ Emp!oying a digital filter seems to give a
\ 1g\

better results but the cost of

The 3D scanning syste in section 2.2.2. Even though

those techniques are th ystems is high, however, the
synchronization between ic circuit always rise up the cost

of the systems.

The less complexity and lo scanning 5 re discussed in section 2.2.3. The

[ o] laf
-, L g

ey :
are still @‘@ reconstruction. The errors

scanning cost is kept low but the knoy
et =

light source or fixed p‘&eras’ positions

Section 2.2.4 discussed the 3D scanning techniques aiming to solve the scanning non-Lambertian

. ¢ o v .
surface object utgonz mhtg 1a ej' Wﬁ)ﬂzﬂﬁlter to extract the laser
peak seems to ﬁvi e east comple ys!n. o -
¢ o v/
oSO S PRI B

3D scaﬂling system. The system should be easy to set up and low cost. Moreover, it should be

able to reconstruct 3D models of some non-Lambertian surface objects. Next chapter will explain

the method to build such system.



Chapter 111

3D scanning system

The system proposed here is the best of our knowledge, the first 3D modeling system that purely
based on image processing. This consists of 3 sections: overview of 3D scanning system, the 3D

laser scanner design and the algorithms and data.

3.1. Overview of 3D scanning system

The 3D scanners available for'commercial use nowadays are expensive (~$3000) [19] due to the
cost of production [1]. Some researchers havé_ focused on building low-cost 3D scanning system

by reducing the complexity of the setup [1,11-1-4:"20]. However, those systems were implemented

from the triangulation concept which the ?:orres;pondence locations between light source, camera
I

and surface of the object/have to be known. The goal of this thesis is to design and implement a

3D scanning system that is gasy o st u'pa low cpé} and able to reconstruct 3D models. The thesis

also studies about using light pelarization cifect te’_s_o_flyp the problem of scanning non-Lambertian

surfaces objects.

== e L

The method proposed he—t&redueed—th&eempl@aty—aﬁd—th&eest of the system by formulating a
new way of a 3D m:)a:leling scheme that does not depend on ﬂ';-(;-correspondence between the
camera, object and 1igﬁf source. The proposed method is pﬁfely based on a digital image
processing coneeptysoycalled “geometric transformation’”. By knowing the “tie-points”, the pixels
inside the quadrilateral area is“likely”to~be recovered. This=can be done“through a special design
box that can give us the information of the “tie-points” tGconstruct the transformation matrix of
each frame; Those jare essentially:needed for, 3D’ computation. The process; of reconstructing 3D
point cloud is shown in Figure 3-1. The system proposed in this thesis is divided into 2 parts: the

3D laser scanner design and the data analysis.
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Stripe detectia
+
Tie-points extraction
+
Distorted image
recovering

3D Point cloud

c_@ distorted image

Scanning video

The key points of desi

surface and constructi

! :, Al
controlled by the circuit board s s" tuﬁ'ted in a box. The refere box was build from two
» _A f

orthogonal planes an? string.-The-tested-objects-are-sphere; tangular box, cylinder, cone and

orthogonal planes. The laser stripe will be proje obj ct by the translation stage. The

deformation of the laser strlpe with respect to the shape of the object is recorded by a camera. The
images shoul of the area of interest
should be seen dgl H:El q Yljﬁ I[jﬂ\rﬂkl\nj/zed as described in the
next section.

Qﬁﬂa\ﬂﬂ'ﬁm URIINYIR
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Area of interest

Reference box

Laser sourc
+

Cylindrical

Camera lens

]

AN YNINYINS

This section sh(”s the process of 3D pgint cloud reconstruction. It consists of four main steps

=3 o
RGN TN IINY T
of eachqtep are explained as following.

3.3.1.Data acquisition

The video is extracted and assigned the name to each extracted frames. The algorithm is designed

to perform the computation in each frame, hence eliminating the need of pre-calibration process
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to obtain the camera parameters and correspondence location of the camera and the light source.

The extracted frames (n frames) are kept in an array as shown in equation 3-1.
F = {frame,, frame,, ..., frame,} (IM1-1)
When every elements in F is 3-dimensional matrices as described below

frame; = [sizey, sizey, colors] (I11-2)
o
The first two elements of fr.@ime; tepresent the size of the images (Sy, Sy). The third element

represents the data in thregeolor domains which are red, green and blue. Figure 3-4 visually

- |
shows the data contained in€ach/f name;. -

5 Ay,

N

A, Tes \
B 7 &y
8 7 8oy
& r A
bu b12 blxy
L b, b b,
blue= | ™= =)
byl b4 ‘A
RGB color: Imagesin Intensity image
image threecolors

Figure I11-4: Conyerting RGB color image'to intensity image

3.3.2.Image Processing

In this process, four major steps are performed: reference lines defining, peak finding, tie-points

finding and fixing distortion. The algorithms of each process are explained below.



3.3.2.1.Reference line defining
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The sets of points described the reference lines are essentially needed for 3D computation. The

algorithm of reference lines defining is shown in Figure 3-5.

1 Display frame;

2 Change the color domain (RGB) of the f7amé o intensity domain (grayscale)
3. Assign P11 (%, y) and P, (X, ) be a set!(‘;f points that define a line L by the user
4 Construct a set of poi(p%, p%, psly) thatlldeﬁne Ly

5 Assign Py (%, y) and'P,, (X, v) be a set 0%:_ points that defincaline L by the user
6 Construct a set of poifits (g%, p5, e pszy) tl:T'at (}gfme L,

7 Assign P31 (%, y) andP;, (X, ) be a set of ;Qints that define a line L3 by the user

8 Construct a set of points (pf ) pg » ol .:'pgy) théf[ [ define L

9 Assign Py; (X, y) and Py, (X, y) be a sct of paiéj:’é%ﬁat define a line L, by the user

10 Construct a set ofipoints (pf,_ﬁg,' p;*y) that define I

" Figure I1I-5: Algorithm of reference lines ciéﬁning

This results in four sets offpoints that are used for.defining the edges of the reference box (four

straight lines) as shown in Figure 3-6; Those are used for computing the 3D points.

3.3:2.2.Peak finding;tie-points finding-and-fixing distortion

In these'step, the algorithm is perform in each extracted frame in order to find the interested

points (the laser line) and to compute the 3D coordinates of those interested points using the tie-

points (¢,,...,¢,) as shown in Figure 3-6. The extracted frames are first converted to intensity field

as shown in Figure 3-4. The algorithm of the process is shown in Figure 3-7 (1-6).
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Eigure 11I-6: Parameters defining

1 Repeatuntil i = n

2 Change the color domain (RGB) of the f rainéi to intensity domain (grayscale)

3 Assign S be the set of points (54, Sy, 4, Ssx) thaf store the location of the pixels that have

the maximum values of every row =3,

4 Assign T be the set of tie-points- (&4, €5, T3, t4-)_-w£;ich pick from the values in S that match
with the values stored'in Ly, ..., L,.These four points are defined as the corners of the reference

window (in the experiment is 10cm>10cm window)

5 Compute the eight patameters (cq, Cy, ..., Cg) by mapping t1, L, tzand t, to the real world
coordinates[(0;0), (10,0),£10,10),.(0,10)])-solved by the.equation

6 Assign S’ bejthe set of points (s'1, S5, ..., 'Ssx) that store the mapping points solved by the
equation,4.and.5

d
7 Conipute the space between each frame: dz « ——

sXf

8 Assign the value of z-coordinate to every elements in S": §'(z) « i X dz

Figure I11-7: Algorithm of image processing in each frame for 3D modeling

This results in a set of points (S") in x and y coordinates. Next step is to compute the value in z

coordinate.
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3.3.3.3D reconstruction

The values of the z-coordinate of each frame are computed from the speed of the translation of
the laser line at a certain distance. The video is captured at f frames per second while the line

. d . .
travels at the velocity of — centimeters per second. It means that the spacing between each frame

d
is o centimeters per frame. The algont ,7/pocess is shown in Figure 3-7 (7-8).

By the end of this process, thg ed p01n in data in world 3D coordinates. In

they‘are s%i file and stacked over for every

order to visualize those numen 3

elements in S’. Figure 3-8 sha

3.34. Registraﬁjl - : Lrj

In order to re veral times at different
angles. The s@uﬂgtﬂﬂ ﬂgﬂﬁ Tﬁat n process. The golden
standard method for registration is Iteratﬁe Closest Pointsalgorithms described in Chapter 2 [21].
e A b bt bl AL iFTlapoX 1 -
times by sampling the space of initial conditions. The rough alignment can be done manually or
by the use of characteristic markers in the scene. From the experiment, the non-objects point

cloud are chosen and deleted manually. Figure 3-9shows the polished scans that are aligned

manually and refined by ICP algorithm provided by open source, MeshLab [22].



‘
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Chapter IV

Experimental results and discussion
4.1. Overview of the experiments

The aim of the proposed 3D reconstruction technique is to reduce the complexity of the 3D
modeling system which, consequently, reduces thescost: The conceptual system built on the ‘less
complexity and low cost’ is explained in theylast chapter. Also, the light polarization concept is
studied and applied to thesproposed.3Dlaser scanner for scanning non-Lambertian surfaces. This
chapter explains how the'expemments were conducted, experimental results and the analysis of
the performance and the'limitation of the system by performing four experiments. The first
experiment is to see how the accuf;i_cy (iﬁ lthe 3D reconstruction method using linear
transformation matrix is limifed by distance an,l(} angle. The second experiment is to analyze how
the accuracy of method is limited ‘t{y thc numlé__ég}_,of_. scans and alignment process by doing the
experiment on primitive models: The 'ghl_rd expei:iy}e!nt is to measure the time to make a complete
3D model. The last experiment i_'s;:t(');see the éh_:a:liriz_;':jteristic of the reflected light from non-

Lambertian surfaces when a linear polarizer is apIJheg_: in front of the camera. The last section is

the discussion of the experimental results from four experiments." * -

4.2. Measurement of the accuracy of recovering the original points

The objective of this expetimient/isitoltestiwhether the proposedsmethod can correctly recover
images from 'the distorted image using “transformation matrix at a certain distance. The
transformation matrix is_constructed under the assumption that the taken image is linearly
distorted. The lens/distortion which fotmsia non-linear transformation /is'not accounted in this

experiment.
4.2.1.Notation

Tie-points define as the pixel points in the distorted image for which the real world coordinates

are known [4]
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Quadrilateral area is the area that has four sides connected by the four tie-points [4]

Transformation matrix is a matrix that consists of eight coefficients corresponding to transform

the distorted image to the original image [4]

(A,B), in this experiment, is the configurati the checkerboard according to the camera view.

d tilted according to the vertical axis. B

4.2.2.Task

The experiment was desi

found in Appendix A. In eac TAr ge - were ta y a camera at a certain angle. At one

dlffergﬁfg- ,dl

- '
-t e e

images is 448%336 (e}}hlutlon During dom the

angle, four images are taken at ing from 30cm to 75 cm. The size of the

eﬁ\s r will be asked to located

thirty six points on th . The locations _ -axis are compared with the

real data and calculatedgﬁnd the p

4'2'3'Ffﬁﬁ ANYNINYINS

Camera, checker oard (linch x linch spacing) and tape
AW AN ma'n NYIRY
The points are reconstructed more accurately when the distortion is linear.

4.2.5.Variables

The variables used in this experiment is explained as shown in Table IV-1
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Independent variables Distance between camera and the checkerboard, marked points on
the grid

Dependent variables Location of the recovered points on the grid

Controlled variables i e chedkeibo rd, Size of the grid, Angle of the checkerboard

4.2.6. Procedures/‘
1. Take images at four / step with another six different
angles. Total tested im ar ¢ four images taken at different

distance is shown in Figur:

4. Choose four tie-points correspo g J_.- "':‘ 1s of the checkerboard

5. Mark the points on tie grid at the selected - ; ing from bottom to top and

left to right. The total ner 0
Z.isfa::are thacﬁeg‘gﬁ v,i. g]r%dﬁdwaﬁeﬁﬂﬁv§ge error of the absolute
ERIRIIRNAINY A Y

8. Repeat step 2 to 6 with another three images in the set. Also repeat the steps with another five

sets of images
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ot

Akl

The percent error of each images WﬁEZCalculatéd’:@'me fo’llowing. In each image, the thirty six
L= " TPl

offset values between the real data and the recoﬁg&‘yglues in both horizontal axis and vertical
P e L '_:J:‘ ;‘--,-

axis were calculated._'lee absolute error is calculated by ﬁndin{%he absolute distances of the
L -l

| - ol
thirty six offset Valués_,.l'Later, those values were averaged to gis_x.gjlﬂe percent error of absolute
— —

distance of the image. Eﬂe x-axis in the graph represents the different distances and the y-axis

represents the percent errorgrates.

Figure 4-2 shows the graph of the percent error of the absolute distances. The average of the error
of Casel is ?3.36%. The ayerage of the error of Case2 is 8:68%. The average of the error of Case3
is 12.31%. The ave;ége 6f the erroriofiCase4 is 712.16%. The laverage of fhe error of CaseS is
12.53%. The average of the error of Case6 is 15.49%. The case that gives the minimum of
averaged error is Casel. The case that gives the maximum of averaged error is Case6. The percent
errors of every cases decrease as the distances increase. The images that give the best case, the
average case and the worst case are shown in Figure 4-3. The error of Casel starts to increase as

the distance is beyond 45 cm.
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Plat of percent errors of absolute distance

22 . : : :
Is Caszel{@ D)
20k ™ 4 Case2(-300)
R" Case3(-45 )
18 S 1 Cased(450)
N Case5(30,50)
1 (Caseh(-45 B0)

Yerror

e distance and the distance

()

PR i)
G PTG 2 et o

The objective of this experiment is to test the accuracy of the reconstructed 3D primitive models

using the proposed scanning method.
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4.3.1.Notation

Primitives are the building blocks of 3D-basic geometric that can be used or modified with
transforms and Booleans. The most common 3D primitives are cubes, pyramids, cones, spheres

and tori [23]

Hausdorff distance is defined in as

set [8].
| ——
Iterative Closest Point (lf is for regi igitized data from unfixed rigid
objects (P) with an ide i spection [21].
Audio Video Interleave (. i : : terchange File Format (RIFF)

4.3.2. Task

The exper1me'@ M aeg YJ EJ mgaﬂlﬂe :elofs]njed 3D models using the

3D laser scannmJ s;stem proEosed in tﬁ:s thesis. There™are five Erlmltwe models tested in this

b b S ot e i o s o

the set up is not fixed. However, the scanning region must not face the lens distortion effect. The

experiment: spher

CD

scans at different view of each model are registered manually and then refined with ICP
algorithm. The reconstructed 3D models are compared with the computer generated 3D models to

measure the RMS error using Hausdorff distance.
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4.3.3.Equipments

The proposed 3D laser scanner built from the conceptual design in Chapter 3. The images of the
real experimental setup and equipments are shown in Appendix B. The images of the tested

objects are shown in Appendix C.

4.3.4. Hypothesis

The numbers of the scans ctmels and registering process affect

the error rate

The variables used in thi stiméntiare expla s shown'in Table 1V-2

A\
v‘m&.

Independent variables

Dependent variables

Controlled variables eters of the set up (angle, distance)

4.3.6. Proceduﬁ
1. Record a Vldﬁ ﬁ Whﬁeﬂe b ects is scannﬂi’u ing the proposed 3D laser scanner

2. Extract the infafe frames (Jpeg) from the V1deo EJ ,] ﬂ ‘j
m@ﬂmmmm AN Y

4. Process the extracted frames by running the program
5. Follow the instruction of the program

6. Open the export file (.asc) using Meshlab
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7. Manually perform the post-processing by discarding the outlier vertices and registering the

scans

8) Record new video of scanning the object at different angle and perform 1) to 7) if needed

4.3.7.Experimental results

The results of the experiment two are shown in TabledV-3: The first column shows five different

types of the tested objects..The dimensions of thosc.are.shown in the second column. The

numbers of scans to form'a compiletes3D model are shown in the third column. The minimum

offset values are shownin the fourth co]umn."iThe maximum offset values are shown in the fifth

column. The RMS erross are shown jin the last Fc_olumn. The unit of the values in the last three

columns is centimeter.

1 Il M
! .
9
No. of
Objects Dimensions scajijs__ Min. Offset | Max. Offset | RMS error
Sphere 4cm. diameter 5 0.0000 0.2138 0.0392
Rectangular - : ," 4=
box 5.9cm_><5i90m><20m S 0.0000 _ . 0.3098 0.0575
175 “rddius  with  3om
Cylinder height = 4 0.0000%+ 0.1211 0.0236
Cone 1.6 radius with'4em height 5 0.0000 0.1603 0.0524
Planes 10emx10cm 1 0.0000 0.1137 0.0010

Table IV-3:/Results of the experiment two

The results shows that the orthogonal plane, which requires only one scan and does not need to

perform the alignment process, gives the lowest RMS error. The models that require more number

of scans and have to do the alignment process give higher RMS error. Figure 4-4 shows the

reconstructed models of the best case (orthogonal plane), the average case (cylinder) and the

worst case (rectangular box). The colorized point cloud represent the error distance compared
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with the computer generated models. Red color represents low error distance while the green

color represents the high error distance.

Er
Al
7

—-
- —_.

T 5
Scan time is time to sean an ob]ect ata‘certain ﬂ‘gﬁnce In this e?erlment the distance is set to

10 cm and the scanni}“}'"

Alignment tzmelsthf: time spéhf| oﬁ'_feigiéteriﬂé the sevetal Scans Tanuplly
| bl /] QF ' | Q rh ’ | €
ai

442.Task f s

The time used for making a complete 3D model can be divided into three parts: scanning time,
processing time and scan alignment time. This experiment was designed to examine the time

spent on each part. The extracted frames from the video have 640x480 resolution
4.4.3. Equipments

Same as 4.3.3
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4.4.4.Hypothesis

Under the constraints of the testing environment, the resolution of the images and scanning time,

the time spent on completing a 3D model varies proportional with the number of scans.

!_

The variables used in this experiment 1 ‘)in Table IV-4

4.4.5.Variables

Independent variables A S ment process

Dependent variables 10del

Controlled variables ment (computer system), the

istance), the resolution of the

. C ?
p (

1. Record the video pﬁcanning an object.fl'he (i pt on the object at a distance

of 10cm is 23 second:

2. Perform the 3D reconstruct1on using the program with the video.

mm@pummmswa']ﬂi
0 W“’fﬂ’ﬁﬁ‘ﬁ‘m UAIINYA Y

Table 13-5 Time to reconstruct complete 3D models and Figure IV-5 shows the time needed in
each process to finish reconstructing 3D models. The speed of the processing time running on the
system of Intel® Core™ i5 CPU with 4GB of memory is 1-2 frames per second. The x-axis
represents different kind of objects that are used in the experiment. The y-axis represents the time
used for completing a 3D model. Each bar consists of 3 different colors. White color represents

the time used for scanning the object. Red color represents the time used for 3D reconstructing
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process. Blue color represents the time used for the aligning process. The three period of time are

stacked over one another to give the total.

The model that used the least time to complete is the orthogonal plane that does not require the
alignment process. And it requires much time to complete reconstructing the paper cup model

which has the highest number of scans. \

‘i‘ﬁh‘ of o Fstimation of
Number | i i | processing time Estimation of
Objects of scans V nin Total time (min)

Sphere ‘////A‘\\\\ 2125 23
Rectangular a4

box \ 1.25 23
— r[ﬁg TR ”
Cone % 21.25 23
Orthogonal

planes 5
Paper cup 37
Toy e - 28

el
ct complete 3};’Hodels

mw
ﬂumwﬂmwmm

’Qﬁ'laﬁﬂ‘im UAIINYA Y
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Time used for reconstructing complete 3D models

40

35

30

25

20
@ Processing tirr

15 Scanning tim

10

FAF A A

Figure I'V- '-f{'_'ét;‘m,uuq.L.-mmum-.m-..,.A-Lu.‘,li—.ﬁ@.mm.;.éj, omplete 3D models

4.5. Comparing 3 ef 0 polari :L\ on the light

characteristic when reflected on ngn-Lambertian surfaces

KELA VB INENS, i e

The objective ofithis experiment is to examine the
TS I8y
q4.5.1 .Notation

Lambertian surface is the surface point that can be assumed to have a similar color in images

taken from different view-points. The light is diffused on the surface [25]
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Non-Lambertian surfaces is the surface point that cannot be assumed to have a similar color in
images taken from different view-points. The light is partly diffused or reflected on the surface
[25]

4.5.2. Task

This experiment was designed to s ristic when the stripe of light is shone on

non-Lambertian surfaces and larizer is put in front of the camera.
There are two types of mat 1 thi expe% {. The surfaces of the tested material are
opaque and give non-ideal ( i tripe is shone on the surfaces and

captured by a camera. Tw.

degree orientation linear pol ket atid intensity to see the effect.

The polarization state 64 0 ace-is preserved if the surface is non-

4.5.5.Variables &

e EHEADHNANANI

IndeQ;e aridbfey T age fakeh Wit 0 EH] it B0 "}% aitd 150 degfe arlElatlon of lincar

polarizer

Dependent variables | The observed images

Controlled variables | The tested non-Lambertian surfaces, the parameters of the set up (angle,

distance)

Table IV-6: Variables of experiment four
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4.5.6.Procedures

1. Finding the polarization state of the laser light. This step can be done by putting the linear
polarizer in front of the laser source, adjust the angle of the polarizer until the laser light
disappears (it means that the polarization state of the laser source and the polarizer is

perpendicular or 90 degree)

2. Take the image of the laser s

3. Turn the angle of th 11 7 is d e polarizer is the same as the

5. Subtract the intensity qﬁ ‘at tation with image taken at 90

Table IV-7 shows t{i&xperiment-al resul;cs. The 1 f the table shows the type of

; H olarizer equipped in front of

the camera. The intensi@)f the ligl n the su@es is strong. The third column

shows the images taken with &degree polarizer Wipped in front of the camera. The intensity of

the images is (ﬁinﬁﬂp&}l%n&} %a% Wlﬁn%ﬂ\éjﬁan. The fourth column

shows the subtricted images. The experiglental results show that most of intensity of the light on

NCh WL ULV EY s hin e
The intensity of the Tight on - eritan surfaces (the tested objécts) is visible.
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Images taken with 180 | Images taken with 90 | The subtracted images
Type of deg linear polarizer deg linear polarizer (C=A-B)

surfaces (A) B)

Galvanized

iron

Silver

4.6. Discussion il id

In this section, the performance of the- pfoposed JDAmodelmg method prepared for scanning real
world objects and some Khon ornaments is d1scu.ssed1f1 several aspects. First, the accuracy of the
reconstructed 3D models is limited-by: the dlstaneé ahd ‘the angle between the captured scene and
camera, the number of scan&and_thcahgnmmnpmccs&and_thc_mselutlon of the camera as shown
in the first and the seoond experiment. Second, the time to reconstruct complete 3D models
mainly depends on the ntimber of scans as shown in the third experiment. Third, the use of linear
polarizer is a pessible,way; to-distinguish, the.light that,scattered from non-Lambertian surfaces.

The discussions on each experiment are-explained-as following.

The fesults from| the /first experiment|show that the accuracy of the recovering method using
linear ttansformation can be enhanced if the configuration of the camera and the captured
quadrilateral area is optimal. Percent error of the recovered data is reduced when the area is
captured at a large distance (more than 60cm from the experiment). This is because the lens
distortion, which creates non-linear transformation, does not have an effect on the scene. The
angle between the quadrilateral area and the camera also affects the accuracy of the method. The

best case is when the area is captured without any tilting. However, the error increases when the
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image is captured at the distance beyond 45cm. This might be because the image is too small so
that the grid is not marked by the user correctly. The average case is when the area is tilted by 30-
45 degree. The worst case is when the area is tilted by more than 60 degree. However, it is
noticeable that the percent error of the area that is tilted by 60 degree also gives the average
percent error (at the distance over 60cm) as shown in graph in Figure 4-2. As the points were

marked manually, the percent error of many cases might be mainly due to the human error.

The accuracy of the 3D reconstrueted models_}s alsoaffeeted by the number of scans, the aligning
process. This is shown in_thessecond-experiment where the model that has the minimum error
required only one scanningsand did notnced to perform the manually alignment. The accuracy of
the system can be enhanced by developing4 automatic alignment tool or finding the way to
reconstruct a complete model using the least :m;'.mber of scans. Also, the tested objects are not
measured precisely by standard ca]ibration; tool'?F which may affect the error rate when comparing

the scanned 3D models with the computef generated ones.

. F.

The time that is spent on reconstructing complete 3D models mainly relied on the 3D processing

de sl Jd

and the alignment process which is donc manually. The speed of reconstructing a complete model

i

can be enhanced by using automatic point cloud ’;iigﬁ;ﬁent tool. Also the algorithm for the 3D

reconstruction can be revised-and-developed to-ificrease thespeed:

The fourth experiment shows the results of applying linear polarizer for scanning non-Lambertian
surfaces. Two images, one taken with linear polarizer which the orientation is set at 180 degree
and one with the orientation isiset at 90 degree, are compared to see thereffect. When the images
were taken with 180 degree orientation of polarizer, the intensity on non-Lamberitan surfaces (the
objectysurface) and Lambertian surfaces (paper)|is strong. However, fit/is/ noticeable that the
intensity of the light on is diminished on non-Lambertian surfaces when the images were taken at
90 degree polarizer while the intensity of the light on Lambertian surfaces remains the same. This
is because the polarization state of the light when scattered out from Lamberitan surfaces (such as
paper) is randomly polarized. There is high probability that the polarization of the light is
matched with the orientation of the polarizer. However, the light that scattered from non-

Lambertian surfaces still partly preserves its polarization state. The idea to extract the line on non-
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Lambertian surfaces is by subtracting two images taken at different polarization. The
experimental results show that this technique is one possible way to distinguish the light that
scattered out from non-Lambertian surface. This can be applied with the proposed 3D laser

scanning system for scanning reflective surface which is mostly found in ornaments.

AULINENTNEINS
PRIAATUAMINYAE
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Chapter V

Conclusion and future work

This chapter consists of two sections. The first section concludes the overall of the thesis and
provides some discussion on the experimental results. The second section suggests the future

development that can be extended.
5.1. Conclusion o’

This research presents a_new meihod te build a low cost and less complex 3D modeling system

that will be used for collecting digital data]:' of real world objects. The study of using light

polarization concept to reduce the proble't.ﬁ of étahning non-Lambertian surfaces was also carried.
The 3D modeling system proposed inithi; thes'as consists of two parts: the 3D laser scanner and
the software. The cost and the complcxity ofi’r{k}ej 3D laser scanner are reduced by the pre-
fabricated reference box. The advaﬁtiléf of app‘lX.-lng the reference box is to eliminate the pre-
calibration process of finding"the conrCspondence .!g_@;lation between the camera and the light

source; hence, the camera can be. fiecly moved;@is! is a new method of reconstructing a 3D

model using 3D laser_scanner. The software that works with the":p(oposed 3D laser scanner is

implemented and the-aiéorithm of 3D model reconstruction is al;sx;)-presented in this thesis. The
experimental results show that the accuracy of the 3D reconstruiction method depends on many
factors. The first factor is the.distance and the angle between the camera and the reference box.
The percent error of| the recovered data decreases whenthe-distance increases. This is because the
quadrilateral area'is linearly distorted looking from a camera. The second factor is the number of
scans’ that are needeéd)to be registered.| This is because the registering proccss is done manually.
The more the number of scans, the more human error gets involved. The third factor is the
resolution of the camera. The larger the resolution of the images means the higher chance that the
laser peak is correctly chosen and consequently the more accurate the 3D reconstructed models is.
The study of light polarization on different surfaces shows that it is possible to distinguish the
light that scattered from Lambertian and non-Lambertian surfaces using linear polarizer.

However, two images are required.
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5.2. Future works

There are many rooms for developing the 3D modeling system proposed in this thesis. First, the
optimal configuration of the set up can be tested and improved. The cost of the scanner could be

reduced by substituting some of the equipments with a low cost one. Second, new design of the

algorithm for 3D reconstruction can be fur BV g oped to increase the speed of the software.
Third, more experiments and furth dy datesthe concept of using light polarization to

help scanning non-Lambertian st

AULINENINYINS
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APPENDIX A

This section shows the images sets that were used in experiment 1.

1. Casel: 0 degree tilted in both vertical axis and horizontal axis

d=30cm

d=60cm

Figure.A-1:.Ima; e of Casel
s ﬁ—'ﬁ;ﬂ-

2. Case2: -30 degr

d=30cm

YR

dza)cm

Figure A-2: Images set of Case2
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3.

Case3: -45 degree tilted in horizontal axis and 0 degree tilted in vertical axis

d=30cm d=45cm

d=60cm

P ’ 4
gure A‘:& Images set of Case3

e = i
g ddA -'..‘i%_* #

» i 1
4. Case4: 45 degree tilted in he izor@iﬁxis an’zﬂtﬂegree tilted in vertical axis

e ——

(o el
d=30cm o T =45cm

A ;}1-;-&;3':_

Figure A-4: Images set of Case4
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5. CaseS5: 30 degree tilted in horizontal axis and 60 degree tilted in vertical axis

d=30cm d=45cm

d=60cm

Pl /

6. Case6: -45 degree tilted in Horizontal axis and

d=30cm

d=60cm

Figure A-6: Images set of Case6
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APPENDIX B

This section shows the details and the pictures of the 3D laser scanner and the equipments. The
image of the 3D Laser Scanner design is shown in Figure B-1. The details and specifications of the

equipments are shown in Table B-1. The pictures of each component are shown in Figure B-2.

(a) (b) (©) (d) (e)

Figure B-2: Images of the setup components (a) laser source (b) cylindrical lens (c) translation stage (d) camera

(e) reference box
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3D LASER SCANNER SPECIFICATION PRICE
COMPONENTS (BAHT)
Laser source He-Ne laser 632.8nm (polarized, 0.8 mW) 30,657.07
Cylindrical lens Glass rod 10.00
Translation stage Custom made translation stage with a control 35,000.00
circuit A

Camera with tri-pod Canon v , \l !I i’ ’7 4,990.00
Reference box 30.00

Total 70,687.07
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APPENDIX C

This section shows the result images of 3D reconstructed models from the experiments. The
number of the tested object is nine. The images of the real object and the reconstructed models are
provided. The images on the left side are the real objects. The images on the right side are 3D

reconstructed models.

1. Orthogonal planes ‘\2_‘\,\_\3}% ‘ V//’&

__’

Number of vertices: 8,769 E— ‘f

Number of faces: 17,167/

Figur

2. Cylinder U : a

Number of vertices: 20,533

g ANENINEIN S

Figure C-2: Real object and reconstructed 3D models of cylinder



3. Rectangular box
Number of vertices: 953

Number of faces: 1,588

4. Cone

Number of vertices: 9,3

Number of faces: 16,396

Figure C-4: Real object and reconstructed 3D models of cone

L =AY INENTNYINT

Number of ve
¢

Num?:io es: 8,530

=9 o

Figure C-5: Real object and reconstructed 3D models of sphere
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6. Paper cup
Number of vertices: 267,029

Number of faces: 472,415

7. Toy
Number of vertices: 76,005

@
Number of faces: 144;,931

Figure C-7: Real object and reconstructed 3D models of toy
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8. Banana
Number of vertices: 24,973

Number of faces: 45,738

9. Toy
Number of vertices: 20,658

Number of faces: 37,905

Figure C-9: Real object and reconstructed 3D models of toy

55



56
Biography

Miss Pimrapat Thanusutiyabhorn graduated in 2004 from Mater Dei Institute, Bangkok, Thailand.
She joined Nano-Engineering program at International School of Engineering, Chulalongkorn

University in 2005. During the undergraduate studies, she joined SPIE student chapter of

Chulalongkorn University and acted as

AULINENTNEINS
PRIAATUAMINYAE



	Cover (Thai) 
	Cover (English) 
	Accepted 
	Abstract (Thai)
	Abstract (English) 
	Acknowledgements 
	Contents 
	Chapter I Introduction
	1.1 Background and statement of problem
	1.2 Objective
	1.3 Scope of study
	1.4 Research procedure
	1.5 Expected outcome
	1.6 Thesis structure
	1.7 Publication

	Chapter II Theoretical background and related works
	2.1 Theoretical background
	2.2 Related works

	Chapter III 3D scanning system
	3.1 Overview of 3D scanning system
	3.2 3D laser scanner design
	3.3 Algorithm and data

	Chapter IV Experimental results and discussion
	4.1 Overview of the experiments
	4.2 Measurement of the accuracy of recovering the original points
	4.3 Measurement of the accuracy of 3D reconstruction on primitive models
	4.4 Measurement of time spent on reconstructing a complete 3D model
	4.5 Comparing the effect of applying linear polarizer on the light characteristic whenreflected on non-Lambertian surfaces
	4.6 Discussion

	Chapter V Conclusion and future work
	5.1 Conclusion
	5.2 Future works

	References 
	Appendix 
	Vita



