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to bus respectively, returning value inR*; in.p.u.,

Functions of curreniflowing through candidate branches regarding as from bus and

to bus respectively, returaing value in R™S; in p.u.,
1
Functions of eurreat flowing through series and shunt converters, returning value

inR™: in p.u,

Functions of active power flowing through series and shunt converters, returning

value in R™7in piu.,
. ; o . . .
Functions of reactive power supplied«from reactive power compensation devices,

- Z,J"ﬂ

returning value in R™:inp.u.,
Equality constraint of TEP problem usmg AC.model, returning value in R™¢,
Inequality. constraint of TEP problem using AC model, returning value in R™",
Constraint of TEP problem using AC model, returning value in R27eq+nin,
Lagrange function.of the operation problem formulated by using AC model, and

Lagrange.function.of the feasibility problem formulated by using AC model.

of stage ¢,

of scenario s,

()
()

(. )(t’s) Constants or variables ( .) of stage ¢, scenario s, and
()

(. )(t’s’k) Constants or variables

of stage ¢, scenario s in iteration k.



Abbreviations

AC Alternating current,

BD Benders decomposition,

CHA  Constructive heuristic algorithm,

DC Direct current,

FACTS Flexible AC transmission systems,

GA Genetic algorithm,

GBD  Generalized Benders decomposition,
KCL  Kirchhoff’s current law,

KVL  Kirchhoff’s voltage law,

LP Linear programming,

MILP  Mixed integer linear programming,
MINLP Mixed integer nonlinear programming_,_;.; . |
MIP Mixed integer programming, :
NLP  Nonlinear programming,

NP Nondeterministic-pelynomial;

TEP  Transmission expansion planning, and
UPFC Unified power flow:controller.
Problems

STEP-DC

STEP-DC-NSEC

STEP-AC

MTEP-DC

straint,

straints,

straint,

straint,

XXi

Single stage TEP problem ‘using'DE model without security con-

Single stage TEP problem using DC model with N-1 security con-

Single stage TEP problem using AC model without security con-

Multistage TEP problem using DC model without security con-



XXii

MTEP-AC-NSEC Multistage TEP problem using AC model with N-1 security con-

straints,

MTEP-AC-NSEC-VSTAB Multistage TEP problem using AC model with N-1 security and

voltage stability constraints, and

STEP-UPFC Single stage TEP problem using AC model with UPFC application.

2

LTI

-
-

\Z
i

AULINENINYINT
PAIATUAMINYAE




CHAPTER I

INTRODUCTION

Transmission expansion planning (TEP) is a process of determining an optimal trans-
mission expansion plan which ensures electricity demand can be served throughout a planning
period [1]. In general, system planners conduct in connection with generation expansion plan-
ning to serve the increase of demand. An obtained plan from the TEP process is generally a

minimum cost plan complying with defined planning criteria.

A conventional methodfor.solving the TEP-problem is normally based on the comparison
of alternative plans. A set of alternatives of fhe transmission plans covering a defined planning
period is generally chosen frem a-feasible solution space based on experience of planner with
the aid of power system apalysis tools. Then, the least cost plan is selected by comparing
the cost streams in the planaingperiod [2-4]. The advantage of this method is that it is easy
to implement whilst the‘results can be accepxtébj_e in case the power system is not too much
complex. However, in the case of an actual ‘!Iarge scale power system, the feasible solution
space may be extremely large. Therefore, it is a"'\;/e"r'y difficult task to chose the best alternative

set from the solution space by the planners. 2

Consequently, from the theeretical point of'view, the simplified conventional method may
not be appropriate for.solving the TEP, Mathematically, TEP IS a‘mixed integer programming
(MIP) of which the integer variables represent the decision on the selection of new transmission
lines and transformers ini@'the plan. The constraints can be divided into two categories. The first
one consists of planning criteria depending on opération limits, e.g. generation limits, thermal
limits, voltage magnitude limits, etc. [The second one consists of the constraints according to
electrical circuit theory, i.e. Kirchhoff’s gurrent law (KCL) and Kirchhoff’s voltage law (KVL).
From the computationakpoint/ofview, the MIPis'in the class ‘of nondeiarministic polynomial
(NP) problems [5].

Several research in solving the TEP aim to overcome the computational difficulty. There
are two aspects of the TEP problem which can be noticed from the previous research, compris-

ing algorithm development and problem formulation complexity.

From the algorithm development aspect, the methods for solving TEP problem can be

classified into three categories [6], i.e. mathematics, heuristics and metaheuristics. The math-



ematical based methods [7-11] rigorously solve the problem by applying optimization tech-
niques which are generally based on branch and bound algorithms [5, 12, 13]. Employing the
mathematical based methods to solve the TEP in an unsophisticated manner usually encoun-
ters the problem about computational burden, especially in case of large scale problems. With
application of decomposition based techniques, e.g. Benders decomposition [14], outer ap-
proximation [15], computational burden can be considerably reduced as shown for an example
in Ref. [11]. It should be noted that as long as the model is convex, the mathematical based
methods, i.e. the general branch and bound and‘decomposition based methods, can return a
global optimal solution. HoweVver, in case the modelis nonconvex, the global optimality cannot
be guaranteed [16]. Severalmethods have been developed to improve the solution quality. In
some cases, the global optimality ofthe solution is guaranteed [17-19]. However, the compu-

tational burden is extremely high. Fherefore; they can be applied to only small scale problems.

On the other hand, the heuristic basea methods [20-24] utilize some guidelines for
searching solutions. In generalythey are derivéd from sensitivity indices regarding potential of
candidates to alleviate the viglation of operating"'yiirﬁits. Even though the computational burden
is low, the obtained solutions are usually trappedf_'aftjf).cal optima. The complexity of the heuris-
tic methods may range from a simpie-greedy algorifhm [25] to a more sophisticated method,
e.g. local branching [26]. In general, the heuri'sii'é'r‘;riethods are-appropriate for practical TEP
problems of which only-suboptimal-soiutions-is-sufficient-for-tsing in planning activities. The
metaheuristic methods [27] employ intelligent search techniques. The computation time is usu-
ally high and, in some cases, may be higher than the mathematical based methods. In fact, the
metaheuristic methods are appropriatefor noncenvex prohlems.since-they have mechanisms to
escape the local'optima. Nevertheless, the solutions are net guaranteed to be a global optimum.
Examples of the metaheuristic methods‘are genetic algarithm (GA) [28429], tabu search [30],
simulatéd annealing {31} etc. From.all the above methods, it should be'noted that there is no
best method which is suitable for all types of the TEP problems. Selection of a suitable method

is mainly based on size of the problem as well as the problem formulation complexity.

The formulation of TEP problem should be reflected actual practices. However, due to
computational performance of the current developed algorithms, compromise between compu-
tational time and the problem formulation complexity is inevitable. In general, the problem

formulation complexity of the TEP can be classified into three main issues as follows:



(@) model used in the power flow equation, i.e. DC or AC model,
(b) the number of stages in planning period, and

(c) planning criteria taken into account, e.g. transmission line thermal limits, voltage magni-

tude limits, N-1 security constraints, etc.

In case of the power flow equations, most of research works apply a DC model [32] rather
than an AC model, since the TEP with the AC modelis amixed integer nonlinear programming
(MINLP) which is a very complicated prohlem. However, the problem becomes simpler if the
DC model is applied insteadsFor a basic DC model [33], there are multiplication terms between
the integer variables andwoltageangle variables, resulting in.an MINLP problem. There are
various models developedibased on the basi(; DC model aiming to transform the problem to a
mixed integer linear programming (MILP) W]]'Ii'lch IS easier to be solved than the MINLP, i.e.
transportation [10], hybrid [32], and disjuncti&ge models [32,34]. In general, the transportation
and hybrid models are rotigh models since thé’-_l{\(_L constraints are neglected in the problem
formulation. On contrary, all the constraints ofa[_)C power flow are taken into account in the

disjunctive model. el

In practice, solving the TEP based on the DC mode! may: not be acceptable for trans-
mission system planning activity-of-electric-utilities:With-the-DC model, an investment plan
solution may be easily obtained. However, it has to be revised by the planner before making

decision for the final plan with following reasons.

(@) The obtained.investment plan may be infeasible since'the KVL constraints are relaxed with

the linear equations.
(b) Voltage magnitude limits and voltage stability constraints are not taken ifto account.
(c) Power loss cannot be evaluated.
(d) Installation plan of reactive power compensation device cannot be directly obtained.

(e) Benefit of FACTS device installation cannot be clearly shown.

Currently, there are fairly limited number of TEP research based on an AC model [35,36].
A constructive heuristic algorithm (CHA) is employed in Ref. [35] by starting with an infeasible



solution, and continuously adding candidate branches into a plan, based on sensitivity indices,
until the updated solution is feasible. As stated in Ref. [35], the CHA does not always find the
optimal expansion plan. In Ref. [36], GA is applied to solve TEP using an AC model. However,
it is known that the computational burden of GA is very high especially for a large scale TEP
problem. Therefore, a trade-off between the computational time and the solution quality has to

be considered.

Considering the number of stages in planning:period, one can classify TEP into two
categories [6, 37], i.e. single stage planning and multisiage planning. In the single stage plan-
ning [32], the planning interval.issconsidered as a single period of time, i.e. there is only one
stage in the planning perigds Therefore, all of transmission lines under the investment plan
are assumed to be construcied atithe same.-time, i.e. at the beginning of the considered period.
Generally, the problem congérns only where to construct new candidate lines. Consequently,
the single stage planning'maynoi be appropriate for a long term TEP according to economical
aspect, since it does not take into account.the ti“me value of the money. In case of the multistage
planning [37-39], the planning period is divide'd ‘into several stages, and each stage has its
owned corresponding plan. The multistage plé"r,.iﬁiﬂnlg preblem concerns with questions about
when and where to construct new transmission Iines":: The plan in the current stage depends on
the plans in the previous stages. Therefore; the fﬁUl’[i'stage planaing is much more complicate

than the single stage plaaning:

From the aspect of-planning criteria, there are various types of the criteria which can be
incorporated into the TEP problem. In general, they are treated as additional sets of constraints
which result in @ more complieated problem. For example, a system consists of N branches,
therefore the size of the TEP problem with consideration of N-1 security.is,at least increased to
N + 1 times fram thesize of the TEPprablem without consideration of IN-1 security. Therefore,
most of the research on TEP usually consider only basic planning criteria , i.e. transmission line
thermal limits, generation limits, without taking into account contingency analysis. There are
fairly limited number of research works which take the N-1 security constraints into account.
Examples of the previous works can be found in Refs. [40-42]. In Ref. [40], security cuts are
iteratively added to a basic model which does not include security constraints. The concept
of cuts generation is based on a transportation model. Therefore the obtained solution may
not comply with Kirchhoff’s voltage law (KVL). In Ref. [41], Chu-Beasley GA is employed

to demonstrate its application on various sizes of test systems. Ref. [42] proposes a modified



heuristic method which is normally used to solve a linear programming problem. However, it
should be noted that the problem formulation of TEP with N-1 security in Refs. [40-42] are

based on DC model.

From the above-mentioned characteristics of the TEP problem, one can summarize the

complication of the TEP problem for each issue in the problem formulation as below.

(a) Model used in the power flow equation .+ The TEP problem based AC model is a very
complicated problem, sinee both integer programiming and nonlinear programming are in-

volved in the main problems.

(b) The number of stages insthesplanning period : The number of integer variables and

constraints of the TER problem will be linearly increased with the number of stages.

(c) N-1 security : The aumber of constraints of the TEP problem will be linearly increased

with the number of branches in'the system.

1.1 Problem Statement R

To simultaneously cope with all“the above issues, i.e. the problem formulation based
on AC model, the multistage planning, and the N-1 security canstraints, of a large scale TEP
problem has never been‘addressed in previous research works.-Since the formulated problem
is very complicated, employing general algorithms to solve the problem always encounters the
computational difficulty. Canseguently, a sophisticate method for solving this kind of problem

will be developed in this dissertation.
1.2 Contribution

Transmission expansion plan also has impact on both electricity cost and system security.
In general planning, a criteria has to be defined. The selected transmission plan has to comply
with those criteria. Regarding electricity cost, it is mainly affected by the investment cost and
the operating cost. The investment cost obviously depends on the expansion plan, whereas the
operating cost is affected by the power loss and the transmission congestion which are actually
effected by the expansion plan. Consequently, inappropriate selection of the transmission plan
may lead to an overinvestment causing high electricity tariff. This problem motivates the de-

velopment of methods to find the optimal transmission expansion plan in a considered planning



period.

This dissertation proposes a method for solving the multistage TEP based on AC model
with security constraints, aiming to answer the aforementioned problem for large scale power
systems. Consequently, the developed method can be applied to actual transmission expansion

planning activities.
1.3 Scope of Work and Limitations

The details of scope and limitation of the dissertation are listed below.

(a) Develop a method of Whigh'the framewark is based on the generalized Benders decompo-
sition (GBD) [43] fer solving/the multistage TEP based en AC model with security con-
straints. The main TEP problem'is dividédﬂ into investment and operation problems. The
investment problem is MILP concerning with'the process for searching the investment plan
whereas the operation prablem formulatioh’.__depends on the model used in the power flow

equation, planning stages, and defined planning criteria.

(b) Nlustrate the benefit of TEP Using AC model in case of voltage stability constraint and
FACTS device installation. TEas

(c) In the case of the.formulation based on the AC model, the global optimality of solution
is not guaranteed. However, the developed method attempts to find a good quality local

optimum solution.

(d) Only construction.costs of transmission lines are treated as nonlinear functions with respect
to the number of circuits. For the generation costs, the linearities of.the cost functions are

assumed.

(e) Only deterministic analysis is taken into account in this dissertation.

1.4 Dissertation Outline

The dissertation is composed of seven chapters. In the next chapter, the basic concept of
TEP and mathematical background will be provided. Chapter 3 presents various formulations
of the TEP problems and the solving methodologies. In Chapter 4, supplementary methods

are introduced in order to improve the performance of the proposed methods and the solution



quality. The next chapter illustrates the further application of the proposed methods in volt-
age stability constraint and FACTS device installation. Then, chapter 6 shows the test results
of the proposed methods. Finally, Chapter 7 draws conclusions and future extension for this

dissertation.
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CHAPTER II

BASIC BACKGROUNDS

In this chapter, basic concept of the TEP and mathematical background are reviewed. In
the first section, a conventional method for solving the TEP problem, covering single stage and
multistage TEP will be introduced. Then mathematical backgrounds, i.e. Benders decomposi-

tion and generalized Benders decomposition, used in this dissertation will be presented.
2.1 Basic Concept of TEP
2.1.1 Conventional Method for Solving TEP

TEP is generally eondugted.based on experiences of system planners. The method is
generally based on least.eost selution techniqul_e.s [2-4]. A set of alternatives of long term ex-
pansion plans in the planning periad is chosen from the set of all feasible plans. The number
of alternatives should be reasonable for manual implementation in the next steps. The com-
putational tools employed'in the process is only power system analysis softwares based on the
Newton-Raphson algorithm*[44] for solving a set of nonlinear power flow equations. Then an
alternative plan is chosen by plannérs based on the experience and results from power flow
solutions. The process is performed in-an iterati_vé manner. By starting from the base case of
the considered scenario, if the system is not feasible, i.e. planning criteria are not satisfied,
candidate transmissions.Or transformers are selected into the considered plan. The power flow
equation is solved again ta verify the feasibility. The process is performed until the candidates

provides the feasibility.

It should he, noted that the number of considered Scenarios may be reasonably high in
practice. Since each scenario is_connected with corrésponding conditions of the system for
each stage in'planning period, the:numberofi scenarios will increase if there are many stages in
the planning period. In addition, if the N-1 security constraints are taken into account, the plan-
ners have to analyze the scenario for each contingency. In this case, the contingency selection
technique [1,45] may be applied to reduce the number of the considered scenarios. The process

for selection of the alternative plans is illustrated in Figure 2.1

After feasible alternative plans are obtained, their cost streams throughout the planning
period are compared with each other. Time value of the money should be taken into account

according to economic aspect. Then the least cost plan is selected.



Results Planner Results
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Results
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olvmg TEP

Results
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The single stage disjunctive model [11, 34] of

which the power flow e s follows:

(2.1)
subject to
Alpg (2.2)
Pbe — A ! (23)
—M (epec —X) < Pbe—BcAp0 < M (e — XIQ (2.4)

ﬁﬁﬁ%ﬂﬂﬂiWﬂﬁﬂﬁ o
AT I gy.

It is clearly seen that the objective function shown by (2.1) concerns with the investment
cost only. All the constraints in the described formulation comply with the DC power flow
model as well as operation limits. Considering the constraints (2.4) and (2.7), one can express
the constraints corresponding to the candidate branch [ which directly connects from bus i to

bus j as follows:
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It — By (0; — 65)| < My (1 —xy) (2.8)

e < p™ay (2.9)

It should be noticed that if the candidate branch [ is selected for the plan, i.e. z; = 1,
the constraint (2.8) will comply with the KVL. On _the other hand, if the candidate branch [ is
not selected, i.e. z; = 0, p; will-be zero by the Consiraint (2.9). In addition, 6; and ¢, are not
controlled by the constraint (2:8) due to thé large value of A7,. The proper value of A, can be

determined by the method presentedsin [11].

\

|
The advantage of the disjunciive model over the other models is that the formulated

problem from the disjunctive model is MILE\}vhich is easy to be solved by current existing
solvers [46,47]. In addition, the disjunctive mé,def can handle the nonlinearity of the investment
cost with respect to the number of Circuits as w‘rll be described in the next chapter.

2.1.3 Multistage TEP =7/,

In general, a multistage TEP-can be considered-as a sequence of the single stage TEPs.
The planning period and-the.investment plan.corresponding.to-each stage of the multistage TEP
is demonstrated in Figure-2.2. In this figure, it is assumed that thé"planning period is nine years,
which is divided into three stages. The plan is carried out at thebeginning of each stage in order
that the increased demand in‘tiie corresponding stage, can be served. The plans obtained from
the previous stages have to be perceived.at the current stage. It is noted that the demand used in
the problem formulation for each stage ¢an be determined from the forecasted peak value over

the stage.

Plan 1 Plan 2 Plan 3

0 1 2 3 4 5 6 7 8 9 Year
Stage 1 Stage 2 Stage 3

Figure 2.2 Planning period of multistage TEP

Formulation of the multistage TEP can be found in [37-39]. Generally, the formula-
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tion of the multistage TEP is based on the formulation of the single stage TEP. The derived
multistage model will be inherited all properties and efficiencies from the single stage model.
Consequently, formulating the multistage TEP based on the basic DC model using the integer
decision variables [38] will cause the problem to become MINLP. On the other hand, the prob-
lem will be MILP, if the disjunctive model is applied to the formulation of the multistage TEP
problem [39].

2.1.4 Concept of Cost in Planning Period

In general, the concept presented in this subsection can be adopted for both single stage
and multistage TEP problems..HoweVer, to generalize this concept, the case of multistage TEP

problem is explained.

The cash flow diagrams of the investme;n;[ and operating costs in the planning period are
shown in Figures 2.3(a) and.2.3(b)

o

Stage 1 T Stage 2_ 2 Stage 3

T I T J " I T T Ll
0 1 2= 3 4 SR 8 9 Year
(a) Investment costs

Stage 3
Stage 2 L 4 ﬂr

|
EY | 2 Bl 14 1Y 6" 7 8% 19 | Year

(b) operating costs

Figure 2.3 Cash flow diagram of costs in planning period

In the case of the investment cost, since expected life time of the transmission system
equipments installed in each stage is usually longer than the considered planning period, salvage
values of these equipments should be taken into account at the end of the planning period to

reflect the utilization of the equipments as shown in Figure 2.4.
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c3

Stage 1 T Stage 2 Stage 3

t t 1 t t 1 t t i
0 1 2 3 4 5 6 7 8 9 Year
Salvage value of C1
Salvage value of C2

Salvage value of C3

Figure 2.4 Cash flow diagram of investiment costs with salvage values
v

The salvage value at'the end of period can be estimated by a straight line method [4].
It is assumed that the value ofithe equipmerft is zero when it 'was operated until its life time.

Therefore, the salvage value ofithe eguipment ipstalled at stage ¢, can be calculated by (2.10).

=t

i
\ -

nl —"Jny (ns —t + 1))
'.---»'.' 4:77/[

9 7 Cinvy ( (2.10)

2 #
ald ¥ K
Therefore, the present value 0f the investmentcost of stage ¢ less its salvage value can be

calculated by (2.11). AT

gl

(2.11)

: _nl—nyas—t+1)
(1 - r)ny(t—l) nl (1 _!_ ,r)ny.ns

DVinvit = Cinvt (

In the case.of the operating cost, it is assumed that the cost for-each year increases by the

same rate as the demand growth. In addition, if the demand monotonously increases over the
planning-period, the peak.demand.of the last year. for. each stage-will-be used.as a representative
value of the demand of that stage. Therefare, thelpresent value 'of the operating cost for stage ¢

can be calculated by (2.12).

Coprt 1+g) (1+g)”y‘1
= 1
onp,t (1 N ,r)ny(tfl) (1 n g)(nyfl) < + (1 T + + 1 T

L+7)™—(1+g)™
(r—g) (L4 )"V (14 7)ot

(2.12)

= Copr,t

Now one can define factors, IV F} to convert the investment cost for stage ¢ to its present
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value taking into account the salvage value at horizon year, and O P F; to convert the operating
cost of the representative year of stage ¢, i.e. the year when the peak demand occurs in that

stage, to the present value of opeartion cost for stage ¢ as described by (2.13) and (2.14).

1 nl —ny(ns —t+1)

M e T @19
B g 9™ rtg
o (ny A1) nyt—1 7’
orr, = =91 +g)y o ) (2.14)
yI'=49

(1 +g)(”’y_1)-(1 . T)”y(t_l)
2.2 Mathematical Backgrounds

Since the generalized Benders dééompgélition (GBD) is used as a key framework of the
decomposition based method preposed in thié’:,diS-Sertation, two essential mathematical decom-
position methods will be presented in this secti’ofni_., Ipitially, Benders decomposition (BD) which
is the preliminary version ofthe GBD usually dgp!iéd to MILP solving is introduced. Then the
basic concept of GBD is presented./tt should be 'nbte;d that the notations of constants, variables
and sets are defined separately for.describing th,e,Tbggkgrounds in this section only. There is no

meaning related to the notation used in the other sections.
2.2.1 Benders Decompaosition

Benders decomposition(BD) was proposed. by, J. F. Benders [14]. It is appropriate for
solving the problem eomposed of two_complicated subproblems. tn this section, the BD is

introduced with the application of solving an MILP.

Considering an MILP problem ina particular form as (2.15)—(2.17).

min (c{xl + c12-x2) (2.15)

subject to

A1X1 S b1 (216)

Bix1 + Baxs < bg (217)
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X1 € an , X2 € Rn2

where ¢c; € R™, ¢co € R"2, A; € R™Ixnl B, ¢ Rm2xnl B, € R™2%"2 b, ¢ R™ and

bs € R™2,

The above problem can be expressed in the equivalent form as (2.18)—(2.21).

(2.18)
subject to
(2.19)
(2.20)
(2.21)
eR
In the process of BD, the problem is partitioned into two subproblems, i.e. master prob-

lem and slave problem. The m ster pro _P.concerning with the variables z and

x1, while the slave preblem is a linear programming (L P} dealing with the variables x2 only.
1 p V.«% \‘ 2 y

The master problemcan be initially defined as 2.22)@(2.23).

s 16 N Y FNENT
R AIAINTUNNIINGIAE

Aixy; <b (2.23)

(2.22)

x1€Z", zeR

After solving the master problem, if the problem is infeasible, it is implied that the main
problem defined by (2.18)—(2.21) is also infeasible, otherwise z and x; can be obtained. Sup-

posing (z, X1) is the minimizer of the master problem, one can find x2 by solving the slave
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problem defined as (2.24) and (2.25). In addition, the slave problem can also be defined in a
dual form as (2.26) and (2.27).

Slave Problem: (Primal Form)

min chxso (2.24)
subject to
B2X2 < b2 > Bl)_(1 (225)
X € RILZ
Slave Problem: (Dual Form)
max (ba'4B1X1)" A (2.26)
subject to
BiA=c; (2.27)
AER™

It should be noted-that after solving the slave problem,two conditions can take place as

follows:

C1: The minimizer, X of-the‘primal slave problem can-be found. In this case, the constraint

(2.19) has to be verified. If the constraint (2.19) is satisfied in a situation where —z+c] X +

c} Xy = /0, the minimum solution of the main problem (2.15) is attained at (%1, X2), then

the process is terminated. On the other hand, if the constraint (2.19) is not satisfied, i.e.

—Z + ¢{X1 + ci%Xa > 0, the constraint (2.28) is established and added into the master
problem.

—z+clx1 +X'by — (XTBl) x1 <0 (2.28)

where X is Lagrange multiplier corresponding to the the constraints (2.25) of the primal
slave problem which also be directly determined by the minimizer of the dual slave prob-

lem.
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C2: The primal slave problem is infeasible. This condition implies that the value of X7 is not
suitable. Therefore, the constraint (2.25) is not satisfied. From the duality theory [48, 49],
the dual slave problem is unbounded. In addition, the direction of unbounded ray, & can be
employed in generating the constraint (2.29) which is subsequently added into the master
problem.

bz — (A™B1)x1 <0 (2.29)

After adding either (2.28) or (2.29) into the.master problem, the master problem will be
solved again. If the problem.is.infeasible,-the main problem is also infeasible, otherwise the
new minimizer, (z, X1) is‘obtained. With this minimizer, the slave problem will be redefined

and solved again. The process.is performed in this iterative manner until it is terminated.

At the beginning of gthe process, the 'vai'llue of z, which is obtained from solving the
master problem without additional constraint;; always tends toward the negative infinity. This
value should be increased'wheén the constraint. (2.28) Is consecutively added into the master
problem. During the process of BD, the value-'_icl)f;é is always less than the value of c]%; +
cl%,. Consequently, the value of = is called tﬁ:er—lqwer bound, LBD, whereas the value of

c]x; + chx, is used to define the upper bound, UBDk by (2.30).
UBMzmm“BDMhQﬁ+Q@} (2.30)
where k is the iteration counter.

The process will be terminated when the,gap between the upper bound and the lower
bound is less than! a defined tolerance, e. Therefore, the termination criterion is defined as

(2.31).
UBDy - LBD,
LBDy

(2.31)

It should be noted that the constraints (2.16) and (2.17) are always satisfied with the
current values of x; and x5 on the condition C1. The constraint (2.28) is sequentially added
into the master problem in order that the value of x;will be adjusted to the minimizer of the
main problem, of which the objective function defined by (2.15), when the master problem is

iteratively solved. For this reason, the constraint (2.28) will be called the optimality cut.
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In case the constraint (2.29) is added to the master problem, it is aimed to prevent the

infeasibility of the primal slave problem. Therefore, it will be called the feasibility cut.
2.2.2 Generalized Benders Decomposition

Since the slave problem in the BD procedure can be only an LP problem. A. M. Geoffrion
proposed a generalized version of the BD,.i.e..generalized Benders decomposition (GBD) [43,
50, 51], to handle the slave problem which can be.a nonlinear programming (NLP) problem.
Actually, the concept of GBD is similar to the one'0f.BD. However, the method for establishing
the optimality and feasibility cuts may be more complicated. In this subsection, the concept of

GBD will be presented togetherwiththe application of the MINLP solving.

An MINLP problemto be solved by the GBD can be expressed as follows:

min f(x;, x2) (2.32)
subject to F/R
Hi(%57% ) = Ol (2.33)
G (x1,x2) <0 (2.34)
x1 €ZMNx, X cR™
Xg € Ay, A C R™
where

faRELXR™.— R and G.: R™, % R"? — R™-are.convex functions, when the variable

x1 is fixed.
H : R x R"2 — RP s a linear function when the variable x; is fixed.

As the case of the BD, the master problem concerning with x; can be initially defined as
(2.35).



18

Master Problem:

min z (2.35)

x1€Z"Nx;, X cR™ zeR

It should be noticed that if the set A}, can be described by linear constraints, the master
problem will be MILP problem. In addition, solving the master problem in the first iteration
will return the value of z tending toward the negative infinity as well as any value of x; in
Z™M N Ay

After obtaining thesminimizer (=, X, ) from solving the master problem, the slave prob-
!

lem, which is parameterized by:this minimizer, can be defined as (2.36)

Slave Problem:

min fta_?h X2) (2.36)

subject to s 4
Hi(%1, X2) = O (2.37)
G (%1,x2) <0 : (2.38)

X9 € XQ, Xy C an

Two conditions may occur afterssalving the slaveproblem:as.follows:

C1: The problem is feasible, therefore‘the minimizery=o can be found:-However it may not
be the minimizer of the main problem defined by (2.32)-(2.34) since the slave problem is
parameterized by X, which may not also be the minimizer of the main problem. To verify
whether (X1, X2) is the minimizer of the main problem, the value of lower bound, LB D,

defined by z is compared with the value of upper bound, U B D, defined by (2.39).

UBD;, = min{UBDk,l, f()_(l,)_(z)} (2.39)

If the lower bound is close to the upper bound, i.e. (2.31) is satisfied, (X1, X2) will
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be the minimizer of the main problem, therefore the process is terminated, otherwise the
the constraint called optimality cut defined in (2.40) is generated and added into the master
problem. After that the master problem is solved again.

—z+ min Ls (x1,X2, A\, An) < 0, An >0 (2.40)

X2E€X,

where Ls (x1,x2, A1, An) IS Lagrange function according to the slave problem defined by
(2.41)

L (X1, X2, Aydsr=7F(x1, %8) + A H(x1:%2) + A] G (x1,X2) (2.41)

and Aj, A, are the leagrange muliipliers according to (2.37) and (2.38) respectively. It
should be noted thateX;, s, can be obtained from solving the slave problem. From the

optimization theory [50,51], A, is alway;sylngreater than or equal to zero.

The problem is infeasibles Since the duall f.olrm_ a general NLP problem cannot be derived
in an explicit form, this condition-is treatéd-by solving the feasibility problem defined
by (2.42)-(2.45) instead of solving the dué,i —slgtye problem to obtain the direction of un-
bounded ray as the process of the BD. :

mine’ a (2.42)
subject to
H ()_(1, X2) =0 (243)
G (>_(1,X2) <o (2.44)
a>o0 (2.45)

a€R™, xg€ Xy, XyCR™

It should be noted that the above feasibility problem employs a 1-norm minimization
of the constraint violations. Generally, the feasibility problem can be defined by other for-
mations, e.g. oo-norm minimization of the constraint violations, the formulations related

to the physical aspect of the problem to which the GBD is applied.
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After solving the feasibility problem, the obtained Lagrange multipliers correspond-
ing to (2.43) and (2.44), i.e. Ag and Ag,, will be used in generating the feasibility cut

defined by (2.46). Then the cut is added into the master problem before it is solved again.

min Lt (X1,X2, Ag, Am) <0, Atn >0 (2.46)

X2EX,

where L (x1, X2, A, A ) IS defined

The new minimizer blem will be used in redefining
the slave problem, and the ed again until the lower bound,
LBD;y is close to the upper (2.31).

One can see that ) in the optimality cut and
n}(izn Lt (x1,X2, An, M) iN only, since A;, An, Ag and g,
are the constants obtained fro problem and feasibility problem. In addi-
tion, x2 has to vanish after mmim' ce of X5. However, the explicit form of

(2.40) and (2.46) can be derived—ﬁﬁﬂﬁfs‘o e cases, e.0. x; and x, are linearly separated in

AU INENINYINS
ARIAN TN INGINY



CHAPTER 11l

PROPOSED FORMULATIONS AND METHODOLOGY

In this chapter, a basic framework of the decomposition based method for solving the
TEP problem is proposed, including single stage TEP problem based on a DC model, single
stage TEP problem with N-1 security constraints, multistage TEP problem, etc. The formulation
of the TEP problems in this chapter will be proposed in a structure complied with the Benders

decomposition based methods.
3.1 Basic Framework

From the concepts of thesBD and GBD presented in the previous chapter, it is clearly
seen that a complicated MIP.problems can be solved by decomposing the main problem into
the master problem and the slave problem. Then, the two subproblems can be solved separately
in an iterative manner. _Fhe master problem deals with integer variables whereas the slave
problem is parameterized by integer variables, o-.btained from solution of the master problem.
The information regarding the optimality and féasibility of the main problem represented as a
cut is sent from the slave problem to the masterproblem in order that the new integer solution

will change towards the optimum $oiition of the main problem.

In this TEP, the master problem refers to an investment problem, while the slave problem
refers to an operation-problem. Generally, the investment probiem is an MILP of which the
minimizer represents the investment plan.” From the obtained investment plan, the operation
problem can be defined according to defined scenarios of the power system. Therefore, there
may be several operatian problems according to the defined number of scenarios. For example,
in case of the single stage TEP with consideration of N-1 security constraint, the number of
operation,problems should be-equal toithe number ofitheicantingencies tosbestaken into account.
In case of the multistage TEP"without consideration ofthe security constraint, the number of

operation problems is equal to the number of stages in the planning period.

If a DC model is employed in the problem formulation, the operation problem will be
an LP problem. However, if the AC model is used, the operation problem will be an NLP
problem. The constraints of the operation problem deal with planning criteria and the law of
electric circuit theory, i.e. KCL and KVL. Generally, the objective function is an operating cost.

The operation variables consist of voltage magnitude, voltage angle, active power generation,
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reactive power generation, and reactive power compensation device.

The results obtained from the operation problems provide signals of the optimality and
feasibility of the investment plan. The information is sent to the investment problem in order
to modify the investment plan in the next iteration. The basic framework of the decomposition

based method can be illustrated in Figure 3.1

Optimality/Feasibility Cuts | Investment Problem Optimality/Feasibility Cuts
. MILP B
Investment Plan 3 Investment Plan
Operation/FcaSibility Operation/Feasibility
Problena’ | L AN Problem n
EP/NLP i LEP/NLP
Lagrg]lge J . 0 Fagrange
Muliplier . - ¥ Multiplier
. - - .
CutiGeneration L 4 Cut Generation
: 4
dd
Optimality/Feasibilitg Cuts| «* & i Optimality/Feasibility Cuts
)
1N

Figure 3.1 Basic framework of tI’-r_e-dgqomposition based method

.,';._ =

=i

It should be noted that basic framework of the decomposition based method is similar to

a selecting process for';aj'ternative plans in a conventional methdd_shown in Figure 2.1. It can be
seen that the decision on t-_he plan selection of the planners in conventional TEP can be directly
compared with the solvir;g process of the investment problem’ under the proposed framework.
The obtained resultsfram-an operation problem-ean be viewed astheresults from power system
analysis in a conventional TEP. However, in the decomposition based method, the results are
sent to the investment.problem as.the.cuts,, Therefore, the propesed.method.is,more systematic

than the conventional TEP. method.

In addition, the operation problems corresponding to the considered scenarios can be
solved independently. Therefore, parallel processing techniques can be easily applied to this

framework. However, this issue is not in the scope of the dissertation.

In the following sections, the methods for solving TEP problem are developed based on
the concept presented in this section. There are three key issues which should be considered as

follows:
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(@) Investment problem formulation,
(b) Operation problems formulation, and

(c) Method for generating cuts.

3.2 Handling of Nonlinearity of Investment Cost

The investment plan is expressed as a vecter, x of which the elements represent the
circuits of candidate branches selected into the plansGenerally, there are two kinds of repre-
sentation of the selected circuits, I.&. integef and binary representations. In case of the integer
representation, each element gerresponding to each candidate branch describes the number of
selected circuits. For the case'of binary representation, the value of each element indicates the
decision on the selection of the candidate branch. i.e. a; = 1, if the candidate branch [ is

selected into the investment plan.

Most of the TEP research works: treat th__e investment cost as a linear function of the
number of circuits. However, the investment cost is generally nonlinear with respect to the
number of circuits in practical point of view. [0 handle this characteristic of the cost while
the linearity of the cost function_is preserved [52]_-,.tbe binary representation of the investment
plan is applied. However, in this case, each element of the wvector represents the candidate
branch specified by a eerresponding type. The types of the candidate branches are defined by
the number of circuits. In addition, other parameters which affect the cost of the candidates,
e.g. types of conductor, types-of tower, etc., can be taken into account in the definition of the
types of the candidate branches. An example of the candidate branches defined by the number
of circuits is shown in Figure 3.2. In this figure, if there is one circuit connected between buses
7 and j sthe candidate’A will-be selected. Ifitherefare two circlits'connected between buses 7 and
7, the candidate B ‘will be selected, and'so on. The cost of each candidate isdefined according

to the type of tower depending on the number of circuits.

From the above concept, one can define candidate paths on each bus pair. In actual situ-
ation, for the case of transmission line, the candidate paths are right-of-way which the utilities
can provide for constructing transmission lines between two substations. In case of transformer,

the candidate paths refer to available spaces at substations for installation of transformers.

It should be noted that only one candidate branch can be selected on each candidate path.
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Bus i Busj
Candidate A: 1 circuit

Candidate B: 2 circuits

Candidate C: 3 circuits

Candidate D: 4 circuits

Figure 3.2 Example of candidate branch definition

Therefore, the constraint (3.1) has to be added into.the'problem.
v

it pe P (3.1)
LEC

|
where C,, is an index set.of candidatebranches in candidate path p.

=t

Apart from the general'types of the can'c}idate lines defined according to the tower types,
there are another type of/transmission line cdnstrqction, i.e. stringing the additional circuits
on the existing tower constructed in the previo.ué,stéges. This type of construction will also be

ald ¥ K

considered in this dissertation./However, some constraints have to be involved in the problem.

Without loss of generalization, it is assumed that there is no existing tower available for

stringing the additional crreurt&befer&ﬂa&eeﬂsfdefedﬁlanﬁmg "pefiod.
Now one can defing subsets of C as follows:

C, is an index'set of candidate branches which are available for stringing the additional

circuits after it is'‘€onstructed, and

Cs'is an index-set of candidate braneches 'which will be constructed by: stringing on the

towers of the other candidate branches.

For all I, € C,, there is a corresponding candidate branch which may be strung on the
same tower after the branch [, is constructed. Therefore, one can define a function s : C; — Cs
as (3.2).

s(ly) =g, if I, is strung on the tower of [, (3.2)
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By taking into account the stringing of additional circuits on the existing towers, the
constraint (3.1) should be modified to be (3.3)

Z x; <1, peP (3.3)
1eC,\Cs

In addition, the candidate branches, . cannot be selected if the candidate branches,

s(lg) (3.4)

(3.5)
(3.6)

where

Nij=9q 1 ,ifj:s(z‘)m

= L 0 otherwi
AUYINYVITWENNT
Itis clearlngeen that the additional circuits on the existing towers provides the benefit in
case ofailwgér a ﬂ\ﬂoﬁ WO&II%’(%QVW&H(Q ia a&])unt for the only
case of multistage TEP.
3.3 Single Stage TEP Using DC Model

3.3.1 Basic Formulation

Considering the formulation of single stage TEP problem using DC model (STEP-DC)

presented in Section 2.1.2, it can be seen that generation cost is not taken into account in the
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formulation. Since, the unit cost of the power plant is not equal to each other, minimizing only
the investment cost may affect the congestion problems of transmission system [53]. Therefore,

the generation cost should be taken into account in the TEP problem as below.

min (IVFch,x + OPFlc-grpg) (3.7)
subject to

Tx < ey, F (3.8)

Apg ~ AL DAl Db = Pa (3.9)

pbo —BEAS Z0// | (3.10)

-M (enc - X) =< pbc“]?’c‘Abc-(Is <M (enc — X) (3.11)

prin o doff o (3.12)

—Phe™ < Pbe £ Phe iii i (3.13)

_pmaxy < € Prtax, (3.14)

3 F"
x € {0, 1}"% SER" pg €RY, Ppe € R™, ppe € R™

P
iyl e

Constraints (3.9)=(3.14) are the same as (2.2)—(2.7), while-constraint (3.8) relates to the
concept of candidate branch selection as described by (3.5). The constants IV F; and OPFy can
be calculated by (2.13) and (2.14) respectively. It should be neted that in case of the STEP-DC

prpblem, the number of stagej%»s is equal to one:
3.3.2 Investment Problem Formulation

Considering the formulation defined by (3.7)—(3.24), by application of the BD described

in Section 2.2.1, the investment problem can be defined as (3.15).

min z (3.15)

subject to

Tx < e,, (3.16)
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z>0 (3.17)
z € R, x € {0, 1}"°

It can be seen that at the beginning of the process, the investment problem is unbounded.
Therefore, the value of z tends toward the negative infinity. To bound the problem and lift up

'W (3.18) should be added into the investment
&in <0

the lower bound to an appropriate val

problem.
(3.18)

(3.19)
subject to
ED Dy <r (3.20)
AUSANENINGINT o
U j;]R , ‘ngjmgﬂne—i-nc
F- L)
whereﬂ%%ﬁ‘@cﬂd@% BN1INEIQE
y=[6 o ol o] (322)
cop=[ 07, I of, of, ] (3.23)

It should be noted that D, F, G, r, and w can be directly derived from (3.9)-(3.14) by

rearrangement of the constraints.
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3.3.4 Cut Generation

After solving the investment problem, one can obtain x and z which is referred to the
lower bound, LBD;.. Now the operation problem can be defined and solved. If the operation
problem is feasible, the minimizer, ¥ and Lagrange multiplier, A can be obtained. The upper
bound, U B Dy, is defined by (3.24).

UBD), = min {UBDk_l, WE %+ OPFchpy} (3.24)

7

If the termination criterion defined in (3.25) is not satisfied, an optimality cut will be

established according to the'BD. s'method as (3.26).
]

UB.Dj= LBDy,

T (3.25)
— i WH xS X+ Ahw e ALFx <0 (3.26)

where X, and A, are Lagrange multipliers accibrdming to the constraints (3.20) and (3.21) re-

spectively. , il

On the other hand, if the operation prob'iéh'"l*'s_ is infeasible, the feasibility cut will be
generated based on the direction-of-unbounded-ray-obtained-irom solving the dual form of the
operation problem as described in Section 2.2.1. However, it may be inconvenient to obtain the
unbounded ray from solving the operation problem, since some LP solvers do not provide it

when they recognize-that:the problem jis unbeunded.

To create the feasibility cut without the unbounded ray, a feasibility, problem defined as

(3.27) is,proposed.

min g (3.27)

subject to

Dy - 5enr <r (328)
Gy —fPBew <w-FX (3.29)
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yeR™ 3>0, BeR

where e,,,- and e,,,, are vectors consisting of all 1s. The number of elements of e,,,- and e,,,, are

equal to the number of row of D and G respectively.
After solving the feasibility problems, the feasibility cuts can be obtained by (3.30).
e + e Wi igFx < 0 (3.30)

where [, and f,, are Lagrange-multipliers‘according-te-the constraints (3.28) and (3.29) re-

spectively.
3.3.5 Computational Precedure

From the concepts'described in the pre\’(iogs subsections, computational steps of the de-

composition based methodifor solving the STEP-DC problem can be listed below.

Step 0: Set the iteration gounter, & to one,;and U B to infinity. Define the value of e.

Step 1. Solve the investment problem def_ir_,;é_q as (3.15)—(3.18). Set the value of the lower
bound, LBD;, to z.

Step 2: With the minimizer, X obtained from Step 1; define and solve the operation
problem. If the problem is feasible, the minimizer, ¥ and Lagrange multiplier, A, Ay can be
obtained. Thensthegvalue ofsupperybound is updated by (8:24) If<the termination criterion
defined as (3.25) is satisfied, the process is'terminated, and (X, 'y ) is'the solution of the STEP-

DC problem, otherwise the optimality cut defined as (3:26) will be creatéd:

In €ase the operation problem is infeasible, the feasibility cuts defined as (3.30) will be

created.

Step 3: After obtaining either optimality or feasibility cut from Step 2, add it into the

investment problem, increase the iteration counter by one, i.e. kK = k + 1, and go to Step 1.
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3.4 Single Stage TEP Using DC Model with N-1 Security

3.4.1 Basic Formulation

The formulation of the single stage TEP using DC model with consideration of N-1
security constraints (STEP-DC-NSEC) can be directly extended from the STEP-DC by taking
into account the operation constraints according to the considered outage contingency as (3.31)—
(3.38).

Min (IVFL ch x4 OPFE, cgpg’)) (3.31)
subject to

Tx < e,y , (3.32)

Alpy) — Al b Al ~ Pa (3.33)

pi) — BL) Ao g7 = (3.34)

~M) (e, — ) il = BEAL B <M (e, — ) (3.35)

—piex Sple) < piax (3.37)

—Praxg £ plt) < paxy (3.38)

x € {0, 1", o6& eR™ pl)eR", pile R p®) e R

s.=0,1,.....nv

The constraint(3.32) refers.to-the cancept.of-candidate branch selection as described by
(3.5). The constraints (3.33)—(3.88)-are stated for s '=10, 1, . '« nv, where-nv is the number
of considered outage contingencies. In addition, 6%, pg), p,([fg, and pfg are the operation

variables according to scenario of outage contingency s.

From the above formulation, there are some remarks as follows:

e The generation costs in all outage scenarios are approximated to be equal to the cost in

the base case scenario, i.e. no contingency, since those costs cannot be determined from
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the deterministic point of view.

e The matrices Bff), ff), and M () are changed according to the outage contingencies.

It can be seen that (3.31)—(3.38) can be expressed in a matrix form as follows:

min (IVFlch £ OPFlclpy(O)) (3.39)
subject to
508 (3.40)
DU AT ER W s =00 . ., nv (3.41)
FOx GVELGEST =00 ..., no (3.42)

x € {0, 1) fyP-e R, | m =nb+ ng +ne+nc

where y(*) is an operation vector for scenario s defined as (8.43).

sl s s T
y& = { IR p{) gT pl<o 3T } (3.43)

It should be noted that D™, &), G, v and w® can be directly derived from
(3.33)~(3.38).

In general,.the.number’of outage scenariosshould.be equal. to.the number of branches in
the system. In the case'0fllarge Scale power systems, there.mayibe several scenarios causing high
computational burden. Therefore, the cantingency selegtion technique [1745] can be applied for

reducingithe number of scenarios,
3.4.2 Investment Problem Formulation

With the application of the decomposition based method, the investment problem of the
single stage TEP with consideration of N-1 security constraints can be initialized in the same
form as the case of the single stage TEP without consideration of security constraint. The

formulation is restated below.
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min 2z (3.44)
subject to
Tx < ey, (3.45)
—Z + IVF1Cb OPF]_Cop mm (3.46)
y a7
0 1}'[10
3.4.3 Operation Pro
The operation probl CQ / he € nério t can be defined as (3.48)-
(3.50). : |
(3.48)
subject to
(3.49)
(3.50)

‘ys)eRm —nb+ng+ne+nc

er ﬂ‘lJElf’leﬁwmﬂ‘i
AR a\ﬂﬂﬁfﬁﬁlﬂl’mma I

3.4.4 Cut Generation

Since the value of objective function of each operation problem corresponding to the
outage scenario is always zero, the information obtained from solving those operation problems
does not signal the optimality of the main problem. Consequently, there is only one optimality
cut generated from solving the operation problems relating to the base case scenario. The

optimality cut can be defined as (3.52).
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—z+ IVFiclx + AT 4 XQ)TW(O) - XQ)TF(O)X <0 (3.52)

r

For the feasibility cuts, they can be created after solving the feasibility problems, which

corresponds to the operation problem s can be expressed as (3.53)—(3.55).

min [7’(5) (3.53)

subject to
D@S @ L B A< 5 (3.54)
GEF) L 50e i< w e Pz (3.55)

W ER™ =68 >0, B0 eRr

Let ¢/ is an index set'of infeasible operéﬁidh problems. For each infeasible operation
problem, the feasibility problem is defined. AfteF all feasibility problems are solved, the ob-
tained Lagrange multipliers, ﬁﬁs) and ;15,3), §E Lf{laré used in generation the feasibility cuts as
(3.56). i

AT TS S TR <07 | seld (3.56)

3.4.5 Computational Procedure
The computational-procedure ‘can‘be’summarized-below.
Step 0. Set thesiteration counter, k to one, and U B Dy to infinity.-Define the value of e.

Step 1: Solve the investment problem defined as (3.44)—(3.47). Set the value of the lower
bound, LBD;, to z.

Step 2: From the minimizer, with X obtained from Step 1, define and solve the operation
problems for all considered scenarios, i.e. nv + 1 problems. If all problems are feasible, the
minimizers, ) and Lagrange multipliers, A", X) for s = 0, 1, ..., nv can be obtained.

Then the value of upper bound is updated by (3.57).
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UBDy, = min {UBD;_y, IVFic[% + OPFicl, 5} (3.57)

If the termination criterion defined as (3.25) is satisfied, the process is terminated, and
(i, yO ., y(m’)) is the solution of the STEP-DC-NSEC problem, otherwise the optimality

cuts defined as (3.52) will be created.

In case there are some infeasible operation problems, the feasibility cuts defined as (3.56)

will be created.

Step 3: After obtaining either optimality or feasibility cut from Step 2, add it into the

investment problem, increase‘the.iteration counter by one, i.e. k = k + 1, and go to Step 1.
3.5 Multistage TEP Using DC Madel -

3.5.1 Basic Formulation

The formulation of the multistage TEP usiﬁg} l?C model without consideration of security
constraint (MTEP-DC) can be developed based Unrtfie formulation of the STEP-DC described
in Section 3.3. For the-multistage TEP compris'ihg_ﬁé stages, the-problem can be expressed as
below [39]. '

niin {Z (IVFtc;;X(t) + OPF, c;p(gt)) } (3.58)
t=1
subject to
DL ExU k€, (3.59)
t=1
t
S NxM <0 (3.60)
h=1
A;p(t) Abepl(m)a Abcpgf(): pglt) (361)
p) — BeAy 51 =0 (3.62)
t
-M <enc— > x >> <p) _B.A,. 60 <M <em Zx ) (3.63)
h=1

pgmn (1) < pg) < pgiax,(t) (364)
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—piiax < plf) < pmax (3.65)
t t
—Pp <Z x“”) <pl) < P> (Z x(h)> (3.66)
h=1 h=1

The constraints (3.60)—(3.66) are stated fort =1, ..., ns.

x® € {0, 1}, &Y eR™, pl) e R, p) e R, pl) ¢ Rre

t=1,...,ns

.

The variables and constants With.the superseript (#)-refer to those variables and constants

in the stage ¢.
1

There are four key pointsiwhich' are different from the formulation of the STEP-DC

problem as described below.

e All variables in the fogmulation of the STEP—DC are extended for all other stages. In
addition, the power demand and generati'dh__‘capacity should be varied according to load

d F zlj‘lﬂ
forecast and generation expansiefplan. —

e Constraints (3.63)and (3.66)'7ére modified from the constraints (3.11) and (3.14) in order

that the current étage will recognize the plans in the previou's stages.

e Constraint (3.59) ensures that only one candidate branch in each path can be selected into

the plan for only one stage.

e Constraint (3.60) is.stated for each stage. {Therefare, the additional circuit can be strung

on the corresponding tower constrected in the previous stages.

Forisimplicity of describing the proposed method, (3.58)—(3.66) should be rearranged

and expressed in a matrix form as follows:

min (cgmxm + Z cf)tr)gy(t)> (3.67)
t=1

subject to

TmXm < ey (3.68)
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NpmXm <0 (3.69)
DWy® < p® t=1,...,ns (3.70)
Fgl)xm + GOy < w®), t=1,...,ns (3.71)

Xm € {0, 1}y e R™, m = nb+ ng + ne + nc

where x,, is a vector representing a long investment plan, and y(* is an operation vector
|

for stage ¢ defined as below. '7//

5 )T || (3.72)

(3.73)
(3.74)
(3.75)
(3.76)
E® is a matrix transformln l § "t:: ‘parameter into the multistage parameter for

stage ¢ defined as (3.77). .
R

= - e Pocxnc | (3.77)
ﬂwﬁﬂw ikt PRl

c(t) = OPFtco (3.79)

QRN IUURIINYIA Y

Constraint (3.70) corresponds to constraints (3.61), (3.62), (3.64), and (3.65) respectively,
while constraint (3.71) corresponds to constraints (3.63) and (3.66). In addition, D(*), FY,
G®, r® and w(®) can be directly derived from (3.61)-(3.66), e.g.

F®) = FE® (3.80)
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3.5.2 Investment Problem Formulation

Investment problem of the multistage TEP can be initially defined as (3.81)—(3.85).

min z (3.81)

subject to

(3.82)
(3.83)

(3.84)

(3.85)

t . ..
where cgp{mm is a minimum

3.5.3 Operation Problem

For the multistage ivitled into ns stages, there are n.s

operation problems. W_ , stage. For the stage ¢, the

operation problem can bﬂ!efine as (3.86 38). ‘ m

queineninenns ..
=@ R1ANTUUNINYINY

DOYO) < £ (3.87)

y® e R™, m = nb+ng + ne + nc
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3.5.4 Cut Generation

After solving the operation problems for every ns problems, if all problems are feasible,
Lagrange multipliers can be obtained. In addition, if the termination criterion defined as (3.25)

is not satisfied, an optimality cut will be established according to the BD’s method as below.

—z+c] Xm + Z (S\Efﬁr(t) + XE,?TW(“ - XE,?TFSI)Xm) <0 (3.89)
t=1
where Xff), Xg),t =1, ..., ns are Lagrange multipliers of the operation problem ¢, according

to the constraints (3.87) and (3.88) respectivély.

On the other hand, If some operation problems are infeasible, the feasibility cuts will be
generated based on the selution obtained from solving feasibility problems defined as (3.90)-
(3.92). -4

hin ;ﬁ_.(t)k (3.90)

subject to =
DOy _ gie < 0 (3.91)
GOy _ gWe < wl®) — Fligs (3.92)

yOerr, pUz0, g0k
The feasibility problems are defined according to the infeasible operation problems. Af-
ter solving those feasibility problems, the feasibility.cuts can.be obtained by
aOTr® 4 gOTw® _ gOTROy <0, teUu (3.93)

where U/ is an index set of infeasible operation problems, ﬁﬁt) and ﬁﬁi) are Lagrange multipliers

of the feasibility problem ¢, according to the constraints (3.91) and (3.92) respectively.
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3.5.,5 Computational Procedure

From the concepts described in the previous subsections, one can summarize the step of

computation as below.
Step 0: Set the iteration counter, k to one, and U B Dy to infinity. Define the value of .

Step 1: Solve the investment problem defined as (3.81)—(3.85). Set the value of the lower
bound, LBD;, to Z.

Step 2: From the minimizer, with x,,, obtained from Step 1, define and solve the opera-
tion problems for all stageg#:€. s problems. If all problems are feasible, the minimizers, yfﬁ)
and Lagrange multipliers, ,_\ff), X&? for t = 1; ..., ns can be obtained. Then the value of upper
bound is updated by (3.94), 2%

UBDj = fnid {UBDk-‘!l,_ ChmEm & b cion y(t)} (3.94)
t=1

#

If the termination criterion defined as (3.25)”1-5 satisfied, the process is terminated, and
(im, y o, y(m)) is the solution of the MTEP-DC problem, otherwise the optimality cut
defined as (3.89) will be'created.

In case there are some infeasible operation problems, the feasibility cuts defined as (3.93)

will be created.

Step 3: After ‘obtaining-either optimality-or‘feasibility cut'from Step 2, add it into the

investment problem, increase the iteration counter by one, i.e. k = k + 13.and go to Step 1.
3.6 Single Stage TEP Using AC Model

In the case of the STEP-AC problem, the additional constraints, i.e. voltage limits and
reactive power limits, are involved in the problem. The current limits of transmission lines and
transformers at both terminals are taken into account. In addition, the installation of reactive

power compensation device to alleviate the voltage violation is also considered.
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3.6.1 Basic Formulation

The single stage TEP problem using AC model without consideration of security con-
straint (STEP-AC) problem can be expressed as (3.95)—(3.107).

min (IVF1 (cEx Tehds + cEdc) + OPFlcgpg) (3.95)

subject to

(3.96)
(3.97)
(3.98)
(3.99)
(3.100)
(3.101)
(3.102)
(3.103)
(3.104)
(3.105)
(3.106)
705 d < dmax (3.107)

ﬂ‘UEI’J%ﬂHV]?WEI’]ﬂ?

v, 8, dy, de € R™, pgege € R

e AW TANTIIEM RN Y

Pinj (V, 57 Pg;, X) = Agpg - Agefpbef (Va 6) - Agetpbet (Va 5)

- Agcfprf (V7 67 X) - Agctprt (Va 67 X) — Pd

(3.108)



Qinj (V, 67 dg dra dc; X) - Aqu Abefqbef (V 6)

AEetCIbet (V; 6)
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— Aferdbet (V. 0,%) — Apcedbet (v, 0,) (3.109)
+ demp (V, dr,de) — da

The branch can be represented model shown in Figure 3.3

The I™ elements of 7 . vV: i? ¢ and i} ., corresponding to the existing
branch [ can be derived as bel :

i (3.110)
wf X (3.111)
E Phef,l = Re {Opef,l @ (3.112)
(3.113)
ﬂuﬂ*m%ﬁ’wmm
— (3.115)
ARaN A im NUN8Y o
Dot = Re {Sbet,l} (3.117)
Goet, = Tm {Spet; } (3.118)
iget,l = Ibet,lIljet,l (3.119)

where

Vet,i = Ve, 1 L0ef

(3.120)



Vet = Vet 1 £ det,1
Vef = Aber
6ef = Aper 0

Vet = ApetV

66t = Abet(s

In the same manner as

i2 ¢, and i2_, corresponding:to

-2 -
het,l = dbet,iLpet,l

e ﬂUEl’J'VIEWﬁWEI’]ﬂ‘i
QW]NT]?M’&HWWWH’W@B

Vctl = Uctllfsctl
Ver = ApefV
Ocf = Aperd
Vet = ApetV

6Ct = Abct 0

42

(3.121)
(3.122)
(3.123)
(3.124)
(3.125)

"elements of pyer, Pbets Abefs Abet
derived as below.

(3.126)
(3.127)
(3.128)
(3.129)
(3.130)
(3.131)
(3.132)
(3.133)
(3.134)
(3.135)

(3.136)
(3.137)
(3.138)
(3.139)
(3.140)
(3.141)
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The i™ element of gemp representing the reactive power injected from the device at bus

i can be expressed as (3.142).
Gempyi = Vi deg — vidrs + v7d; — vidy; (3.142)
where df ; and dy; are the capacities of the existing capacitor and reactor installed at bus .

It should be noted that the term i5:**oxcin (3.104) and (3.105) is the elementwise product

of if"@*and x. In addition, (.)%in (3.102)(3.105)r€fess to the elementwise square of ().

For simplicity in describing the decomposition basedmethod in the next sections, (3.95)—
(3.107) will be reformulated as (3:143)-(3.146).

minf( 11, (cgx i dr £egde) s OPFicypyg) (3.143)
subject to
T <0 (3.144)
Geq (X V0, Pgs dgs _C_lrrlj_dc) =0 (3.145)
Gin (X’Va(S?pg?qg?dradc) S 0 (3146)
x € {0, 1}"°

V7 57 dI‘7 dC € Rnb7 pg7 qg € Rng

Since an equality constraint can be expressed in two inequality constraints, the constraints
(3.145) and (3.146) can be expressed.as,(3.147).

Ga (vavéapga(Igadradc) S 0 (3147)

In general, d, and d. are not continuous variables, since the compensation devices are
usually manufactured with standard capacities. However, the steps of the standard capacities
are not too large. In addition, the installation costs of the reactive power compensation devices
are very less than the construction costs of transmission lines and generation cost. Therefore,

d, and d. will be treated as continuous variables in the dissertation.
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3.6.2 Investment Problem Formulation

As other formulations developed in the previous sections, the investment problem can be
initially defined as (3.148)—(3.151).

min z (3.148)
subject to
Tx < & (3.149)
=% Vel x < OPE Comin (3.150)
!
7> 0 (3.151)

A= R, x& {0, 1}

It should be noted that the investment prbblem of the STEP-AC is similar to the one
of the STEP-DC. Therefore, the benefit of the"infor_mation obtained from solving the STEP-
DC problem can be gained by initiakizing the ihye'sfiment problem of the STEP-AC with the
investment problem of the STEP-DC afier fini'sﬁ‘irrg'the procedure for solving the STEP-DC

problem.
3.6.3 Operation Problem Formulation

A key point in the operation' preblem formulation is‘the’linear, separation of the invest-
ment variable andiaperation variables. This property is necessary and recommended in Ref. [43]
in order.that.explicit form.of.the.cut.can be expressed..To achieve this property, a dummy vari-
able, u is introduced into thel problem. Therefore, thé operation problem.can be defined as
(3.152)—(3.154).

min (IVF1 (cEdr + chc) + OPFlcgpg) (3.152)

subject to

u=x (3.153)
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Ga(u,v,0,pg; qg,dr,de) <0 (3.154)

uc Rncv Va 57 dl‘a dc € Rnbv pg7 qg € Rng

Now one can define an operation variable, y, as described below.

:
af dl d | (3.155)

compact form as (3.156)—(3.158).

(3.156)

subject to
(3.157)
(3.158)

c+4nb+ 2ng
where
\ ; ;
cac = | 07, , _— 1% IVFcl | (3.159)
and

AU ¢ ’J}Mﬂlﬂ INENNT 160
ARAPIDTURAIP H s 7o

plicit forrﬂs of cuts can be derived in the next section.
3.6.4 Cut Generation

The concept of cut generation presented in this section is based on the GBD method
which requires the convexity of the operation problem. However, the operation problem of the
STEP-AC problem is always nonconvex. Therefore, the global optimality of the obtained plan

is not guaranteed by the proposed method.
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With an investment plan of which x obtained from solving the investment problem, if all
operation problems are feasible and the termination criterion defined as (3.25) is not satisfied,

the optimality cut will be created by (3.161).
—2+ IVFclx + nbllin Lac (X, ¥a, AH, Ag) <0 (3.161)

where

Lac (X Ya, AH, AG- IS L j y (3 162)

Am and Mg are th rding to (3.157) and (3.158) re-

spectively.
Lac (X, Yas X) + A5 Ga (ya) (3.162)
Since
H)l,in Lac (X7 Ya, XH, f _ia : cYa. Haya —x) + X-IC-;G (ya)>
%) +AcG (va))
(3.163)
where

ﬂumwamwmm

YUri - mm (cacya &F )\H H.y.— x) + )\GG yaL (3.164)

ARIANATUNRIINYIAY

It |3 not necessary to evaluate the value of L, since from the strong duality [50],

Ly = nbllin (clcya + X}{ (Haya — X) + XEG (ya))

= CacYa (3.165)

where ¥, is a minimizer obtained from solving the operation problem. In general, L, is equal

to the minimum value of the objective function resulting from solving the operation problem.
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From (3.161), (3.163) and (3.165), the explicit form of optimality cut can be expressed
as (3.166).
— 2+ IVFicpx + cheFa + Ajg (R — %) <0 (3.166)

In the same manner, an explicit form of the feasibility cut can be obtained by solving the

feasibility problem, which will be defined as (3.167)—(3.170) when the operation problem is

infeasible.
nlin e} Ps (3.167)
subject to
Hoya =% (3.168)
G (Yo)+Spes 0 (3.169)
Ginlya) <04 (3.170)
Ya E‘—RW%Q’ pS E Rnb
where . s
I,
S— | T | (3.171)
[ R ]

R is a diagonal matrix of which the elements represent the ratios between reactive and

active power demand.

Actually, the feasible problem is the minimization,problem of loadishedding. After solv-
ing the feasible problem;.the Lagrange.multipliers can be obtained. Then the feasibility cut is
generated'by (3.172).

H;in Lfe (X7 Ya, ﬁH? ﬁGev ﬁGl) < 0 (3172)

where
Lt (X, ¥a, 11, Bges Hai) 1S defined as (3.173), and

b, Bge and fig; are the obtained Lagrange multipliers according to (3.168), (3.169)
and (3.170) respectively.
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Lfe (Xa Ya HH> HGe> V’Gi) = el—szs + P’—II:I (Haya - X)

+ /J’Ee (Geq (Ya) + Sps) + /v"1(—}iGin (ya) (3.173)

Therefore, the explicit form of the feasibility cut can be expressed as (3.174).
enyPs + I (E5)e< 0 (3.174)
where ps can be obtained fromsolving the féasibility problem.
3.6.5 Computational Progedure

From the concept described in the previous subsections, the computational procedure can

be summarized below. T

Step 0: Set the iteration counter, k-to one,;_aand U B Dy to infinity. Define the value of e.

Step 1: Solve the investment prabiem. SeFthe.:vaIue of the lower bound, LB D, to Z.

Step 2: From the-minimizer, with < obtained from Step 1 define and solve the operation
problem. If the problef.is feasible, the minimizer, ¥, and Lagrange multiplier, A can be

obtained. Then the value-of upper bound is updated by (3.175):
UBDy. & win {U BD, §, IV Frop% el | (3.175)
If'the termination criterion. defined as (3:25) is satisfied, the pracess is terminated, and

(X, ¥a) Will be the solution of the STEP-AC problem, otherwise the optimality cut defined as
(3.166) will be created.

In case the operation problem is infeasible, the feasibility cut defined as (3.174) will be

created.

Step 3: After obtaining either optimality or feasibility cut from Step 2, add it into the

investment problem, increase the iteration counter by one, i.e. kK = k + 1, and go to Step 1.
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3.7 Multistage Stage TEP Using AC Model with N-1 Security

From the TEP formulations presented in the previous sections, the concept of multistage
TEP, N-1 security constraints, and TEP based on AC model will be integrated into the complete

formulation in this section.

It should be noted that for the case of the multistage TEP, the reactive power devices
which can be operated in each stage have to depend on the installation capacities in the previous
stages. Taking into account the correlation of the-reaetive power installation plan in each stage
may cause the problem to be'more complicated. Forttnately, it is well-known from practical
experiences that the cost of installation of the reactive power compensation devices is much
less than the cost of transmission‘ling investment and the operating cost. Therefore, in the
formulation of the multistage TER probiem us_in.g AC model with consideration of N-1 security
constraint (MTEP-AC-NSEC); the cost-of installation of the devices will not involve in the
objective function. However, the capacities of lib{ptaérating devices are still the operation variables
to be considered in the problem. '

4

In addition, after the TEP problem has been éq’.lved, the investment plan can be obtained.
The operation problem for each stage in each ,.;.en;a_ri_o will be solved again with taking ac-
count of the cost of reactive power device. Therefore, the optimum location and capacity for

installation of the reactive power devices in each stage can be deiermined.
3.7.1 Basic Formulation

The formulation‘of MTEP-AC-NSEC praoblem ‘can.be expressed as (3.176)—(3.190).

min {Z (IVFtCEX(t) =+ OPFtC-grp(gtvo)) } (3176)
t=1
subject to
S Tx) < ey (3.177)
t=1
t
S Nx™ <o (3.178)
h=1
t
xP =3 x" (3.179)
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P§t7,s) (V(t,s), 5t p(t,s),xg)> -0 (3.180)
anj) ( (ts) §(ts) (t’s),dg’s),dg’s),xg)> =0 (3.181)
ymin oy (ts) o max (3.182)
pmm,(t) < p(t 8) < pmax,(t) (3.183)
qmm () < q(t ) < g () (3.184)
(3.185)
(3.186)
(3.187)
(3.188)
(3.189)
(3.190)
., no.

The functions P{" 8}%; i, iy % e, and i1z can be defined by (3.108),

inj

(3.109), (3.114%”@%0%%.%@%i@tﬂhﬂﬁged network parameters

depending on stagé ¢ and scenario s.

ARAAIA I UBIINE AN G oo

count in tﬂe objective function since the cost of other scenarios cannot be determined from the

deterministic point of view.

In the same manner of Section 3.6, the constraints (3.180)—(3.190) for stage ¢, scenario s

can be expressed as (3.191).

G(t s) ( (t ) (t s) 6(t s) (t,s), qg,s), ds‘t,s)’ dgt,s)> <0 (3191)
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It can be seen that the formulation of MTEP-AC-NSEC problem is extremely compli-
cated. For example, in the case of a medium scale problem, i.e. three-stage problem of IEEE-24
bus test system, consisting of 24 buses, 38 existing branches, 12 power plants, and 82 right-of-
ways of which two types of candidates can be selected to be constructed, one can see that the
MINLP problem consists of 73,572 variables and 392,278 constraints. The computational time
and the amount of storage will be enormous. Therefore, the decomposition based method will

be used for this problem.

3.7.2 Investment Problem Formulation

The investment problem.ef MITEP-AC-NSEC can be defined as (3.192)—(3.196).

m'ilrll P (3.192)
subject to l-
T ikt < Sl (3.193)
N = (3.194)
S e OPFcli) (3.195)
"—r
220 (3.196)

z€R, xm,e€{0, 1}

where cg';{mm is a'minimum of geneartion cost of stage ¢; Xy, T, N, and cpm, are defined as

(3.72), (3.74), (3.75), and (3.78) in Section 3.5.
3.7.3 Operation Problem Formulation

Given the long term investment plan representing by X,,, one can define the operation

problem corresponding to stage ¢, scenario s as (3.197)—(3.199).

min ¢4 Ty () (3.197)

ac Ya
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subject to
u® = EWx (3.198)
G(at,s) (u(t), V(t,s), 6(t,s), p(gt,s), q(gt,s), dgt,s), dgt,s)) <0 (3199)

u(t) e Rnc, V(t,s), 6(t,s), dgt,s), dgt,s) e Rnb, p(gt,s), q(gt,s) c R

The operation variable for stz et, yefmed as below.

t (t,s)T d(t s)T (3200)

and
(8 ,ifs=0
clbs) = { (3.201)
, otherwise
In a compact form, the t&ﬁ‘_ lem can be stated as (3.202)(3.204),
(3.202)
subject to
(3.203)
(3.204)

ﬂuﬂ"fid&mwmm
PRI I NN INYIND

3.74 Cut Generation

It can be obviously seen that there are several operation problems for the MTEP-AC-
NSEC problem. In addition, the formulation of each operation problem is similar to the one
of STEP-AC problem. Therefore, the process of cut generation of the MTEP-AC-NSEC prob-
lem can be performed in a similar manner of the one of STEP-AC problem described in Sec-
tion 3.6.4.
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With an investment plan, i.e. X, if all operation problems are feasible and the termination

criterion defined as (3.25) is not satisfied, the optimality cut will be created by (3.205).

ns
2t X + Y (ng}g L0 (xm, 00, X5, X‘é’”)) <0 (3.205)
t=1 \Ya’

where

(0, unction corresponding to the operation

ng,O) (Xma y&(it70)a A%’O); A

problem for stage ¢, base case

5‘(};,0) and 5\%’0) ar i range multipliers according to (3.203) and (3.204)

respectively.

In the same manner fm of (3.205) can be expressed
as (3.206).
—i+tc - xm)) <0 (3.206)
In the case of the feasibility cut, ofie can o e explicit form by solving the feasibility
problem, which will t-)e defined W+ _ or each scenario in which the system is
infeasible. 4
min e, p{~*) (3.207)

we AUHTNUNTNGINT
AAspIAITINNaY o

G (vi9) <o (3.210)

y:(it,s) e Rma, pgt,s) e Rnb

where

I,
st —| (3.211)
R
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R((f) is a diagonal matrix of which the elements represent the ratios between reactive and

active power demand for stage .

Leti/®), s =0, 1, ..., nv, isan index set of stages in which the system for the scenario
s is infeasible. After all feasibility problems corresponding to all stages in the set /(%) are
solved, the obtained Lagrange multipliers, i{s*), t € (9, s = 0,1, ..., nv, are used in

generation of the feasibility cuts as (3.212).

min Lig (Sm. ¥\, g efianiis) ) <0, (3.212)
t et _ ) £ 0, s=0, 1" nv

where

Lse (xm, yibs), ﬁ%’s), ﬁ(ct;”?, ﬁ(é’f)) is @ Lagrange function corresponding to the feasi-

bility problem for stage ¢, séenario s, and

b Bee and fig; are the obtained Lagr_arlge multipliers according to (3.208), (3.209)

and (3.210) respectively. pos iy

Therefore, the explicit form 6f the feasibility-éut can be expressed as (3.213).

el,p?) + BT (Rm — %Xm) < 0 (3.213)

teu®, Z/{(s)#@, s=0,1,...,nv

where f)ét’s) can be obtained fromisolving the feasibility-problem foristage ¢, scenario s.
It should beinoiad, that thesnumber of feasibility cuts is extremely.nigh, possibly causing
difficultysin solving the investment problem, especially when the iteration number is large.

Therefore, the cuts for each scenario will be aggregated as (3.214).

> (enpl? + A" (Rm —xm)) <0 (3.214)
tel(®

U £0, s=0,1,...,nv
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3.7.5 Computational Procedure

The computational procedure for solving MTEP-AC-NSEC problem can be summarized

as below.
Step 0: Set the iteration counter, k to one, and U B Dy to infinity. Define the value of .
Step 1: Solve the investment problem. Set the value of the lower bound, LB Dy, to Z.

Step 2: From the minimizer, with x,,, obtaified-from Step 1, define and solve the opera-

tion problems for all stages andscenarios. If the problems are all feasible, the minimizer, yﬁf’o)

and Lagrange multiplier, f\%’o), t="1,...,ns can be obtained. Then the value of the upper

bound is updated by (3.215).

UBD#= nfin {UBDk_l, CraXm % Db (cgéowygm)} (3.215)
v =

If the termination criterion defined as (8.25) is satisfied, the process is terminated, and
()‘cm, yéf’s)) Jt=1,...,ns s 2109 ,nv';v;vil‘l"--‘ be the solution of the MTEP-AC-NSEC

problem, otherwise the optimality-cut defined as .(&206) will be created.

In case some operation problems are infeasible, the feasibility cuts defined as (3.214)

will be created.

Step 3: Aftersobtaining-either optimality-orfeasibility cut frem Step 2, add it into the

investment problem, increase thie iteration counter by ‘oney'i.e.' & = k'+ 1, and go to Step 1.
3.8 Conclusion

This chapter has described the proposed method for solving both single stage and

multistage TEP. The formulation has been developed to tackle the following problems, i.e.
(@) Single stage TEP problem based on the DC model,

(b) Single stage TEP problem based on the DC model with N-1 security constraints,

(c) Multistage TEP problem based on the DC model,

(d) Single stage TEP problem based on the AC model, and
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(e) Multistage TEP problem based on the AC model with N-1 security constraints.

In solving a practical TEP, the computational time may be highly required. However, it
may be yield a global optimum solution due to its nonconvexity. Improvement on both compu-

tational time and solution quality of the proposed method will be presented in the next chapter.

AULINENINYINT
ARIAATAUNNIING A Y



CHAPTER IV

IMPROVEMENT OF DEVELOPED METHODOLOGY

In general, the method proposed in the previous chapter is the basic framework which
can be used for solving the most comprehensive TEP, i.e. multistage transmission expansion
planning problem with N-1 security constraints. However, in the case of application for large
scale multistage TEP problems, the proposed method should be further improved to increase its

calculation performance together with.acceptable guality of the obtained solutions.

Regarding performance;.it.can be seen that-the main burden of the calculation procedure
is the computational time in solving the in\}estment problem. To reduce this burden, a local
search technique will be applied.-Even though the local search is a simple heuristic method,
with a good initial solution and asuitable defined neighborhood, it can find a good quality local
optimum solution with less gdmputational timeé than other methods [54]. Therefore, it will be
applied in this dissertation. However, it will béyused only in the intermediate iterations. For the

final iteration, a complete séarch space will be-performed.

Another concern is the quality-ofithe obtained solution due to nonconvexity of the oper-
ation problem. Since the GBD meifiod assumes ;Lhé'gperation problem to be convex to achieve
a global optimum solution. Therefore, it case 'df.'tﬁe TEP based on AC model, the proposed
method will return only-a focal optimum plan which cannot guarantee the global optimum from
mathematical point of view. The main reason Is that the cuts added into the investment problem
may exclude some feasible plans, which may be of better quality. Therefore, the cut should
be modified in order that they=will expand the feasible region of the investment problem. This

technique will be performed by automatic procedure in this dissertation.

The first section of, this chapter will present;the, lecal search teshnique which can be
applied ta solve the large 'scale problem proposed in the previous chapter. In‘the next section,

the cut modification technique will be introduced.
4.1 Local Search Application

The local search technique [54, 55] is a simple heuristic method. It is normally applied
in various applications. In this dissertation, the local search is applied to solve the investment
problem of MTEP-AC-NSEC problem. This technique is based on the concept that the min-

imizer obtained from solving the investment problem in each iteration, which is not the final
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iteration, is only used to create cuts from the operation problem. Therefore, it is not necessary
to obtain the global minimizer from the investment problem. However, the quality of the local
minimizer should be fairly good since it will impact the quality of the cuts, which consequently

has the effect on speed of convergence of the GBD process.
4.1.1 Basic Concept

The local search is performed in a searching subspace which guarantees that a good
quality local minimizer of the investment problem.ean be found. To achieve this objective,
the investment problem of the MTEP-AC-NSEC problem will be simplified to the single stage
problem considering the wholeplanning period as a single period. In addition, the nonlinearity
of investment cost function issneglected in the simplified problem. The solution obtained from
solving the simplified problem gives the information concerning with the path needed in the
investment. From this infermation; the ongmal* mvestment problem is solved to gain the benefit
of the multistage planning..However, inthis éase the local search is performed, i.e. only the
plans consisting of the candidates inthose paths.are searched.

i v';.r’.'..

After obtaining the local minimizer of the ]thStment problem, the operation problems is
defined and then the cuts are creqt_ez_qas the proc,e?js_ @ﬂ'e_sg:ribed in the previous chapter. The local
search is performed in.@very iteration until the fermination criterion (3.25) is satisfied. After

that the investment prob]em will be solved completely to find the.global minimizer.
4.1.2 Mathematical Formulation

The investmentiproblent of the MTEPR-AC-NSEC.problem can be expressed as (4.1)-
(4.3).

min z 4.1

subject to
Cxp +f2<t (4.2)
z>0 (4.3)

z€R, xm € {0, 1}
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where C is composed of the initial constraints of the investment problem defined as (3.193)—
(3.195) including the added cuts, t is the right-hand side of the constraints, and f is defined as

below.

—1 , ifrow ¢ of C corresponds to the optimality cut and
fi= the constraint (3.195) (4.4)

0 , otherwise

To determine potential'paths,the investment problem of MTEP-AC-NSEC will be sim-
plified to a single stage preblemdby considering the whole planning interval as a single period.
Mathematically, the candidates.are constrainéd to be selected in the only first stage. Therefore,
the columns of C corresponding to the secor]d."' stage to the last stage will be neglected. The

simplified investment problem can expressed as below.

mivfll_'zi X (4.5)

subject to 1
CEV XY Ifz<t (4.6)
ZZ0 (4.7)

zeR, xUhe{o,1}"

Now the number of the binary variables is redueed. In addition, there are various types
of the candidates in eachwpath. Even.though the' number ofi circuits and-the towers used for the
construction of the candidates in each path may be different, the electrical parameters for each
circuit can be assumed to be the same value if they are strung with the same type of conductor.
To further reduce the burden of the investment problem for determining the potential paths, the
set of all candidates, C will be partitioned into subsets. Each subset contains the candidates in
the same path which have the identical parameters for each circuit. Then, the representative
candidate is selected for each subset. Suppose the number of the representative candidate is nt,

the index set of the representative, R can be defined as below.
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R=A{1,..., nt} (4.8)

Therefore, the subset which contains the representative i is referred to 7;,i € R.

After that the matrix, K € R™>*"¢ can be defined as below.

Now one can define th

" ﬂ‘UEI’J'V]EWI"JWH']ﬂ‘E
AR @ﬁﬂﬁﬂ&%ﬂ BEVRE e

n; is the number of circuits of the candidate ;.

After solving the problem (4.9)-(4.12), the minimizer, X, indicates the potential repre-

sentative candidates which can be used to determine the potential paths.

Let P; C P is an index set of the potential paths obtained from solving the simplified
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investment problem defined as (4.9)-(4.12). Now the complete investment problem defined as
(4.1)—(4.3) is solved with the restriction of search space on the potential paths. Mathematically,

the constraint (4.16) is added into the investment problem.
(Xm); =0 (4.16)

wherei =1, ..., ne.ns, (x.,), is the decision variable corresponding to the candidate branch
in path p € P\P.

The minimizer obtained-from-solving the-abeve-problem will then be used in the cut

generation process.

It should be noted.that therg are two MILP problems which have to be solved in the
proposed local search procedurg. However, the'-"computational burden is less than that of solv-
ing the original investment problem, since the first MILP problem is the simplified investment

problem and the second one is the investment problem with restricted search space.
4.2 Modification of Cuts to Handie Noncoh\‘kéi'(ity

Since the operation problems of MTEP-AC-NSEC are nonconvex, the global optimality
condition of the GBD.cannot be held [43 50]. It seems that this is an inevitable characteristics
of the TEP problem when the AC model is applied. To overcome this difficulty without relaxing
the model of TEP problem, global optimization algorithms [19; 56] should be employed. Most
of the global optimizations ofsMINLP problems.apply spatial branch and bound techniques.
For example, in'Ref. [19], the feasible /region is recursively partitioned into subregion. Then, a
convex underestimation [57, 58] for the objective function and the constraints is applied. After
that the'canvex undetestimated preblem can be defined for'each subregioi, and the problem can
be solved:by convex optimization algorithms. The partition of region will be proceeded until
the solution of convex underestimated problem is equal to the solution of the original problem
in the domain restricted to the considered region. Then the global optimum for this subregion
is obtained. The process of the spatial branch and bound controls the region partitioning and
selects the best global optimum from the ones obtained in the partitioned subregions. For more

details, one can refer to Ref. [19,57-59].

It should be note that there are several MINLP problems defined according to the par-
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titioned subregions of which the number may be high in the case of large dimensional search
space. Therefore, the algorithms based on this concept usually suffer from a curse of dimen-

sionality which limits they to small scale problems.

In a practical TEP, a good quality local optimum plan might be expected. Therefore, the
developed methods for solving the TEP problem should have some mechanisms to deal with
the nonconvexity of the problem in order that one of good quality plan can be obtained. In this

dissertation, the modification of cuts is considered.for.handling the nonconvexity.
4.2.1 Basic Concept

In the GBD process; the master problem, i.e. the investment problem, acts as an estimator
of the optimum solution.by using.cuts sent frol_r.n the operation problems. The feasibility cuts
contain information used te'correci the current éolution in order that it should be feasible in the
next iteration, whereas the optimality cuts containthe information for updating the current solu-
tion to the better one, i.e. lower the value of the objevctive function. In case of a convex problem,
the solution is guaranteed to'be gonverged to the global optimum by coordinating the feasibility
and optimality cuts. However, in ease of a nancenvex problem, the cuts may overestimate the
infeasibility obtained from solving the feasibility:.p[pblem, causing the global optimum solu-
tion, including some of local optimum ones, are neglected from'the feasible region. Therefore,

the global optimality cannot be guaranteed.

This characteristic can be illustrated by Figure 4.1, in the case of the convex problem. It
should be noted thatithistillustration is only an=analogy:of the<TER=problem. The investment
plan is depicted as;the point on the horizontal axis. The left vertical axis indicates the infeasi-
bility (solid_curve) obtained from solving the feasibility*problem, while“the right vertical axis
indicates'the total cost'(dashed curve), ice. the investment and operation €osts, which can be de-
termined from any feasible plans, located on the right of point E. From the figure, one can see
that when the level of investment is increased, the infeasibility will be lower since the violation
of planning criteria can be alleviated and the total cost will be decreased since the transmission
congestion and active power loss are reduced. However, in the case of the total cost, if the
level of investment is greater than the level specified at point L, it will be increased due to the

overinvestment.

At point A, the problem is infeasible. Therefore, the feasibility cut is created, and then it
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estimates the investment plan expected that the problem should be feasible at the point B. Since
the problem is strictly convex, the cut always underestimates the infeasibility. Therefore, the
problem is still infeasible, and the feasibility cut is generated again to estimate the feasible plan
to point D, but still infeasible. However, after the process is performed in this iterative manner,

the investment plan will be converged to point E, which is a feasible plan.

Infeasibility Total cost
\ \

mym total cost

Min

B £\

Feasible plans

Investment pldn
¥

Figure 4.1 Underestimatiorl_l-& cut forconvex problem
After the feasible plan is found, the operatio-nf)roblem can be solved. Then, the total cost
depicted by point G in the figure can be obtained. After that'the optimality cut is created to
estimate the lower total cost. A feasible plan together with estimated total cost at point H can
be obtained. As in the case.of the feasibility cut, the optimality cut always underestimates the
total cost for a convex problem: Therefare, after solving the operation problem, the total cost
is actually at point I. By performing the process in this manner, the total cost will finally be

converged to the optimum, solution at.paint L.

On'the other hand, in case of the nonconvex problem, the feasibility cut may overestimate
the infeasibility obtained from solving the feasibility problem, leaving some feasible plans out
of consideration, as illustrated in Figure 4.2. When the feasibility cut is generated at point
A, it estimates that the plans located between point E and point B are infeasible. Therefore,
the global optimal plan (point D) is excluded from the set of the feasible plans. At point B,
the operation problem is defined and solved. The total cost can be obtained at point C. After
that the optimality cut is created to estimate the lower total cost. However, point B is on the

bound of estimated feasible plans. Therefore, the next estimated total cost is still at point C.



64

Then the process is terminated since the lower bound, i.e. the estimated total cost obtained
from investment problem, is equal to the upper bound, i.e. the actual total cost. The solution is

located at point C which is a local optimum solution.

Infeasibility Total cost

i 4

i 02 cost
!

W

Estimated
feasible plans

Feasible plans
o

Investment plan

il

Figure 4.2 Overestimation of eut for nonconvex problem
The overestimation-of-cutthustrated-in-Figure 4:2-is-peinted out in the only case of the

feasibility cut. However, it can also occur in the case of the optimality cut.

To handle this characteristic of MTEP-AC-NSEC problem, the cuts should be modified in
order that it should estimate the-infeasibility and.the total cost tobe lower than the actual values.
In general, this approach is similar to the-one applied in the damped Newton method [60]. This
concept.can: be illusisated im Figure-4.3. “One ean See that the cuts are dropped. Therefore,
the feasibility cut generated at point A estimates that the plan at point H is feasible. However,
after solving the feasibility problem, it is found that the plan at point H is actually infeasible.
Therefore the dropped feasibility cut is created again. Now it estimates that the plan at point
| is feasible. After this process is iteratively performed, the feasible plan will be converged to

point E.

When the feasible plan is found, the operation problem can be defined and solved. The

total cost can be obtained at point J. After that the optimality cut is generated to estimate the
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lower total cost which is at point K. However, when solving the operation problem, the actual
total cost is located at point L. Therefore, the optimality cut is created again. Finally, the

solution is converged at point G, which is the global optimum solution.

Infeasibility Total cost

A A

The optimality Cuts-can-also-be-mo dified as in th of the feasibility cuts. However,

I
Figure 4.3 illustrates onlfj

422 Mathemﬁcal Forfmutation s

WEINENINEIN?

From Section 3.7.4, the feasibilit‘y cut is generated when the investment plan obtained
from s WQHIV nqﬂqﬂemjﬁtﬁ)qﬁyﬂnﬂmﬁlﬁ(ﬂhe explicit form
of cut can be writt na( 7). ’ '

> (elypl™) + T (Rm — Xm)) <0 (4.17)
tel(s)

U £0, s=0,1,...,nv

where 4(®), s = 0, 1, ..., nv, is an index set of stages in which the system for the scenario s

is infeasible.
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To modify the cuts based on the concept presented in the previous subsection, the

Lagrange multipliers are multiplied by a constant as below.

3 <eT pl) + <ﬁ) YT (X — xm)) <0 (4.18)

tel(®
U £9, s=0,1,....,nv

0<ax<l1

where « is a parameter which controls the cut dropping:If o = 0, the cuts will not be modified.

When the value « is increased;the-degree of modificationsis increased.

In the same mannerof thefeasibility cut modification, the modified optimality cut can be
expressed as (4.19). |
< (t,0)T& (¢,0) 1 (H0)T
—z+ cbmxm—F; ( ey [ (1 T oz) REN X, — Xm)) <0 (4.19)

0< @<l

With the proposed method for cut modlf“ atlon it is expected that the quality of the
obtained local optimumplan will be improved. However the step size of the search process in
the GBD framework may be damped; causing higher number of iterations. Therefore, the value
of « should be selected @ccording to the compromising between the solution quality and the

computational time which should be based on the judgment of the users.

However, the value of o:can be automatically changed to the value depending on each cut
when the algorithm finds that the defined value is not large enough. There are three situations

in whichythe algorithm will change the value of « as follows:

(@) The feasible plans found so far are cut from the set of feasible plan estimated by the current
feasibility cuts.

(b) The total costs of the feasible plans found so far are overestimated by the current optimality

cuts.

(c) The investment problem is infeasible
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In the first situation, each feasibility cut, which corresponds to each scenario, generated

in each iteration will be verified by (4.20).

1 IT o o
> <e;bf’:(st’s) + <m) YT (X — Xm)) <0 (4.20)

teU ()

V&m €F, s=0,1,....,nv, U ¢0

where F is a set of all feasible plans foundso far. It should be noted that F is updated for every
iteration.

J

If (4.20) is not satisfied-for'soime scenario s, the value of « corresponding to these sce-

nario should be modified inorderthat (4.20) is met as below.
\

PN
Xin €

Dt/ (s) ejlbf)gt’s)
Since 0 < a < 1, the inequality-(4.21) is insisted that

. o
o

S T — %) R0, V& € F (4.22)
te(s) — 4

In case the inequality (4.22) is not satisfied for some cuts; these cut should be discarded.
Therefore, they will be :replaced by the constraint (4.23) to cut the current plan, i.e. Xy, which

is an infeasible plan, from the set of feasible plans.

Y i 4 o d1 ), H (4.23)

JjeB\S jeS
where Bi= {1, ... mens} and S = {j &8.U(3n)} = 1}.
After the feasibility cuts are modified, they will be added to the investment problem.

The cut modification in the second situation is similar to the first situation, however the
optimality cuts is considered instead of the feasibility cuts. In this case, the current optimality
cut will be verified by (4.24).
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1 _

t,0)T<(,0 t,0)T ,— N

—Z+ cbmxm+t§ 1 < LOTGH0) 4 (—1 — a> Ay (Xm — xm)) <0 (4.24)
V Xm € F

where % is the minimizer of the investment problem corresponding to X,y,.

If (4.24) is not satisfied, the value of o: will be_modified as below.

(t,0)T -
o > max 2= /\ (. Xm)

K EE £ 25 (1,0)T—(¢,0
LA e R+ Y c{(:lc ) y( )

(4.25)

e

It should be noted that before the valué;df a will be medified, the following conditions
should be checked.

) e )< O0) VimeF (4.26)
LU (=)
2+ R cgg))tygf@ >0, V&m€F (4.27)

tel iy

Since 0 < « <-1/if the condition (4.26) or (4.27) is not satisfied, the value of o cannot
be modified. This situation indicates that the cut generated at the current feasible plan, X,
conflicts with the feasible plan, X,,, obtained from the previous iterations. Therefore, the total
cost of the current feasible plan, %y, will be compared with that of the plan, X,,,. If the total
cost of the current! feasible plan is lower, the cut will not be modified and normally added to
the investment.preblem in,the,next step; atherwise-the-cut-will be discardedyand the constraint

(4.23) will be added'to the' investment problem:.

However, if there is no the feasible plan found until the current iteration, the situation (c),
i.e. the investment problem is infeasible, can occur. It should be noted that this is the worse case
which does not frequently occur, however the method for handling this situation is developed

in this dissertation.

To describe the proposed method, the investment problem will be expressed as (4.28)-
(4.31).
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min z (4.28)
subject to

TmxXm < €np (4.29)
(4.30)

(4.31)

(4.32)
(4.33)

where (4.29)-(4.31) are i ! 5.0 ‘ e investment pr blem, and (4.32) represents the

feasibility cuts.

Considering the pro ne \ ee that the problem can be infeasi-

ble by the only constraint (4. 4.29)—(4.31) are the initial constraints.

Therefore, when the investment pr Ple)r he problem (4.34)—(4.40) is defined and

solved.

wsae FULINENTNGINT

AL INEEY o

(4.34)

—2 4 fuXm < — Y OPFc{) o (4.37)
t=1

CtrxXm — €,p¢ < tp (4.38)

z2>0 (4.39)

>0 (4.40)

2z, ER, xpy €{0, 1}
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The minimizer, x;,, obtained from solving the problem (4.34)—-(4.40) will be used for the

modification of the feasibility cuts in the investment problem as described below.

All feasibility cuts added to the investment problem until the iteration K can be written
as (4.41).

1 s _
3 (elbpgtvs”“) + (—1 - a) g (=) - xm)) <0 (4.41)

teld (k)

k=1,...,K, =01 7L u(S,k)#m

The feasibility cuts wili*be_modified ion the assumption that the minimizer, xfn, of the
problem (4.34)-(4.37) mighibe afeasible solution. Therefore, all the cuts will be verified at
x5, by (4.42). '

Z <e;bl—)ét,s.k) ¥ ( 1 ) ){'ﬁg,s,k)T (}.{gﬁ) B X*m)> <0 4.42)
. 0 == el
teu (=" b 4
kzla"'7K7 s #=0) 1,.}._\4.,’[’1’(}, u(s’k)?ﬁw

If some feasibility cuts are Aot satisfied. " The value of o corresponding to these cuts
should be changed by-(4:43).

—(t,8,k)T (—=(k <
al5k) > St A (xﬁn) — Xm)

Yy +1 (4.43)

T
Zteu(s,k) enbps

where & and s are the iteration,number-and the scenariojaccording to,the modified cut.

Sinces=<rex =1, (4.44) will also,be, verified-before the value-ef e~is ghanged by (4.43).

> g (R - xw) <0 (4.44)
tel(s:k)

If (4.44) is not satisfied for some cuts, these cut will be discarded, otherwise the constraint

(4.45) will be added to the investment problem.

@)+ Y (1= (mm),) 21 (4.45)

JEB\S®) jES®)
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where B = {1, ..., nc.ns}, and S = {j € B, (fﬁfi)) = 1}, k is the iteration number
J

according to the modified cut.
After all feasibility cuts are modified, the investment problem is solved again.

It should be noted that the modified values of « for all situations should be strictly sat-
isfied (4.21), (4.25) and (4.43), i.e. the values should be greater than the right-hand side terms

with some tolerances.
4.3 Complete Procedure for Solving MTEP-AC-NSEC Problem

When integrating ihe developed methads in this chapterto the main framework proposed
in the previous chapter. The complete procedur_e for solving MTEP-AC-NSEC problem can be

summarized as below.
Step 0: Initialization

Set the iteration counter, £ to one, UBD()'V':‘to infinity, and 7 = (). Define the value of «

and e. Initialize the investment problem-by (3.192)—@.196).

Step 1: Solving of the investment problem

Step 1.1: (Local search) Solve the simplified investment problem (4.9)-(4.12) to obtain
the set of potential paths, P;. If the problem is feasible, define the constraint (4.16), add it to

the investment problem and go to'Step 1.2, otherwise go'to Step-1:3.

Step 1.2: Solve the investment problem by the general MILP solvers Set the value of the
lower bound, 'L BDj.to z.| If the local search is currently applied, deléte the constraint (4.16)

which has'been added to the investment problem in Step 1.1, and go to Step 2.

Step 1.3: (Madification of cuts in case of infeasible problem) Solve the problem define
as (4.34)—(4.40) to obtain x;,,. Then verify all feasibility cuts already added to the investment
problem by (4.42). For each unsatisfied cut, the condition (4.44) is checked. If it is true for the
considered cut, the value of « of this cut will be modified according to (4.43) and go to Step
1.1, otherwise the cut is discarded and the constraint (4.45) is added to the investment problem

and go to Step 1.1.
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Step 2: Solving of the feasibility and operation problem

From the minimizer, with x,,, obtained from Step 1, define and solve the operation prob-
_(t 0)

lems for all stages and scenarios. If the problems are all feasible, the minimizer, and
Lagrange multiplier, X(}’;’O), t = 1,...,ns can be obtained. Then the value of the upper bound
is updated by (4.46).
UBDj, = min {UBDk. 1 Cmem _ Z ( (t 0) y(t,o))} (4.46)
f—1"

After that the minimizer; X,4iSadded to the set . Inaddition, if the termination criterion
defined as (3.25) is satisfiedygo to Step 5, otherwise the optimality cut defined as (4.19) will be
created and go to Step 3. L8

In case some operatign problems are infé_asible, the feasibility cuts defined as (4.18) will

be created and go to Step 3.
Step 3: Modification of cuts 222244

For the feasibility,cuts, verify each cut obtéi'n_éa-from Step2 by (4.20). If itis not satisfied
for some feasibility cuts; (4.22) is checked. 1f (4.22) is satisfied, the values of « of these cuts

are modified according to (4.21), otherwise the feasibility cuts is replaced by (4.23).

For the optimality cuts, the cut is verified by (4.24). If it.is not satisfied, the conditions
stated in (4.26) and (4.27).arei@lso checked.! Inicase bath conditions are true, the values of «
of the cut is modified according to (4.25), otherwise the total cost of the,current feasible plan,
.. cf 4%m k> 1%y ( % 0)Ty;(, )) will be compared with the total costiof the plan, X, € F.
If the total cost of the current feasible plan is lower, the cut will not be modified, otherwise the

cut will be replaced by the constraint (4.23).
Step 4: Adding the cuts to the investment problem

After obtaining either optimality or feasibility cut in Step 3, add it into the investment
problem, increase the iteration counter by one, i.e. kK = k + 1. If the local search is currently

employed for solving the investment problem, go to Step 1.1, otherwise go to Step 1.2.



73

Step 5: Termination

If the local search is used to solve the investment problem, go to Step 1.2 (change to solv-
ing the investment problem in the complete search space), otherwise the process is terminated,
and (im, y;(f’s)> ,t=1,...,nsand s =0, 1,...,nv is the solution of the MTEP-AC-NSEC

problem.

te procedure for solving the MTEP-AC-

Figure 4.4 shows the flow dic s\\ ) ’ /L
NSEC problem. |
P B - |

[ 4
Modity Feasib
Cuts.

Yes

T&L18 2

Is Local Search
Performed ?

Figure 4.4 Diagram of complete procedure for solving MTEP-AC-NSEC problem
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4.4 Conclusion

This chapter has presented the methods for improving the performance and solution qual-
ity of the main framework proposed in Chapter 3. The first method is the local search applied
in solving the investment problem to reduce the computational burden, while the second one is

the modification of cuts, which is used to handle the nonconvexity of the TEP problem.

By integrating the method de\ i
y g g ,\\“

ete pro iplvmg the multistage TEP problem
based on the AC model with"N-1"security co stral obtained. In general, the proposed

pter to the main framework for solving

framework can be applied in S 0 AN mg activities. However, in some spe-
cial cases, additional issues \.\\\

he applications of the proposed
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CHAPTER V

TEP WITH VOLTAGE STABILITY AND FACTS
APPLICATIONS

In this chapter, the proposed method will be further developed to take into account the
applications in power system planning and operation. Since the advantage of the AC model over
the DC model in the TEP application has never been illustrated in previous research works, this
chapter will demonstrate its ability to tackle preblems which DC model cannot solve. The
first application demonstrates the TEP problem with.voltage stability constraints, whereas the

second one is the TEP problemwith consideration of FACTS devices.

It should be emphasized.ihat.the applications presented in this chapter are only the pre-
liminary studies. Aim of ihe preSentation in this.chapter is to show that the proposed method is

not limited only to the general aspects consideréd in Chapter 3.
5.1 TEP Problem with Moltage Stability Constraint

The TEP problem is an optimization pr’obiem. Therefore, it is aimed to minimize the
total cost in a considered planning“period. In case 5;‘"an AC model, the process may choose to
install reactive power compensatiof devices instead of constructing new transmission lines, if
the compensation devices can alleviate the viclation of planning criteria. It should be noted that
cost of the compensation.devices is much less than the cost of transmission lines. Therefore, it is
possible that the amount of installed capacitors in the system is-excessive, of which the condition
may cause voltage.instability 61, 62] which can‘lead to blackout in the system [63,64]. To deal
with this problem, valtage stahility constraints should he taken into account. In most cases, it
is considered as a voltage stability margin, since the voltage may be stable when the system is

operatedywithin operation limits.

It should be noted that there is no previous TEP work considering the voltage stability
constraints, since the formulations are mostly limited to a DC model which cannot handle this
problem. By applying the proposed formulation of the MTEP-AC-NSEC problem, the voltage
stability constraint can be easily integrated into the problem. In general, there are two kinds
of voltage stability analysis. The first one is dynamic analysis which is based on the time-
domain simulation [65]. The second one is static analysis, e.g. V-Q sensitivity [65, 66], modal

analysis [61,67], continuation power flow [65]. In this dissertation, the modal analysis is used
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to derive the voltage stability constraint added to the TEP problem. For more details of the

modal analysis, it can be referred to Refs. [61,67].
5.1.1 Mathematical Formulation

In modal analysis, the degree of voltage stability can be measured by considering the

value of the eigenvalue of the reduced Jacohian matrix of the system as described below.

Let J is the Jacobian mairix of the systemexpressed as (5.1).

- [Jl I3 ] (5.1)
J3 Ju

The reduced Jacobian mairix, Jr can be Elerived by (5.2).
Jre=das I3 T (5.2)

Now one can obtain the relation betwee'nrth"e variation of bus voltages, AV and the

variations of reactive power injected to buses, AQ as (5.3).

AV =J;TAQ (5.3)

Since J5! can be writtefvas (5.4).
Il =3 (5.4)

v=Xrlq (5.5)

where

& is the matrix of which each column corresponds to the right eigenvector of Jg,
7 is the matrix of which each row corresponds to the left eigenvector of Jg,

¥ is the diagonal eigenvalue matrix of Jg,

v = £ 1AV = »nAV is the vector of variation of modal voltages, and

q = nAQ is the vector of variation of modal reactive power.
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Relation between the variation of modal voltage and modal reactive power for mode i

can be written as (5.6).

where o; is the corresponding eigenvalue.

It can be seen that if o; < 0, the modal voitage will change to opposite direction of the
change of modal reactive power. Therefore,the voliageis unstable. In addition, if the o; = 0,
the voltage will collapse since-the small change of the medal reactive power causes the infinite

change of the modal voltage:

|
Consequently, the value of minimum eigenvalue of Jg can be used to measure voltage
stability. In applicationsto TEP, it will be cﬁns}rained to be the voltage stability margin as
described by (5.7). /)
o Omin Z Vglim (57)
?'_.ri'.._
where o,y is the minimum eigenvalue.of Jg, and:I{glim is the defined voltage stability margin.

It should be noted that the value of the minimurm eigenvalue of Jrindicates a relative
measure of the proximity to voltage instability. In practice; the value of V' Sy;,, can be defined

according to the suggestion of past experience of the system operators.

The constraint (5.7) can-be easily integrated into a computational procedure for solving
the MTEP-AC-NSEC problem proposed in Section'4.3 ; by solving the feasibility problem
concerned with the voltage stability defined as (5.8)—(5.12), after verifying that all operation

problems are feasiblesin'Step 2.

min 84 (5.8)
subject to
Hay("" = EWxyy, (5.9)

GI (y{)) <0 (5.10)
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Omin (Y8 + 8% > V Sy (5.11)

B9 > (5.12)

ﬂ(t:S) € R, y;t75) € R™*,  ma = nc+ 4nb + 2ng

For each scenario s, the set2/(*) is initialized by an empty set. Then, the voltage stability
of the system in scenarios s for each stage is \erified by comparing the minimum eigenvalue

of the reduced Jacobian of the system, o—ﬁfl’ifl) 10'the aefined voltage stability margin, V Sy, If
(t,s)

o < V.Sim, the problem (5.8)—(5.12) is defined and solved for that stage in scenario s. The

index of the stage is added-tothe sei?/\*).

After all the scenarios'arevesified, feasibility cuts for voltage stability will be created in

the same manner of the feasibility cut generaﬁo"h presented in Section 3.7.4, i.e.

ST (E" £ ™ = Secm)) <0 (5.13)
teUl=)

Uu®) 20, 13270, 1)...,nv
where 3(t:%) is the solution obtained from solviﬁ_g the problem (5.8)—(5.12) for stage ¢, sce-
nario s. After that the cuts are added to the investment problem; and the subsequent steps are

performed in general.

From computational aspect, there are two key issues which should be considered in solv-
ing the problem (5:8)—(5.12) as follows:

(@) The explicit form of oy, (- ) cannot be obtained, therefore, the numerical techniques, e.g.
finite differencing, automatic differentiation [68], should be adopted-for calculating the gra-
dient and Hessian of the constraint (5.11). However, it is emphasized that these techniques
should be employed only for the constraint (5.11) to reduce the unnecessary computational

burden in the calculation.

(b) The function oy, (-) is very complicated causing the difficulty in solving the problem
(5.8)—(5.12). Therefore, an initial feasible solution should be provided for the optimization
procedure. Since the problem is defined after the corresponding operation problem is feasi-

ble, the feasible solution can be determined as (yéf’s),ﬁ(m)), where yz(f’s) is the minimizer
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of the operation problem of stage ¢, scenario s, and 3(-*) can be defined according to (5.14).

B9 > g — gt (5.14)

min

5.2 TEP Problem with FACTS Device Installation

In this section, the application of TEP preblem will be extended to the installation of
FACTS devices. Only the unified power flow controller (UPFC) is considered in this disserta-
tion. However, other typestof FACTS devices, e.g. HVDC,; STATCOM, etc., can be incorpo-

rated into the TEP problem'in the same manner presented in this section.
!

UPFC is a device which gan simultan'edUSIy control voltage magnitude at a local bus,
and power flow in a transmission line [69]. I-n case of voltage control, the benefit to a power
system in the viewpoint ofisteady state analysig-_is similar to other reactive power compensation
devices. However, its charagteristic is ‘usually,b:;etfér than that of the shunt capacitor since its
reactive power supply can be controtied: in ('::';_'s,é'_ 9f power flow control, the power transfer
capability of a considered transmissioen fine canjae'flincreased. Therefore, the power flows in
overloaded transmission lines may be reduced,'é‘r"\_d‘ithé system performance can be improved
to meet the defined planningcriteria:-Formore details of the basic operation of the UPFC, one
can refer to [69-72].

Consequently, the instaHation of the UPFC' can defer the construction of new transmis-
sion lines. However, the (benefit from improving the system perfarmance and installation cost
should be compared with the ones obtained from construction of the new transmission lines. To

evaluatesthis comparison, the' UPEC installation,;should be ‘incorporated-nto the TEP problem.
5.2.1 Power Flow Equation with UPFC

The operating diagram of the UPFC can be illustrated in Figure 5.1 [70,71]. In this figure,
the UPFC is connected between bus f and transmission line [. Therefore, the voltage at bus f
and the power flow in transmission line I can be controlled. It can be seen that key components
of the UPFC comprise two converters, i.e. series and shunt converters, connected together by a

DC link. In addition, the active power is transfered between both converters by the DC link.
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Bus f Bus t
Installed UPFC
se + Vse - Yr
UM L

Figure 5.1 Opé'r'gting diagram of UPFC
ar \
Equivalent circuit o}the/UPFC can beh_.shown in Figure 5.2 [70, 71]. The power equation

of the transmission line VVbFC canbe developed. In the TEP application, the power equa-
tion should depend on variabl j"'-a;;., whi_lch‘corr'e'sp‘c_)nds to the decision on UPFC installation, i.e.

w¢ = 1 if the considered UPFC s selected,
¢ 4 _

il = f34 ",;J'i p;
Bus f ¥ - : J-} Bus t
Faaiy T £
—
= by s~

llj[sh psc+psh: . |

rZsh .r"‘—J

-|-—_ -| —
Ve, —

Figure 5.2 Equivalent circuitof UPFC

Given phasor Voltages at from'bus, V4andta bus, V4, and phasor valtages of the series con-
verter, Vg and shunt converter, Vg, one can obtain the current in the transmission line regarding

as from bus, which is equal to the current through the series converter, Iy, as follows:

By applying KCL at the node of the transmission line connected to the UPFC, one can

obtain (5.15).

Ise — VgYh — (V& - VE) Yr=0 (5-15)
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Since
Va = Vf - IseZse - Vse (5-16)

From (5.15) and (5.16), one can obtain (5.17).

Ise + IseZseYh + Ise ZseYr = VO Y + ViYh — VeeYn — Vee 1t (5.17)

.!!/

Since current through th

the UPFC installation regarding as

from bus can be expressed

(5.18)

Therefore, the ¢ PFC installation regarding as

from bus can be written a:

(5.19)

It can be found tha
(5.19) in order that the V—--—»- ——

a

installation of the UPFCE show

i.e. xf can be integrated into

:[f rolled by x according to the

0

wilee (Vh + Y7)

ﬂ‘Llﬂ’J iRkl ale .

dW’T"ﬁ \ ﬁ?ﬁﬁﬁﬁﬂﬁﬁ 1)}

(Vi = Va) Y + ViYh

When z is integrated into (5.16), one can obtain (5.21).

Vo = Vg — a5 (IseZse + Vse) (5-21)
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Therefore,

I = (Vi = Vi) Yo + ViYh + o (If Zse Yy + VeeYr)
= It + ¢ (I#ZseYr + VseYr) (5.22)

where I; is the current in the transmission line regarding as to bus when the UPFC is not in-
stalled.

shunt converter can be expressed by
(5.23)
(5.23)

vith the UPFC installation (STEP-
UPFC) can be derived fr AC problem in Section 3.6 by includ-

ing some constraints accor

) (5.24)

subject to
Tx < efipes, (5.25)
ﬂ»%dsfﬂ’) NYNTNYING 520)
fo —ApTx <0 (5.27)
q RRIDFUMAIGHBYNEEY o
Qinj (v,0,dg,dr, dc, Vse; dse, Vsh; Osh, X, Xg) = 0 (5.29)
VIR <y < ymax (5.30)
pp" < pg < P (5.31)
qp'™ < qg < g (5.32)
Bt (V, 0, Ve, Ose, Xg) < (ipe)? (5.33)

i%et (V: 6: Vse; 6se; Xf) < (lrbI:aax)2 (534)
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i2 ¢ (V, 0, Vs, Ose, X, Xg) < (2% o x)? (5.35)
Pt (V, 0, Vse, Ose, X, X¢) < (i 0 x)? (5.36)
0<d, <d"* (5.37)
0 <d.<dg™* (5.38)
VI < vee < Vg™ (5.39)

ViR < vy <V (5.40)
i2, (v, 8, Vs )2 (5.41)
2 (5.42)
Psh (V, e x)| < P (5.43)
Pen (V. Hpee \ X¢) =0 (5.44)
x € {0, ' ek AN
v, &
Vse,
where
(5.45)

AUy e

— ApcrQbef — Apetbet — AybQshb + dcmp — dd

L ¢ o Y
F’ﬂ[nm :).c]w@loq;v QJQ%&%&M ;lt’igl nlgjnga@b%!l the [ elements

Of Pbef, Phbets Obefs Obet: 1neps aNd i3, cOrresponding to the existing line I on which the

UPFC f can be installed as shown below.

Let Vr and V¢ be vectors of phasor voltages, regarding as from bus and to bus respec-

tively.

Vet = Vet,1£L0ef,1 (5.47)



Vét,l = Uet,llfset,l

where

Ve and Vg, are ve

element corresponding to the'UPFC. he ex \\\\F 0 nbelow

\}\\“

Now one can obtain the following quant

Ve, (Yri + Yny))

7]
]

Toes =

.||
1
i

Sbef,t =Vet,1 Ipet

ﬂuﬂaﬂﬂﬂﬁﬁﬂﬂﬂﬁ
AN IHARTINYAE

Tnets = (Verg — Vert) Yeu + Vet Yng + @5 (Tvet i Zse, £ Yri + Vee, £ Yr1)

Sbet, =Vet, 1 Ipet s
Pbet,l = Re {Sbet,l}
ety = Im {Spets }

-2 o *
Lhet, —Ibet,lIbet,l

84

(5.48)

(5.49)
(5.50)
(5.51)
(5.52)

seri es and shunt converters. The f™

(5.53)
(5.54)

(5.55)

(5.56)
(5.57)
(5.58)
(5.59)

(5.60)

(5.61)
(5.62)
(5.63)
(5.64)
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In case of the candidate line I, the corresponding I elements of pycf, Pbet: Abef: Abet

iZ ¢, and il ., can be shown below.

Tost1 = (((ch,l — %t,l()ly—ri,_l ;—f Zzl;/?}l/} —l -T—f}‘ffj)f) (Yri + Yh,l))) (5.65)
(5.66)
(5.67)
(5.68)
(5.69)
(5.70)
(5.71)
(5.72)
(5.73)
(5.74)
where
Vet = v 0ct 1 | (5.75)
ﬂﬂﬂ?ﬂ&lﬂiﬁﬂqﬂi 679
Vet = AbefV o (5.77)
AR ANTUURAINYIAY oo
Vet = ApctV (5.79)
dct = Apctd (5.80)

Now one can derive the current and power flows through the UPFC f installed on the

line I, i.e. the f of i2,, i, Pse, Psh, Pshb and dshp, as follows:
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xrlpery , IFUPFC f is connected to existing line /
Ie s = (5.81)

xrlpesy , IFUPFC f is connected to candidate line [

Seers = Vee s I s (5.82)
Pse, =2 Re {Sse,f} (5.83)
e, = Lo Bt (5.84)
Lyy = = (Vb’Zfs h;VS“’f ) (5.85)
S} 7 Yen,plsn, (5.86)
endr/=Re {Ssn 1.} (5.87)
bl /= ISflEst*h, f (5.88)
Sehbgf = %,}Iﬁ,‘,f (5.89)
Dsto,f = Re {ﬁsh_p,f} (5.90)
Gsho= T { Sk 1 } (5.91)

S

Ver, ,AFUPEC f is.connected to existing line
Vo5 = " (5.92)

Ve, iFUPEC f is connected to candidate line [

Comparing the STEP-UPFC problem defined as (5.24)=(5.44) to the STEP-AC problem
presented in Section 3.6, one.can see that the constraints (5.27), (5.39)—(5.44) are added to the
problem. In addition, the variable x¢ represents.the decision on the installation of UPFC. It is
noted that, in the proposed formulation, x¢ should be arranged according to (5.93).

x}:[ T T] (5.93)

Xfe Xfc

where x¢, is the decision variable corresponding to the UPFCs connected to existing lines, and
Xgc IS the decision variable corresponding to the UPFCs connected to candidate lines. There-
fore, the index set of UPFCs can be expressed by {1, ..., nfe, nfe+1, ..., nfc}, where
nfe is the number of UPFCs connected to the existing branches, and n fc is the number of

UPFCs connected to the candidate branches.

The constraint (5.27) implies that the UPFC connected to the candidate line can be se-
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lected for installation if some candidate lines in the corresponding path are selected. The matrix
Ap, representing the relation between the UPFC connected to the candidate line and the cor-

responding path of that candidate line, can be expressed as (5.94).

1 , ifUPFC nfe + i can be installed in path p
(Aw), = (5.94)
P/ip
0 , otherwise

In addition, the matrix Ug can be expressedhy (5:95).

)
Uf . [ Onfcxnfe Infc } (595)

\

|
The constraints (5.39),and/(5:40) are voltage limits of the series and shunt converters,
whereas the constraints (§:41)@nd (3.42) are current limits of the series and shunt converters.
The constraint (5.43) congerns about the pov‘i/der"limit of DC power exchange between both

converters, while the constraint (5.44) is'the poWer’baIance equation of the converters.
4 .'. F

o
The investment and the operation problems of the STEP-UPFC can be defined in the
same manner as those of the STEP-AC. Howeverﬁhegnumber of variables in both the investment
problem and the operation problem are increased. The formulation of the investment problem

is shown as (5.96)—(5.161).

minz (5.96)
subject to
Tx <'ey,), (5.97)
Nx <0 (5.98)
Usxe — AypTx <0 (5.99)
—2+ IVF (ehx + cfx¢ ) < —OPFicopmin (5.100)
>0 (5.101)

zeR, xe{0,1}", x¢e{0, 1}
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In addition, the operation problem can be formulated as (5.102)—(5.105).

min (c}acyf> (5.102)
subject to
(5.103)

(5.104)
(5.105)

: \ -
Cfac = 000, 5 e g O;nb ] (5.106)

Iy, &8 ._ ]
ve=|u" uf v g ol d] d | (5.207)

] ‘ 4nb+2ng) ] (5108)
ob ) ] (5.109)
)

a3| ty problem will be defined as

In case the operation prob
(5.110)(5.114).

ﬂ‘UEI’J‘VlEJ'VIiWEI’]ﬂi

¢ min enbpS . (5.110)
subjecta W’] aq ﬂim quq w EJ"] a EJ
Heyr =X (5.111)
Hgyr = X¢ (5.112)
Greq (yr) +Sps =0 (5.113)
Gtin (y£) <0 (5.114)

Yt € Rmf, Ps € R™
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where S is defined as (3.171).

The optimality and feasibility cuts can be derived according to the GBD based method
similar to the one of the STEP-AC problem. The explicit form of the optimality and feasibility
cuts can be expressed as (5.115) and (5.116).

-2+ 1VEF (C—lI;X + c}xf) + Claoi t S\La (X —x)+ S\Lf (Xf —x¢) <0 (5.115)

e, D+ fiza (X — X) A filed®e — x¢) <0 (5.116)

where

(%, x¢) is the minimizerobiained from solving the investment problem,

y¢ and ps are the minimizer of the operation problem and the feasibility problem,

XHa and g are thedlagrange multipliers of the operation problem according to the
constraints (5.103) and (5.104). |

fra and figge are the Lagrange multip‘ii_ers of the feasibility problem according to the
constraints (5.111) and (5.112). &

#

The procedure for solving the STEP—UPFCvééh be performed in the same manner as the
one of the STEP-AC presented in-Section 3.6.5. " =

In case of the multistage TEP problem with N-1 security constraints, the method for
solving the problem with FACTS device application can be developed from the one presented

in this section by applying the formulation propesed in Section 3.7.
5.3 Conclusion

The proposed method has been further developed for| TEP problem:to include voltage
stability and FACTS device of which the DC model cannot solve for. The proposed formulation
can be applied using the framework of decomposed based method proposed in the previous
chapters. The first application is the TEP problem with voltage stability constraint, whereas the
second one is the TEP problem with consideration of FACTS device. In the second application,
although, the formulation is presented in only the case of UPFC, it can be applied to the cases

of other FACTS devices. Numerical results on test systems will be shown in the next chapter.



CHAPTER VI

TEST RESULTS

In this chapter, the decomposition based method for solving the TEP problems pro-
posed in this dissertation will be tested with six-bus Garver [35], IEEE-24 bus [35] and 75-bus
northeastern Thailand systems. The objective of the tests is to illustrate the capability of the
decomposed formulations to cope with transmission expansion planning. Figures 6.1 and 6.2
show basic configurations of the Garver and IEEE-24 bus system. Detailed data of the test sys-
tems is shown in the appendix. It should be noted.thatthis test data is generally used for a single
stage TEP problem in previous TEP research works. Therefore, in the case of the multistage
TEP problems, the power.demand.and-the generation capacity shown in the appendix will be
used as the values of the first stage.For the next stages, the power demand and the generation
capacity will be defined by scaling the corrésponding values in the first stage by the growth

rates specified in the tests.

Bugs s Bus 1

Bus 3 s

Bus 2

Bus 6

Bus 4

Figure 6.1 Basic configuration of Garver system
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The life-time of all transmission equipments is assumed to be 25 years, whereas the
interest rate is 10 % per year. For the case of the single stage TEP, it is assumed that the length
of planning period is one year. In the case of the multistage TEP, the length of the planning
period is nine years, of which the period is divided into three stages, spanning for three years
each. The generation costs defined in the appendix are expressed in US$/KWh. Therefore, the
generated active power has to be multiplied by the plant factor before calculating the operation

cost for each stage. It is assumed that the plant factor is 60 %.

The maximum and minimum limits of the veltage.imagnitude are set at 1.05 p.u. and 0.95
p.u., respectively. The current limits of transmission lines and transformers are calculated from

the thermal limits, s73™ expresseddn ihe appendix.

The value of ¢ in"the termination criterion of GBD. is set at 10~ for all tests. TOM-
LAB [73, 74] running ondMATFLAB iis used as an optimization tool. For MILP and LP prob-
lems, CPLEX [75], which_is based on the bra“nch and cut algorithm [5, 76], is employed as a
solver. For the cases of MINLP and NLP problems, KNITRO [77,78] and SNOPT [79, 80],
which is based on the sequential quadratic programming (SQP), are used to solve the problems

respectively.
6.1 Single Stage TEPUsing DC Model
Objective

The objectives of this test are.listed below.

(@) To compare the capability of the decomposition based method with the direct method when
solving,the,STER-DC.problem.

(b) To show the benefit from cost saving when the operating cost is taken into account in the
TEP problem.

Details of test

The STEP-DC problem is formulated in a decomposition structure and solved by the
proposed method of which the computational procedure described in Section 3.3.5. The results

for the Garver system compared with the ones obtained from directly solving the problems
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formulated by the basic formulation presented in Section 3.3.1 are shown in Table 6.1. The

investment plans obtained from both methods are the same. The detail is listed in Table 6.2.

For the IEEE-24 bus system, result comparison is shown in Table 6.3. The investment

plans obtained from both methods are also the same. The detail is listed in Table 6.4.

Table 6.1 Results of STEP-DC for Garver system

Result Decompesition'method Direct method
Investment cost (105 USS$) 65.0 65.0
Operating cost (10° USS) 3343 334.3
0.06 0.05

Computational time (sec.)
Number of iterations : 3

Table 6.2 Detail of investment plan'o'f- STEP-DC for Garver system

¥

From To Number of circuits Cost (10° US$)
2 6 e 45.0
3 5 1 20.0
Total 65.0

Table6.3"Results'of STEP-DC forlIEEE-24 bus'system

Result Decompaosition method Direct method
Investment cost (106 US$) 106.0 106.0
Operating cost (106 US$) 1,682.9 1,682.9
Computational time (sec.) 0.18 0.18
Number of iterations 5 -

To demonstrate the advantage of the proposed model over the original disjunctive model
proposed in Ref. [34], the operating costs are all neglected in solving the STEP-DC problem.

The obtained investment plan is shown in Table 6.5 which is different from the one shown in
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Table 6.4 Detail of investment plan of STEP-DC for IEEE-24 bus system

From To Number of circuits Cost (10° US$)
6 10 1 16.0
14 16 1 54.0
16 17 1 36.0

Total 106.0

Table 6.4. It should be noted-thatthis plan is' same asthe-one reported in Ref. [36] which is also

neglected the operating cost in theformulation.

Table 6.5 Investment plan of STEP-DC for IEEE-24 bus system when neglecting
operating cost in"' TEP

From To Number of circuits Cost (10° USS$)
6 10 B 1 16.0
7 8 - 24.0
Investment cost i 40.0
Operating cost 1893.7

For the northeastern Thailand system, it is found that the system satisfies the defined
planning criteriad.when the problemn’is formulated by using the DC model without N-1 security

constraints. Therefore, it Is not tested in the case of STEP-DC problem.

Discussion

From the results, it can be seen that, for a small system, the performance of the decom-
position method is comparable with the one of the direct solving method. Since the MILP
problems are not complicated, the direct method can solve the problem efficiently. Therefore,

the efficiency of the proposed method is not evident.

When the operating cost is taken into account in the TEP problem, the transmission

congestion can be alleviated. Therefore, the operating cost for the IEEE-24 bus system can be
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decreased by 11 % compared to the one when the operating cost is neglected in solving the TEP
problem. One can see that some transmission routes to be selected as the obtained plans in both
cases are different. Even though the investment cost in the case of neglecting the operating cost

is lower, the total cost is higher.
6.2 Single Stage TEP Using DC Model with N-1 Security Constraints
Objective

The objective of this testis.to compare the capability.of the decomposition based method

with the direct method when'solving the STEP-DC-NSEC problem.
Details of test

The STEP-DC-NSEC jproblem is sol\’/eq_by the procedure of decomposition based
method described in Section 3/4.5. The results for the Garver system, IEEE-24 bus system
and northeastern Thailand system compared with the ones obtained from the direct solving

method based on the basic formulation presentéﬁ in Section 3.4.1 are shown in Tables 6.6, 6.8

|

and 6.10 respectively. —

The investment-plans obtained from both methods are‘the same for all test systems,

whereas the details aretisted in Tables 6.7, 6.9 and 6.11.

Table 6.6"Results of STEP-DC-NSECifor’Garver system

Result Decompositioen method Direct method
Investment cost (10¢ US$) 115.0 115.0
Operating cost (10 US$) 334.3 334.3
Computational time (sec.) 1.45 809.10
Number of iterations 15 -

Discussion

From the results, the advantage of the decomposition based method over the direct

method is clearly shown. The reason is that the difficulty of the STEP-DC-NSEC problem
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Table 6.7 Detail of investment plan of STEP-DC-NSEC for Garver system

From To Number of circuits Cost (10 US$)
2 3 1 20.0
3 5 1 20.0
4 6 1 30.0
4 6 45.0
Total 115.0
24 bus system

Direct method

Investment cost (108 238.0
Operating cost (10° 1682.9
Computational time 24,179

Number of iterations

Detaikof-investment-plan-0f=-S¥ A - r -
Table 6.9 Y S \‘ EE-24 bus system

From To Number of circuit;Lll Cost (106 US$)
ﬂﬂﬂ’iﬂﬂﬂ‘ﬁ?ﬂﬂ'ﬂﬂ‘i 270
QW] Mﬂﬁm ummma EE

is mainly caused by the high number of constraints corresponding to each scenario. Therefore,

decomposition based method can extremely reduce the computational burden.
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Table 6.10 Results of STEP-DC-NSEC for northeastern Thailand system

Result Decomposition method Direct method
Investment cost (10¢ US$) 179.2 179.2
Operating cost (10 US$) 630.3 630.3
Computational time (sec.) 325 57,725
Number of iterations 27 -

Table 6.11 Detail of invesiment plan of STEP-DC-NSEC for northeastern Thailand system

From To Number of circuits Cost (10° US$)
6 1 1 25.6
7 38 1 185
10 49 1 21.3
16 47 w1 19.5
17 69 L1 24.2
18 20 ) 9.2
18 20 T8 9.2
24 37 1 322
56 61 1 19.5

Total 179.2

Considering thie obtainediplans,one‘can investigate that thelevels of transmission invest-
ment increase from the plans obtained from solving the STEP-DC problem for both Garver and
IEEE-24 bus systems._In addition, some transmission lines in the plan of the STEP-DC problem
are not necessary in'the plan of the STFER:DC-NSEC problem,_e.g. the transmission line 2—6
in the case of Garver system. Therefore, determining the transmission plan of the STEP-DC-
NSEC problem by using the plan of the STEP-DC problem as a basic configuration may lead
to a local optimum plan, even though the problem is formulated by the DC model, which is a

convex problem.
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6.3 Multistage TEP Using DC Model
Objective

The objectives of this test are listed below.

(@) To compare the capability of the decomposition based method to the direct solving method

when apply to the MTEP-DC problem.

(b) To show the advantage of the multistage planning.ever the single stage planning.

Details of test

The planning perigd'is divided into th‘.re(_e. stages, of which each interval spans for three
years. It is assumed that the'power demand an;d,' the generation capacity monotonously increase
throughout the planning period. /Therefore, thg plan established at the beginning of each stage
must be able to serve the‘demand at the end of stage. For this reason, the power demand and
the generation capacities at year.3, 6 and-9 Will,?_ez_ﬂsed as the representative values of the first,

second, and third stages respectively. el

In the first stage,, the power demand and'tﬁéginstalled generation capacity are defined
according to the data shewrin the appendix. For the next two-stages, the demand is assumed
to grow by 8 %, 4 % and 6 % per year for the Garver system, the IEEE-24 bus system and the
northeastern Thailand system, respectively. The increase of demand and generation capacity

from the data in,the appendix-far the second-and-thirdjstages-are:summarized in Table 6.12.

Apart from the comparison between the decomposition based method and the direct
methoda$ the previous tests, the advantage of the multistage TEP over the single stage TEP
will be shown in this test. It should be noted that the concept of the multistage planning is rel-
evant to the economic aspect about the using of resource in the planning period. Consequently,
to demonstrate this advantage, the resource should be limited. In the case of the TEP, the trans-
mission paths are deficient resource, especially in the urban area. Therefore, the transmission
paths will be limited to two paths for the Garver system and one path for the IEEE-24 bus and

northeastern Thailand system.

Comparison of the results obtained from the decomposition based method and the direct



99

Table 6.12 Assumption of power demand growths and generation capacities

Description Second stage Third stage

Garver system
Demand 26.0 % 58.7 %
Generation 25.0% 50.0 %

IEEE-24 bus system
Demand 12:5% 26.5 %
Generation / 15.0% 25.0%

Northeastern Thailand.system
Demand 19.1 % 41.9%
Generation . 4 200% 40.0 %

method are shown in Tables6.13, 6.15 and 617 The transmission plans obtained from both
methods are the same plan which @re shown i‘n.Tab_Ies 6.14,6.16 and 6.18 compared with the
plan obtained from consecutively solving the sivn-'_'gilé‘ stage TEP problem of each stage, in which
the base configuration of the network obtainea-,_-f—rqm the plan of the previous stage. In the
tables, MTEP-DC refers to solving the multistagé"_l’E-_P by the decomposition based method and
the direct method which are used the multistagé fd?fnulation, while CSTEP-DC refers to the

solving the single stage TEP consecutively.

Table 643 Results of MTER-DC for Garver system

Result Decomposition method Direct method
Investment cost +:2 (10% US$) 78.3 783
Operating cost * (106 US$) 2,420.1 2,420.1
Computational time (sec.) 11.7 5.4
Number of iterations 29 -

! Net present value at 10 % interest rate
2 |ess the salvage value at the end of planning period

Discussion

From the results, the computational time in solving the problem of the decomposition

based method is greater than that of the direct method. The reason is that in the case of
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Table 6.14 Detail of investment plan of multistage TEP for Garver system

Stage MTEP-DC CSTEP-DC

From-To Number From-To Number

First stage 2-6 2 2-6 2
3-5 1 3-5 1
Second stage 2-3 1 2-6 1
4-6 2 351 1
Third stage 3514 1 2-3 1
4-6 2
Investment cost 2 ° (10%USS$) 78.3 79.5
Operating cost 2 (10° USS) 2,420.1 2,420.1

! Stringing the second'cirglitjon the tower constructed in the first stage
2 Net present valug'at 10'% interest rate
® Less the salvage value attheend of planning period

Table 6.15 Results of MTEP-DC for IEEE-24 bus system

Fr

Result Decompeosition method Direct method
Investment cost * 2 (10° US$) 170.4 170.4
Operating cost " (10° US$) 11,255.6 11,255.6
Computational time (sec.) 3,318 234
Number of iterations 207 -

! Net present value at 10 % interest rate
2 |ess thersalvage value at the ‘end of planning period

multistage TEP, the difficulty of the problem is the complication of the.investment problem
of which, the number ofunteger variables.is high. It can be noticed that the structure of the
MTEP-DC problem is similar to the one of the STEP-DC problem. However, the number of
integer variables and the number of constraints of the MTEP-DC problem are increased ns
times from the ones of the STEP-DC problem. The increase of the number of integer variables
causes the investment problem to be more complicated, while the increase of the number of
constraints causes the number of the operation problems increases linearly. Since the invest-
ment problem is an MILP which is in class of nondeterministic polynomial (NP) problems, the
increasing of its complexity is not linear with respect to the number of stages as the case of the

operation problem which is solved by the decomposition approach. Therefore, the complexity
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Table 6.16 Detail of investment plan of multistage TEP for IEEE-24 bus system

Stage MTEP-DC CSTEP-DC

From-To Number From-To Number

First stage 6-10 1 6-10 1
14-16 1 14-16 1
16-17 1 16-17 1
Second stage 1-5 1 1-5 1
13-23 1 13-23 1
15;-21 1 16-171 1
17-18 1
Third stage 7-8 1 7-8 1
15-21 1
Investment cost 22 (105.U3$) _170.4 175.1
Operating cost? (108 USS) 11,255,6 11,255.6
! Stringing the segond gircuit on the fower constructed in the first stage
2 Net present value at/d0 % interest rate ,
% Less the salvage valte at the end. of plannihg period
Table 6.17 Results of MTEP-DC for _nomrt_heastern Thailand system
Result Decomposition method Direct method
Investment cost %2 (106 US$) 21.6 21.6
Operating cost ! (10° US$) 4,392.7 4,392.7
Computational time (sec.) 2,335 219

Number of iterations 96 -

! Net present value at 10 % interest rate
2y és4 the'salvade valueatithéend-of plafinihgpéried

of the TEP problem due to the integer variables cannot be reduced by using the decomposition

based method.

From above-mentioned reason, the method for increasing the performance in solving the
investment problem, e.g. the local search presented in Section 4.1, should be developed when

taking into account the N-1 security in the multistage TEP problem.

Apart from the computational aspect, the benefit of the multistage planning is shown. It
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Table 6.18 Detail of investment plan of multistage TEP for northeastern Thailand

system
Stage MTEP-DC CSTEP-DC
From-To Number From-To Number
First stage - -
Second stage 1-10 1 1-10 1
2-3 il 2-3 1

18-20 1 18-20 1
20+25 = 20-25 1

Third stage = -

Investment cost -2 (10° US$) | 216 21.6

Operating cost * (10% US$) 43927 4,392.7

! Net present valtie at 20 % interestrate
2 |ess the salvage value at the end of planning period

can obviously seen from Tahles 6.14 and 6.16 that the investment costs obtained from solving
the multistage TEP problems of the Garver sySﬁém and IEEE-24 bus system by the proposed
formulation are lower than the ones obtained from é;'bnsecutively solving the single stage TEP

problems. =l

For the northeastern Thailand system, the benefit of the muitistage TEP cannot be evident
in this test. The reason is.that the systems in the first and second stages actually meet the defined
planning criteria for the TEP based on the DC madel without N-1 security constraints, since the
test system is modified from the actual system which is analyzed based on the AC model, and
mostly satisfied N=1 planning criteria. The transmission lines added in the second stage are only
used to‘reduce the,transmission‘congestion. [Both MTEPR-DC miethod aild CSTEP-DC method
search forthe best plan that can greatly reduce the congestion in the second stage because the
congestion should be reduced since the early stage. Therefore, they obtain the same plan, which
is the best plan. In addition, this plan causes the system in the third stage is feasible, and the

transmission congestion does not exist.
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6.4 Single Stage TEP Using AC Model
Objective

The objectives of the test are listed below.

(@) To compare the capability of the decomposition based method to the direct method when
solving the STEP-AC problem.

(b) To show the advantage of the AC model overthe'DCmodel in the TEP problem formulation.

(c) To compare the results of STEP-AC problem obtained from the proposed method to previ-

ous works.

Details of test

The STEP-AC problem is solved by thej'pr(J)posed decomposition based method of which
the computational procedure described:in Section 8.6.5. The investment problem is initialized
by the one of STEP-DC. — n

The result compared with the one obtaine.c; l%ro;m the direct method for the Garver system
is shown in Table 6.19. It is found that both methods provide the'same plan, with detail shown in
Table 6.20. The powerflow diagram of the Garver system after solving the STEP-AC problem

is shown in Figure 6.3.

Table 6.19 Results'of STEP-AC for-Garver system

Result Decomposition method Direct method
Investment cost (106 US$) 95.0 95.0
Installation cost of
reactive power (10% US$) 15 15
Operating cost (106 US$) 3425 3425
Computational time (sec.) 1.14 40.38
Number of iterations 16 -

For the IEEE-24 bus system, the direct method cannot find the optimum solution. The

solver reports the problem is infeasible. It should be noted that this result can occur in any cases
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Table 6.20 Detail of investment plan of STEP-AC for Garver system

From To Number of circuits Cost (10 US$)
2 6 1 30.0
5 1 20.0
2 45.0

Total 95.0

"‘jazz%
Q"W']M muma t'mil

Figure 6.3 Power flow diagram of STEP-AC problem for Garver system

when solving nonconvex problems by solvers based on the convex optimization. The result of
STEP-AC problem for the IEEE-24 bus system is shown in Tables 6.21 and 6.22. The power

flow diagram is shown in Figure 6.4.

In case of the northeastern Thailand system, the system meets the defined planning cri-

teria for STEP-AC problem with installation of the reactive power compensation devices. The
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Figure 6.4 Power flow diagram of STEP-AC problem for IEEE-24 bus system
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Table 6.21 Results of STEP-AC for IEEE-24 bus system

Result Decomposition method Direct method
Investment cost (10¢ US$) 162.0 N/A
Installation cost of
reactive power (106 US$) 17.5 N/A
Operating cost (10 US$) 1,806.0 N/A
Computational time (sec.) 20.5 N/A
Number of iterations 16 -

Table 6.22 Detail offinvesiment plan of STEP-AC for IEEE-24 bus system

From To Number of circuits Cost (10° US$)

6 10 1 16.0
7 8 L 2 24.0
14 23 . 1 86.0
16 F 4 i 36.0
Total = 162.0

additional transmission lines are not required. Therefore, it will'not be considered in this test.

The proposed method is also compared to the methods for solving the TEP problem with
AC model proposed-in, previous works [35,36]-Which do net take.into account the operating
cost and the nonlinearity'of investment.cost function.' Therefore, STEP-AC problem is solved
by the decomposition based method by: neglecting the=operation cost and the nonlinearity of
investment cost functions, | The obtained plans for bath systems-are the same as the best ones
obtained from Refs [35, 36]. The details of plans are shown in Tables 6.23 and 6.24.

Discussion

Based on results comparison, it is clearly seen that the decomposition based method is

superior to the direct method from both the efficiency and the solution quality aspects.

For the Garver system, the advantage of the AC model over the DC model in the appli-
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Table 6.23 Investment plan of STEP-AC for Garver system when neglecting op-
erating cost and nonlinearity of investment cost function

From To Number of circuits Cost (10° US$)
2 6 2 60.0
5 1 20.0
4 6 1 30.0
Total 110.0

Table 6.24 Investment plan of STEP-AC for IEEE-24 bus system when neglecting
operating cost and aonlineagity of investment cost function

From To NUmber of circuits Cost (10° US$)
6 10 1 q{ 16.0
7 8 2 32.0
Total iy 48.0

cation of the TEP is also clearly shown. It should be notedithat the plan obtained from solving
STEP-DC problem cannot provide a feasible solution for the AC model. Therefore, additional
transmission lines, i.e. two circuits of line 4-6, are required. In addition, the transmission

congestion is also alleviated.

In the case of the IEEE=24 bus system, the plan obtained frem solving the STEP-DC
is feasible for the'STEP-AC by installing reactive power devices. Transmission lines 7-8 and
14-23 are also addeayto, reduce the active power loss and;the ‘transmission-congestion, while
transmission line 14-16, which is in the plan of STEP-DC problem, is not in the plan of STEP-
AC problem. This numerical result shows that the plan obtained from STEP-DC problem is
not necessary to be in the plan obtained from STEP-AC problem, even though, the investment
problem of the STEP-AC problem is initialized by the one obtained from solving STEP-DC

problem.

In addition, the results obtained from the proposed method can be comparable to the best

ones found in the previous works of TEP based on the AC model which apply a constructive
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heuristic algorithm [35] and a genetic algorithm [36] to solve the problem. However, the results
can be compared in only case of neglecting the operating cost and the nonlinearity of investment

cost function.
6.5 Multistage TEP Using AC model with N-1 Security Constraints
Objective

The objective of this test is to show the capability.of the proposed method for solving the

MTEP-AC-NSEC problem, ultimately applied in-actual.transmission planning.
Garver system

The MTEP-AC-NSECHis formulated inthe decomposed structure as proposed in Sec-
tions 3.7.2-3.7.5. In addition, the methods for improving the performance and solution quality,
i.e. the local search technigue and the madification of cuts, presented in Chapter 4 are adopted

in this test. The parameter for cut modification, e, is set at 0.5.

The results are shown in Table 6.25. The 'prdb’osed procedure is performed and finished

in 112 seconds with 50 iterations.

The power flow.diagram in each stage is shown in Figures 6.5, 6.6 and 6.7. The examples
of the single outage contingencies are shown in Figures 6.8, 6.9 and 6.10. It should be noted
that the 27.11 MVAr capacitor is installed at bus 1 in the first stage. However, it is out-of-service

in the base case.from the numerical results; it'will-be operated whensthe line 2-3 is tripped.

In comparison, the MTEP-AC-NSEC problem fexthis Garver system is also formulated
by the basic formulation‘presented in Section 3/7.1 and.solved by the direct: method. However,
the solver'cannot find the optimum solution within 24 hours, which is set as computational time
limitation. Therefore, the problem is reduced by neglecting the N-1 security constraints. After
5 hours, the incumbent of integer solution cannot be found. In addition, the lower bound of the
branch and bound process, i.e. the higher solution of NLP problems solved so far, is greater
than 2,612 million US$. This situation indicates that even though the optimum solution can be
found, its value will not be lower than 2,612 million US$. Comparing the results obtained from

the proposed method, one can see that the total of investment and operation costs is 2,589.4
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Table 6.25 Detail of investment plan of MTEP-AC-NSEC for Garver system

From To Number of circuits Cost (10% US$)

First stage

2 6 2 45.0

3 5 2 30.0

4 6 2 45.0
Second stage

2 3 1 20.0

4 6 7 45.0
Third stage

1 5 2 30.0

2 3 Ol 16.0
Investment cost 23 124.1
Installation cost of capacitors? 2 N 1.3
Operating cost 2 2,465.3

! Stringing the secondiCircuit on the tower constructed in the second stage
2 Net present value at 10 % interest rate :
® Less the salvage value/at the end of planning period

US$. Therefore, it can be con€luded that the propesed method can attain the plan better than
the one (if exist) obtained from the direct method even though the N-1 security constraints are

taken into account.
IEEE-24 bus

The MTEP-AC-NSEC+is: formulated in the decomposed structure as proposed in Sec-
tions 3.7.2-3.7.5.  The methods for improving the performance and solution quality are also

applied. The parameter for cut modification, «, is set at 0.5.

The results are'shown'in Table'6.26."After performing 163-iterations, the proposed proce-
dure is finished within 15,489 seconds. The details of the installation of reactive power devices
are shown in Table 6.27. In the table, ‘CAP.” is refers to the capacitor, and ‘REAC.” is refers to

the reactor.

The power flow diagram for each stage is shown in Figures 6.11, 6.12 and 6.13. The

examples of the single outage contingencies can be shown in Figures 6.14, 6.15, 6.16.
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Table 6.26 Detail of investment plan of MTEP-AC-NSEC for IEEE-24 bus system

From To Number of circuits Cost (10° US$)
First stage
1 5 2 33.0
2 4 1 33.0
3 24 1 50.0
6 1 16.0
6 24.0
7 24.0
7 24.0
14 129.0
15 102.0
15 72.0
Second stage
10 50.0
16 54.0
Third stage
11 58.0
Investment cost 2 425.1
18.0

Installation cost of cap :
Operating cost -+— - 11,940.1

-

! Net present alué a A

2 Less the salvage Value 2
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Figure 6.11 Power flow diagram of the first stage for IEEE-24 bus system
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Figure 6.12 Power flow diagram of the second stage for IEEE-24 bus system
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Figure 6.13 Power flow diagram of the third stage for IEEE-24 bus system
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Figure 6.14 Power flow diagram of the first stage for IEEE-24 bus system with transformer 12-10 tripped
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Figure 6.15 Power flow diagram of the second stage for IEEE-24 bus system with line 15-24 tripped
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Figure 6.16 Power flow diagram of the third stage for IEEE-24 bus system with line 6-10 tripped
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Table 6.27 Detail of installation of reactive power device for IEEE-24 bus system

Bus First Stage Second stage Third Stage
CAP. REAC. CAP. REAC. CAP. REAC.
3 200.0 - - - - -
4 106.8 - 25.1 - 36.3 -
5 113.6 \ L - - -
6 - 120.2 - - - -
7 b 85 = - - -
8 200,0 - - = - -
9 2000 / ~ — - -
10 - W5 N 225 7.6 -
11 200.0 4 A " - -
12 200.0 4 - 3 - -
15 200.0 - g \ - -
16 1.6 - - x - -
17 2oglo 2 = \ - -
19 15398 & 206 - 155 -
20 9.4 = 691 - 1215 1574
24 200.0 2 e - - -
Total 1,985:4 3062 1249 225 180.8 157.4

Northeastern Thailand system

The problem is_formulated in the decomposed structure as proposed in Sections 3.7.2—
3.7.5 with the methods for improving the performance and solution quality as proposed in

Chapter 4. The paramiaterfor cutmadification; a; iS'setat0.5.

After performing 158 iterations, the proposed procedure is finished within 18,220 sec-

onds. The details of the investment plan are shown in Table 6.28.

The voltages at buses for the base case in each stage are shown in Table 6.29. The
generated power and controlled voltages are shown in Table 6.30. In addition, the reactive

power devices installed at buses are shown in Table 6.31.
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Table 6.28 Detail of investment plan of MTEP-AC-NSEC for northeastern Thailand
system

From To Number of circuits Cost (10 US$)
First stage
6 11 1 25.6
7 38 1 18.5
10 1 21.3
17 24.2
18 6.1
20 25.4
24 32.2
47 18.4
56 19.5
Second stage
2 18.8
4 50.8
37 22.5
Third stage
3 8.6
11 18.8
18 4.9
21 64.8
Investment cost . 197.4
Installation cost of apaC|tors 23 ' : 27.8

Operating cost? € g o 47224

% Less thaﬂlvage value at the end oféylannlng perlod

ARIANN I UNIINYAY



Table 6.29 Bus voltage of northeastern Thailand system

Bus First Stage Second stage Third Stage

p.u. deg. p.u. deg. p.u. deg.
1 0.99 -39.92 1.01 -48.02 1.01 -49.62
2 1.05 -26.36 1.05 3242 1.05 -3241
3 1.04 '///) -37.55 1.05 -38.71
4 1.04. & 39.14 1.05 -39.83
5 1&7 104 5412
6 1.03 -38.40
7 1.00 -55.96
8 1.03 -41.26
9 1.01 -53.95
10 1.01 -44.70
11 1.05 -33.64
12 1.05 -30.39
13 1.05 -2141
14 1.05 -27.26
15 1.05 -39.67
16 1.03 -48.92
17 : ) 1.01 -56.16
18 2@ 105 —40.20
1 05 -28.99 105 -352 1.05 -35.64
fj %’ 105 -41.01
ﬁuﬁﬂ BEN M‘tﬂ‘i
103 -28.27% 1.03 —34 09 -36.91

am AR NI TN
-5 -5 —63.45
1.01 -39.60 1.02 -47.17 1.02 -48.39
26 0.98 -4851 1.00 -56.11 099 -5941
27 0.98 -48.76 1.00 -56.34 0.99 -59.72
28 1.01 -43.73 1.03 -50.17 1.03 -52.78
29 1.02  -40.52 1.04 -46.39 1.04 -48.39
30 1.05 -23.16 105 -27.97 1.05 -30.52
31 1.04 -21.29 1.04 -25.70 1.03 -28.00
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Table 6.29 Bus voltage of northeastern Thailand system-continued

Bus First Stage Second stage Third Stage

p.u. deg. p.u. deg. p.u. deg.
32 1.03 -14.67 1.03 -17.80 1.02  -19.08
33 1.05 -37.65 1.05 -41.85 1.05 -43.08
34 1.05 -38.64 105 -41.80 1.05 -43.23
35 1.02 4317 103+ —49.61 1.03 -51.92
36 104w —44.14 1:02..=50.74 1.03 -53.22
37 0.98__=51725 1200w, —53.37 1.00 -57.06
38 0.99+" 48.21 1.00 =52.48 1.00 -55.79
39 1007 #5500 | 1101 . =49.37 1.00 -52.31
40 1.05f" #1591, - 4 4105 \ -18.87 1.05 -20.31
41 4:05 4 43976 » 105 4681 1.05 -47.52
42 102 f-4489 ) 102, -53.09 1.02  -54.91
43 1.0y #£44.78 - 1.01 . -50.24 1.02 -53.21
44 099 -47.79 J;LOO -53.41 1.00 -56.68
45 10087 44,08 ;:1:01(,-5 ~52.63 101 -54.20
46 102 -29.49 104 3546 104  -36.50
47 101 4114 103 =493 104 —49.71
48 -1.01 —43.65 1.02  —47.35 1.02  -49.92
49 1.00 -35.92 1.01 4344 1.00 -46.75
50 .02 -40.04 1.03 -47.86 1.05 -48.26
51 1002, -37.63 104 -45.23 1.05 -44.60
52 1,03, =36.25 1.04\ =43.69 1.05 -43.37
53 1.01 -44.45 1.03 -50.72 1.03 -53.38
54 1,04, ~~43:46 1,03 ~—49.61 1:044 1-52.11
55 1.02 4242 1.04 (=47.34 2.041..0-49.48
56 0.99 -40.66 1.00 -48.86 1.00 -50.59
57 1.00 -45.91 1.01 -54.43 1.01 -56.36
58 1.05 -18.53 1.05 -22.32 1.05 -24.22
59 1.01  -44.75 1.02 -53.05 1.02 -54.82
60 1.00 -43.58 1.02  -50.90 1.02 -53.01
61 0.99 -39.90 1.01  -48.00 1.01 -49.56
62 1.01 -38.45 1.03  -46.29 1.03  -47.11
63 1.03  -39.04 1.04 -44.60 1.04 -46.31
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Table 6.29 Bus voltage of northeastern Thailand system-continued

Bus First Stage Second stage Third Stage

p.u. deg. p.u. deg. p.u. deg.
64 1.00 -4481 101 -48.62 101 -5141
65 0.99 -46.85 101 -53.96 1.01 -57.09
66 1.05 -34.50 105 -39.09 1.05 -39.87
67 1.05 -32.16 1054 —37.43 1.05 -37.84
68 1.0%w.=44-59 1:02_...=52.86 1.02 5457
69 1.01__.—44.08 1702, —52.24 1.02 -53.94
70 1.02# _40.87 1.03 =48.45 1.04 4957
71 1.007 #4570 1.01 . —49.65 1.01 5258
72 1.008 #4594 : 4102 -48.87 1.01 -5157
73 1.025 4494 < 1.02  -53.09 1.02 -54091
74 108 #4193 ) 104 -49.99 1.05 -50.66
75 1.0 #£39.17 1.04 | -46.93 1.05 -46.77

S

Table 6.30 Generated power ant controlled voltage of northeastern Thailand system

Bus First Stage Second stage Third Stage
MW p.u. MW p.u. MW p.u.
2 920:0 .~ 41.05 1,104.0 ., ;105 1,288.0 1.05
4 350 | 1.04 42,0/ 1.05 490 1.05
12 0.0 1.05 0.0, 1.05 0.0 1.05
13 50,0, 1.05 60.0 | “1.05 683 1.05
14 60.0 1.05 720 1.05 840 1.05
15 165.0 1.05 198.0 1.05 231.0 1.05
21 0.0 1.05 0.0 1.05 2412  1.05
23 1,183.8 1.05 1,429.2 1.05 15223 1.05
33 65.5 1.05 60.0 1.05 741 1.05
34 1140 1.05 136.8 1.05 159.6 1.05
35 8.0 102 96 103 112 1.03
40 82.8 1.05 103.3 1.05 1204 1.05
41 85.0 1.05 102.0 1.05 119.0 1.05
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Table 6.30 Generated power and controlled voltage of northeastern Thailand system—

continued
Bus First Stage Second stage Third Stage
MW p.u. MW p.u. MW p.u.
58 120.0 1.05 1440 1.05 168.0 1.05
59 50.0 1.02 70.0 1.02
66 290.0 1.05 406.0 1.05
67 49.0 1.05
Total 4,661.1 -

Table 6.31 Detail of ins

Bus

lati

co N o o b W N

05
ﬂuﬁ ﬂﬂﬂiwﬂﬂﬂﬁ

15.71

12 66

461

ortheastern Thailand system
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Third Stage

CAP.

REAC.

31.07

19.30
23.77
13.94
0.79
9.85
0 01

W'] aﬁmm W) NY1NE

3
14
15
16
17
18
20
22

36.14
21.43
200.00
79.27
70.01

- 1.68

- 17.51
- 24.08

0.42

0.11

8.10

8.88
16.27




Table 6.31 Detail of installation of reactive power device for northeastern Thailand system—
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continued
Bus First Stage Second stage Third Stage
CAP. REAC. CAP. REAC. CAP. REAC.
24 57.90 - 8.20 - 14.47 -
25 66.16 .93 48.07 13.82 -
26 16.49 - 5.41 -
27 - 23.80 -
28 55.24 -
29 - 491
30 61.69 -
31 - -
32 - -
35 - -
36 - -
37 20.93 -
38 10.07 -
39 20.35 -
42 - -
43 4.86 -
44 ) 24.85 -
45 “ .26 19.25 -
46 - 0412 89.18 6.94 -
7 ﬂummmwmm -

48

52
53
54
55
56
57
59

19.15
53.95
67.29
47.23
11.73
54.69

4.19

61.54

qmaﬁmm uw‘iﬁwmag

27.92
57.90
21.37
2.83
21.25
3.00
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Table 6.31 Detail of installation of reactive power device for northeastern Thailand system—

continued
Bus First Stage Second stage Third Stage
CAP. REAC. CAP. REAC. CAP. REAC.
60 36.16 - - - 10.40 -
61 6.79 — - - 0.32 -
62 45.68 - - - - -
63 - - - - 40.66 -
64 0.50 - 0.05 - 1.54 -
65 31.16 - - - 1.08 32.60
67 - 2433 - 15.63 - 1.00
68 15.90 - : - - 9.03 -
69 TH15 - i 1% — 97.54 -
70 - - 40.77 - 57.84 -
71 93.04 - b 4% - 0.51 -
72 110.98 - 1.91 - 48.98 -
73 - 1.33 - - - -
74 46.17 - — - 1.73 -
Total 2,780.05  272.43 521.19 374.44 852.96 64.50
Discussion

It is clearly!shown.thatthe proposed method can.provide ‘'anfoptimum plan for all the
MTEP-AC-NSEC problems. Considering the obtained-plan, one can investigate the following

characteristics.

(@) The level of investment is increased from the ones obtained from other TEP problems in
all the previous tests, since this test includes all necessary constraints, i.e. AC model,

multistage planning, and N-1 security constraints.

(b) The level of investment in the first stage is higher than ones of the subsequent stages. The
reason arise from two issues. The first one concerns with the N-1 security constraints.
Since the initial configurations of test systems do not meet the N-1 planning criteria, the

transmission lines are mainly required to serve that criteria in the first stage. In case of
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the northeastern Thailand system, the initial configuration nearly satisfies the N-1 planning
criteria. Therefore, the transmission lines constructed in the first stage are mostly of the
parallel to the existing redial lines. The second reason relates to the transmission conges-
tion. Since the operation cost is generally higher than the investment cost, the congestion
should be relieved since the early stage. Therefore, transmission lines in the first stage are

also used to reduce the congestion.

It is also found that solving the MTEP-AC-NSEC problem by direct method, i.e. without
decomposition, is not appropriate, since the size of the problem is very large, resulting in a
large scale nonconvex MINLEP. The-general methods based on convex optimization usually fail
in solving this problem. in"addition; performance of the computation may be very poor due to

the large storage of the computational data.
6.6 Multistage TEP with N-1 Security, and \oltage Stability Constraints

In this section, the application 6f the prdpo's’ed method with voltage stability consider-
ation which is introduced in Section-5:1"is ilIUsf‘rated. The objective is to show that the con-
straints which can be taken into acegunt by the decb’hposition based approach are not limited

to the ones proposed in Chapter 3: T

The Garver system is used to illustrated this application. Fhe operating cost is not taken
into account. The multistage TEP problem with N-1 security and voltage stability constraints
(MTEP-AC-NSEC-VSTAB) is.formulated by the formulation proposed in Section 5.1 com-
pared to the MTEP-AC-NSEC problem: Both problems are solved by'the decomposition based

method. The parameter of cut modification, «;, is set to 0.5. The results are shown in Table 6.32.

In this test, the voltage stability“margin, V Sy, iS set at'10. By performing the voltage
stability analysis of the system when the plan obtained from solving the MTEP-AC-NSEC
problem is applied, it can be found that the minimum eigenvalue of the system is 5.36, which
occurs in the first stage when the line 4-6 was tripped. Therefore, it is reasonable to solve the
MTEP-AC-NSEC-VSTAB problem to obtain a new feasible plan which satisfied the voltage

stability margin.

Comparisons of the V-P characteristics at bus 2 between the plan obtained by solving
MTEP-AC-NSEC-VTAB problem and the plan obtained by solving MTEP-AC-NSEC problem
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Table 6.32 Comparison of plans between MTEP-AC-NSEC-VSTAB and MTEP-AC-

NSEC
Stage MTEP-AC-NSEC-VSTAB MTEP-AC-NSEC
From-To Number From-To Number

First stage 2-3 2 2-6 1
3-5 2 3-5 2
4-6 2 4-6 1
4-6 2 4-6 2

Second stage 2-6 s 2-6 11

Third stage 1-5 2 1-5 1
2-6 L 2-6

Investment cost 23 (109US$) 1825 118.2

! Stringing the second circuit on the tower conétru_cted in the previous stage
2 Net present value at 10/% interest rate
3 Less the salvage value at the end of planning period

for the base case in every stage are shown in Figﬁres 6.17, 6.18 and 6.19.

Discussion

Considering the results, one can see that the investment cost of the plan obtained from
solving the MTEP-AC-NSEC-VSTAB problem is higher than the investment cost of the plan
obtained from solving the MTEP-AC-NSEC problem since the transmission reinforcement is
increased in order ta: meét the specified voltage:stability margin:y €omparing the plan for the
first stage, one can also found that the line 2-6 whichis in the plan obtained from solving
the MTEP-AC-NSEC problem is_not.in the plan obtained from solving the MTEP-AC-NSEC-
VSTAB problem. | Therefore, solvingthe  TEP problem with \oltage stability constraints by
using the plan obtained from the TEP problem without voltage stability constraints as a base
configuration cannot be obtained the optimal plan same as the one obtained from the proposed

method.

In addition, the results of voltage stability analysis are also consistent with the V-P curves
obtained from solving the continuation power flow which indicate that the instability point for
every stage is farther when the the plan obtained from the MTEP-AC-NSEC-VSTAB is applied.
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6.7 TEP with UPFC Installation #1244

In this section, the UPFC installation W.illl'b'é mtaken intoraccount in the TEP problem.
The objective of this test is to demonstrate that the application' of the proposed framework
is not limited to the conventional method of power system development, i.e. construction of
transmission lines and installation of transformers, but it can be extended to include modern

devices, e.g. UREC,which willibelinvalved in the transmissionplanning activity in the future.

Since one of the major benefits of the UPFC is to. increase the transfer capability of the
transmission line, to demaonstrate its application, the situation of the deficient in transmission
paths is simulated. In this case, it is assumed that the transmission lines 2—6 and 4-6 of the
Garver system cannot be constructed. Therefore, the generated power from the new power
plant installed at bus 6 has to be transmitted to the other buses, i.e. buses 1, 3 and 5. In addition,
the power demand at buses 2 and 4 cannot be received the power from bus 6. It should be noted
that this scenario can occur in the actual situation in case the transmission paths 2—-6 and 4-6

pass some forbidden areas. e.g. watershed area, reserved forest, etc.

The single stage TEP problem with N-1 security constraints and UPFC installation is
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formulated by the method proposed in Section 5.2 and solved by the decomposition based ap-
proach. The result compared with the one obtained from solving the single stage TEP problem
with N-1 security constraints in which the UPFC installation is not taken into account is shown

in Table 6.33.

Table 6.33 Comparison of plans between TEP with UPFC and TEP without UPFC

Result TEP with UPFC TEP without UPFC
From=To Number Cost From-To Number Cost
(108 US$) (106 US$)
Plan 248 2 30.0 ] 1 20.0
4-51 1 69.8 2-3 2 30.0
5-6 2 - 7915 2-4 2 60.0
546 2 915 5-6 2 91.5
5-6 2 91.5
Total cost 2828 293.0
(106 USS$) =

¥

! Installing the UPFC at bus 4

The UPFC is installed.at -bus.4 connected to the transmission line 4-5. The power flow

diagram of the Garver system when applying the obtained plan is shown in Figure 6.20.

From the power system-analysis, it is found that the UPFC has the benefit to the power
system operationin the case of contingencies. Based on the configuration shown in Figure 6.20,
if the UPFC is notiinstalled, the system cannot be operated within the defined operating limits in
cases the'lines1<4; 2=3, 2=4and4=-5are tripped :When the UPEC! is‘installed, the system meets
the N-1 planning criteria. The examples of the power flow solutions of the Contingency cases
are shown in Figures 6.21 and 6.22. When the line 2-3 is tripped, the power exchange between
the series and shunt converters is equal to 6.4 MW. In addition, when the line 4-5 is tripped, the

series converter is also tripped, and the UPFC is operated in the mode of STATCOM.

Discussion

It can be seen from the obtained results that the proposed method for solving the TEP

problem can be applied taking into account the UPFC device. From the power system analysis,
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CHAPTER VII

CONCLUSION

In this chapter, the advantage and disadvantage of the proposed method is summarized.
In addition, the research works about the TEP which can be further developed are also intro-

duced.
7.1 Dissertation Summary

This dissertation proposes-a method for.solving a multistage transmission expansion
planning problem based on“an AC model With N-1 security constraints (MTEP-AC-NSEC).
The transmission congestion is-alse taken [into account. It Is noted that this problem is an
actual problem in the TEP aetivity which has never been addressed in any previous research
works. The problem formulation is proposediin a decomposed structure and then solved by the
proposed method based on generalized Benders decomposition. In general, there are several
formulations of TEP problem developed‘in thistissertation. The single stage TEP problem
based on a DC model (STEP-DC) without secu'r-ity:constraints [34] is used as a starting point.
Then, subsequent formulations are developed from the formulation of the STEP-DC problem.
For all of developed formulations, the decomposﬁibﬁ concept is applied in solving those prob-
lems. Then, the complexity of the formulation is .'inéreased until the one of MTEP-AC-NSEC
problem can be derived. The advantage of the decomposition-based approach over the direct
solving method is clearly, shown when N-1 security constraints and AC model are included
in the problem. However, in a simple problem, i.e. MTEP-DC, which deals with only the
multistage planning, the decomposition based method is inferior to the direct solving method.
To handle the difficulty when three aforementioned aspects, i.e. 'the multistage planning, the
N-1 security constraints and the AC model, are simultaneously taken into account, the local
search technigue for:salvingthe investment problem is developed to reducethe computational

burden which arise from the multistage planning.

The solution quality are also taken into account in this dissertation. The cuts are modified
in order that the set of feasible plans is underestimated by the modified cuts, and some good
quality optimum plans are not be excluded from this feasible set. Even though the global

optimality is not guaranteed, the proposed method attempts to find a good local optimum plan.

In addition, the applications of the decomposition based method are demonstrated in
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the cases of the TEP problem with voltage stability constraints and TEP problem with FACTS
device installation. The proposed formulations of these problems can be exploited in the further

research of these topics.
7.2 Advantage and Disadvantage

The advantage of the proposed method is the computational burden reduction derived
from the decomposition concept. The results obtaingd from solving the convex problem, i.e. the
problem based on the DC model, is guaranteed to‘be-global optimum plan. For the nonconvex
problem, i.e. the problem based on the AC model, the technique for improving the solution
quality is developed. The obtained resulis for the noncenvex problem is same as the best ones

found in previous research warks for-all common test systems.

Apart from the N-LlsSecurity constraintis,‘ the decomposition concept can be applied in
case various load scenarios haveto betaken into account in the TEP problem. The formulation
of this problem can be develgped in the same manner of the one in which the N-1 security

constraints is taken into account.

One of the benefits which can be ohviously seen from the proposed formulation concerns
about the memory management of the compute'r'ru-n'h-ing optimization solver. Since the opera-
tion problem for each'seénario is solved separately from each other. The data of all operation
problems are not necessary to be loaded simultaneously in case the memory resource is limited
for a large scale problem. In addition, this concept can be extended to the case of parallel pro-
cessing technique [81].] However fif alliof operation probléms,cambe solved simultaneously by
distributed processing units, the computational time for'solving the operation problem can be

considerably reduced.

The disadvantage can be pointed out from two aspects. The first one concerns with the
solution quality, i.e. the global optimality of the solution cannot be guaranteed in the case of
problem based on the AC model. It is known that only one method to attain the global optimum
of the nonconvex problem is to solve the problem by global optimization algorithm [19,57-59].
However, this method is not practical in the case of actual TEP problems since the algorithm
will suffer from a curse of dimensionality. The second one relates to the computational aspect
in case the TEP problem is infeasible. As stated in Chapter 4, the investment problem normally

underestimates the set of feasible plan. Therefore, if the main problem is infeasible, the invest-
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ment problem will estimate that it is feasible in the early iteration. However, when the iteration

number increases, the infeasibility can be detected by the investment problem with the added

cuts. The time spent to detect the infeasibility may be long, and in some cases, longer than that

of the general optimization solver. Fortunately, this situation hardly occurs, since actual TEP

problems are usually feasible.

7.3 Further Works

There are several topics of transmission €xpansion planning which are not comprehen-

sively addressed in previous research works, Examples of them are listed below.

(a)

(b)

(©)

Transmission expansionsplanning problem with additional constraints which have to be
taken into account in some occasions, e.g. transient stability, short-circuit current limit, etc.
The transient stability constraints aré usua‘lly_taken into account when transferring a large
amount of power in thejpower purchasing rizroject, while the short-circuit current constraints

are normally considered in the transmission planning for the urban area.

#

Transmission expansion planning in coordinatigln with generation planning. The process
of power system planning will be much mq?r_e efficient when the generation planning is
coordinated with the transmirss'ion expansion pl;';nhing. \When the transmission constraints
are taken into accotnt in the generation planning, a good quality generation plan will be
attained. With the goad quality generation plan, the good optimum transmission plan can

be obtained.

Transmission expansion planning with FACTS devices installation. With the versatile char-
acteristics of the FACTS devices, i.e. UPFC, HVDC, STATCOM, etc., they will be com-
pletely involvediaithe power-system developmentinithenear future.Therefore, the method
for salving the transmission expansion planning problem should be progressed to evaluated
the benefit of the installation of FACTS devices. Even though the preliminary detail of
the transmission expansion planning with the UPFC installation has been proposed in this

dissertation, the comprehensive details can be studied in the further works.
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APPENDIX

DATA OF TEST SYSTEMS

In this chapter, the detailed information of the Garver system, the IEEE-24 bus system
and the northeastern Thailand system are presented. The active, reactive, and apparent power
are expressed in MW, MVAr, and MVA, respectively. The columns pg and ¢4 refer to the active
and reactive power demand, pg'® and pg‘i” represent the maximum and minimum limits of the
active power generation, g5 and qg"” refer to'the maximum and minimum limits of the reactive

power generation.

The branch parameters, Le«#;;,.z;;, and b;;, are.expressed in per unit based on 100 MVA.
The n? is the number of circuit of existing branches, n,, is the available number of transmission
path connected between twe'buses and n isthe maximum number of transformers which can

be installed. The costs, ¢, and cq/ds expressed.in million US$ and US$/KWh respectively.

There are three defined types of the transmission lines which can be constructed on each
path as follows: :
(a) Stringing the first circuit on double-circuit {ower: The cost of construction is defined in the

table. I

(b) Double circuit tower: The cost of construction is defined by multiplying the cost expresses
in the table by 1.5.

(c) Stringing the second circuit on the existing,tower: The cost of construction is defined by

multiplying the cost expresses in the table by 0.8:

For thetransformer;the'cost of instatlation‘islinear with réspectito’the pumber of installed
units. The installation cost of both capacitors and reactors is setat 0.01'million US$/MVAr for

every test system.
A.1l Garver system

The system consists of 6 buses and 6 transmission lines. There are 15 candidate paths.
Bus and transmission line data are listed in Tables A.1 and A.2. The capacitors and reactors can
be installed to compensate the reactive power at every bus. The maximum size of installation
are 50 MVAr for both devices.
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The UPFC data is shown in Table A.3. The installation cost is calculated by the formula
presented in Ref. [82] which is interpolated from the Siemens AG Database. It is assumed that
percent impedances and capacities of the series transformers are equal to those of the shunt
transformers. In addition, the rated voltages at the high voltage side of the series transformers
are equal to 20 % of system voltage. The capacities of DC link, series and shunt converters for

each UPFC are equal to the capacity of transformer.

In Table A3, z; and s refer to the percentimpedance and the capacity of the transformer
in MVA; vs”;‘” and v@® are the.minimum and maximum-voltages of the series converter; vggi”
and v are the minimum and.maximum voltages of the shunt converter; c; is the installation

cost.

Tahle A.1-Bus data- of Garver system

Bus  Type po £ "0 pg“ax'" PRl Ngge g cq
1 SL sQF -4 465 /- 12604 %0 48  -10  0.04
2 PQ © 240 .48 i, L - - -
3 PV 400578 370 ' 0 101 -10  0.08
4 PQ 160, 82 e - - - -
5 PO 240 48 i i - - -
6 2% = — 5 0 183 -10 012

Table A.2 Transmission line data of Garver system

From To Tij 45 bij S;njax Cp n? Tp

0.040 0.40 0.00 120 40 1
0.038 0.38 0.00 120 38 -

0.060 0.60 0.00 100 60 1
0.020 0.20 0.00 120 20 1
0.068 0.68 0.00 90 68 -
0.020 0.20 0.00 120 20 1
0.040 0.40 0.00 120 40 1

NN R R R R
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Table A.2 Transmission line data of Garver system—continued

From

To Tij Tij bi; CH Cp n Tp

2 5 0.031 0.31 0.00 120 31 - 4
2 6 0.030 0.30 0.00 120 30 - 4
3 4 0.059 0.59 0.00 120 59 - 4
3 5 20 1 4
3 6 48 - 4
4 5 63 - 4
4 6 30 - 4
5 6 61 - 4
From v cr
1 11 8.45
1 11 8.45
1 11 7.12
1 11 8.45
1 l 36.0 0.2 6.44
WEI‘ l] i 8.45
f:], y Wﬂ m e °ﬂ

q W'W éN nm uom'a ﬂa&ﬂ a Eluz

48.0
3 6 10 48.0 0.0 0.2 0.9 11
4 5 10 38.0 0.0 0.2 0.9 11
5 6 10 39.2 0.0 0.2 0.9 11

8.45
8.45
6.78
6.98
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A.2 |IEEE-24 bus system

The system consists of 24 buses, 33 circuits of transmission lines and 5 transformers.
There are 41 candidate paths. Bus, transmission line and transformer data of the IEEE-24 bus
system are listed in Tables A.4, A5 and A.6. The capacitors and reactors can be installed to
compensate the reactive power at every bus. The maximum size of installation are 200 MVAr

for both devices.

Table'A.4 Bus data of |EEE=24 bus system

Bus  Type i o dd | BF PR @ g cq
1 SL #8244 /66 576 0 240 -150 0.5
2 PV 2014 [ 60 © 516 0. 240 -150 0.5
3 PQdf 540 4 fliie— \ - - -
4 po dood f Usei > A - - -
5 pQ" 3 f 42 R A\t - - -
6 pv 408 84 ‘0. 0 0 -300 0.0
7 PV 375 Ji#5- - 900 0 540 0 008
8 PQ 513 - 105 T, - - - -
9 PQ 525 108 — - - -

10 PO 585 120 = = 1 - -
11 PQ - — s e - - -
12 PQ - - - - - - -
13 PV, | 795 162, . 1773 0, .. 720 0 008
14 PV | 582 | 117 0 0 600 o -150  0.00
15 PV 951 192 645 0 330 -150 0.08
16 P\ 0 430057 460 O | 465 00/) 24077 £1500 | 0.03
17 PQ - 9 1 - - | -
18 PV 999 204 1200 0 600 -150 0.02
19 PQ 543 111 - - - - -
20 PQ 384 78 - - - - -
21 PV - - 1200 0 600 -150  0.02
22 PV - - 900 0 288 -180 001
23 PV - - 1980 0 930 -375 003
24 PQ - - - - - - -




Table A.5 Transmission line data of IEEE-24 bus system

From To Tij Tij bij sg‘jax Ch n? np
1 2 00026 00139 04611 200 3 1 2
1 3 00546 02112 00572 220 55 1 2
1 5 00218 00845 . 0.0229 220 22 1 2
1 8 0.0348 01344 & /00000 220 35 - 2
2 4 00328 01267 /00343 & 220 33 1 2
2 6 00497019208 0,0520™ 220 50 1 2
2 8  .0:0828™_-0.1267| 0.0000™w220 33 - 2
3 9 00303+ 04190\ |0.0322 220 31 1 2
4 o owPead f0li037) 00281 220 27 1 2
5 10 00228 /00883 " 90.0239 220 23 1 2
6 7 #0.0497 # 0.1920° 1" 0.0000, " 220 50 - 2
6 10 000139 ! 0.0605 %:*_J2T4590 200 16 1 2
7 8  0.0459) +0:0614 140.0166 220 16 1 2
8 9  0042f 0i1651 "'.'-'ﬂ--.o.447 220 43 1 2
8 10 00427 04651 -~ 0.0447 220 43 1 2
11 13 0.0061 .. 0.0476 ;qT_;QQQQ_ 625 66 1 2
11 147 00054 0.0418 0.0879 625/ 58 1 2
12 137700061 00476 00999 625 | 66 1 2
12 23 700124 00966 02030 65 134 1 2
13 14 00057  0.0447  0.0000 625 62 - 2
13 .y 23 ; 00111, - 0.0865, 01818 . ; 625 120 1 2
14| | 16¢ 1.0.0050 | 10.0389 | ©.0818 | 625 54 1 2
14 23 00080 00620  0.0000. 625 86 - 2
15 ) 16 « F00022~ $0.0178 | 1 0.0364 | Y625 24 1 2
15 21 00063 00490  0.1030 = 625 68 2 2
15 24 00067 00519 01091 625 72 1 2
16 17 00033  0.0259  0.0545 625 36 1 2
16 19 00030 00231  0.0485 625 32 1 2
16 23 00105 00822 0.0000 625 114 - 2
17 18 00018 00144 00303 625 20 1 2
17 22 00135 01053 02212 625 146 1 2
18 21 00033 00259 0.0545 625 36 2 2
19 20 00051 0.039 00833 625 55 2 2
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Table A.5 Transmission line data of IEEE-24 bus system—continued

From To Tij Tij sz STjaX Cp n? Np
19 23 0.0078 0.0606 0.0000 625 84 - 2
20 23 0.0028 0.0216 0.0455 625 30 2 2

21 22 0.0087 0.0678 0.1424 625 94 1 2

Table Ai6-Transformer data of IEEE=24 bus system

From To G ) B s?}-ax Ch n? nt
3 24 010023 0.0839% 0.0000 600 50

9 11 0.0023 0:0839° 4 .0.0000 600 50

9 12 0.0023 0.0839 " 0.0000 600 50

10 11 0.0023 0.0839 6.0000 600 50

10 12 0.0023" -, 0.0839 :'-;_O.QOOO 600 50

e
N NN NN

A.3 Northeastern Thailand system

The system consists of 75 buses, 129 transmission lines ahd 24 transformers. There are
119 candidate paths. Bus, transmission line and transformer data of the northeastern Thailands
system are listed in Tables A.7, A.8 and A.9. The capacitors and reactors can be installed to
compensate the reactive power at-every bus. The maximum size of mstallation are 200 MVAr

for both devices.

Table A.7 Bus,data of,northeastern Thailand system

Bus  Type P @ oot g™ q"  c
1 PQ  6L2 339 - - - - -
2 PV 216 134 9200 00 4464  -2880 0.04
3 PQ - - - - - - -
4 PV 90.9 50.3 35.0 0.0 18.0 -9.0 0.03
5 PQ 368 204 - - - - -
6 PQ 761 421 - - - - -




Table A.7 Bus data of northeastern Thailand system-continued

Bus  Type Pd it pg ppin g™ g™ Cg
7 PQ 35 1.9 - - - - -
8 PQ 322 178 - - - - -
9 PQ 195 108 - - - - -
10 PQ ' - _ _
11 PQ - - -
12 PQ -542.9  0.05
13 PV -9.6 0.04
14 PV ~142  0.04
15 PV -36.0 0.02
16 PQ - -
17 PQ _ _
18 PQ - - _
19 PQ - - _
20 PQ - _ _
21 PQ -542.9  0.05
22 - -
23 . , _ -1094.1  0.04
” T L
25 PQ mg 8 ' - -
26 264  14.6 - - - -
27 Ej - -
%ﬂﬂ ﬁﬂﬂwiwanni o
wwmmm UAINENAY -
33 PV - - 720 0.0 39.7 -192 0.5
34 PV 12 07 1140 00 59.5 —28.8  0.04
35 PV 0.6 0.4 80 00 43 00 005
36 PQ 6.1 34 - - - - -
37 PQ 421 233 - - - - -
38 PQ 340 188 - - - - -
39 PQ 1122 621 - - - - -
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Table A.7 Bus data of northeastern Thailand system-continued

Bus  Type Pd it pg ppin g™ g™ Cg
40  PQ 478 264 1200 00 743  -743 004
4 PV 12 07 850 00 384 264 005
42  PQ - - - - - - -
43 PQ | - - -
4 PQ - -
45  PQ - - -
46  PQ - - -
47 PQ - - -
8  PQ - - -
49 PQ - - -
50  PQ - - -
51 PQ _ o
52 PQ _ o
53 PQ _ o
54 PQ - - -
55  PQ 22 - -
56 PQW 209 121 : - -
57 PQFEE—SET———————=7 - -
58 PQ 4 0 43 743 004
59 PV 522 289 ( a 108 0.05
60 EI - -
U ﬁwﬂwiwawni -
erﬁ'@ﬁﬂim SJWI’J‘VIEﬂaB ]
215 119 - - - - -

66 PV 12 07 2000 00 1560  -768 0.04
6 PV 06 04 350 00 155  -108 0.04
68  PQ 380 210 - - - - -
69  PQ 1477  8L7 - - - - -

70 PQ - - - - - -
71 PQ 724 400 - - - _
72 PQ 978 541 - - - -
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Table A.7 Bus data of northeastern Thailand system—continued

Bus  Type P @ oot g™ q"  c
73 PQ - - - - - - -
74 PQ 483 267 - - - - -
75 PQ - - - - - - -

Table A.8 Transmission line'data of northeastern Thailand system

From To Tig 5\ bij sTjax Ch n? Tp
1 10 _ol6sa’ J0Ados ~ 00171 . %4 -1 -
1 10 o@feof o477z 00191, 1629 206 - 2
1 45 700360 f 02550 00883 | 1628 36 1 2
1 56 00208 (01309 0.0196 1629 210 - 2
1 61 00008 / 00033 00005 | 1629 40 2 2
2 12 00129 00931 02044 4204 T29 - 2
2 19 00034 ‘00244 00885 4294 240 - 2
2 21 0001500154 00628 . 8589 -2 -
2 214300020 00211 00484 4204~ 216 - 2
2 51 -/00129 00930 02043 42047 T29 - 2
2 52 00113 00812 01783 4294 645 - 2
3 4 00019 00124 00032 3259 -2 -
3 (o1 4] | 0.0057) 9/0.01630/) 6:0024] © |162.97) “bs - 2
3 g1 00213 00934 00140 1629 = 160 - 2
3 20 00223 _ 00980 00147 % 1629  167% - 2
3\ 67, ‘qoi17 J 00515, 0077 . 16297 108\ - 2
4 18 00298 00836 00117 1195 -2 -
4 18 00184 00811 00122 1629 144 - 2
4 20 00205 00901 00135 1629 156 - 2
4 67 00623 00782 00083  67.1 -1 -
4 67 00151 00663 00099 1629 124 - 2
4 71 00991 02813 00387 1195 -2 -
4 71 00615 02705 00405 1629 39.7 - 2
4 72 00832 02339 00328 3259 -2 -
4 72 00516 02269 00340 1629 339 - 2




Table A.8 Transmission line data of northeastern Thailand system-—

continued
From To Tij Tij bij s?‘jax Cp np
5 26 02398 03017  0.0323 67.1 - -
5 26 00583 02561 00384 1629  37.8 2
5 68 00409 01799 | 100270 1629  27.6 2
5 74 00495 01390 00195 = 1195 - -
5 74 00307 01348 00202+ 1629 216 2
6 11  0.0876=-01653 ¥ 0.0248 1629 256 2
7 38 00812 04212 | 00154 1195 - -
7 38 «010255¢" 04121 | 00168 . 1620 185 2
8 18 00399 /04119 L_ 0.0157. . 1195 - -
g8 18 00947/ J04085 ';6".0163 1629 181 2
s 20 ‘00281 / 01234 100185 | 1629 200 2
8 22 00975 [0.2742 f@_.0385 1195 - -
8 22 00606 / 02662 00399 . 1629 39.1 2
8 46 00235 01031 OOfss L1629 173 2
9 43 00101 “.0300 a.gosé 1195 - -
9 44 01106703260 00417 1195 - -
9 4400688 03024 00453 162.9-) 43.9 2
10 30 ~/01579 0339 00411 964~ - -
10 30 00693 03047 00457 1629  44.2 2
10 31 01389 03914 00551 1195 - -
10 (5817 | 0.0866) 0/0.3806%/) 60571 © 162,957 “54.4 2
10 ',49"" 00489 " 0.4372" ' 00192 1195 - -
10 49 00303 01381 00200 &% 1629 213 2
10 61 “0.0815 1 01385 | 00208 | 1629°| 224 2
11 46 00549 01616 00206 1195 - -
11 46 00340 01496 00224 1629 235 2
12 19 00111 00803 01762 4294 638 2
12 21 00097 00702 01546  429.4 - -
12 21 00098 00703 01545 4294  56.7 2
12 32 00101 00729 01605 4294 587 2
13 14 00515 01523 00192 1195 - -
13 14 00319 01403 00210 1629 223 2
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Table A.8 Transmission line data of northeastern Thailand system-—

continued
From To Tij Tij bij s?‘jax Cp np
14 18 00872 02582 00326 1195 - -
14 18 00541 02380 00357 1629 353 2
15 70 00225 01637, | 103661  429.4 - -
16 20 00753 02118 & 00297 . 1195 - -
16 20 00467 02054 00308+ 1629  31.0 2
16 25  0.1466~0.1464 ¥ 0.0156 67.1 - -
16 25 00283 04243 | 00186 1629 20.2 2
16 47 «010272¢" 04195 | 00179 ~ 1629 195 2
16 50 003824 /04071 L' 0.0150. - 119.5 - -
16 50 008364 04030 00156 ' 1629 17.4 2
16 53 “ozb / 03415 00513 | 1629 492 2
16 60 00263 [0.1158 fo_.0173 1629  19.0 2
17 57 00384 / 01556 ~ 0.0233 | 1629 243 2
17 69  0.0352 0.1-5-47 '6{6'_232! 1629 242 2
18 20 00071 “0.0198 a.gozé 1195 - -
18 20 0.0044 00192 00029 1629 6.1 2
18 22401365 03845 00541 1195, - -
18 22 ~/00851 03739 00560 1629 535 2
18 25 02222 02794 00299 67.1 - -
18 25 00540 02372 00356 1629 352 2
18 (5467 | 0.1890) ©/0.23767/) 6:0254 67.1 - -
18 ' ,46" " 00459 ' 0.2016° ' 0.0302" ““162.9 ' 305 2
18 67 01410 01771  0.0189 67.1 - -
18\ 670\ “0.0842 ) 01503 @ 00225 . 162.9°| 236 2
19 21 00007 00050 00110  429.4 - -
19 21 00007 00050 00110 4294 102 2
19 51 00106 00762 01672 4294  60.9 2
19 52 00089 00639 01403 4294 521 2
20 25 00372 01636 00245 1629 254 2
20 67 00332 01461 00219 1629 231 2
21 51 00113 00817 01794 4294 648 2
21 52 0.0092 00663 01459 4294  53.9 2
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Table A.8 Transmission line data of northeastern Thailand system-—

continued
From To Tij Tij bij s?‘jax Cp n0 np
22 30 00612 01719 00241 1195 -1 -
22 30 00379 01667 00250 1629 258 - 2
22 31 00501 0.1407, | J00197 1195 - 1 -
22 31 00310 01364 00204 1629 218 - 2
23 32 00065 00468 04028+ 1503.1 -2 -
23 32 0006500468 ' 010284294 400 - 2
24 37 00787 02318 | 0029 . 1195 - 1 -
24 37 004834 02147 | 00322 1629 322 - 2
25 50 0109864 /01232 L' 0.0133 67.1 -1 -
25 50 008394 f0d05o- 00157, \ 1629 176 - 2
26 27 #0085 £ 00243 00036 . 1629 68 1 2
26 65 00202 [0.1282 fq.0192 1629 207 1 2
27 65 00226 / 00994 ~ 00149 « 1629 168 1 2
28 54 o0is7gl 02095 00285 | 67. -1 -
28 54  0.0456 “0.2004 a.qaoé 1629 303 - 2
28 65 00380 04670 00250 1629 259 2 2
29 55400086 00620 01370 4294 509 1 2
20 63 ~/00019 00136 00299 4294 - 1 -
30 31 00074 00324 00048 1629 79 2 2
30 46 02861 03603 00386 67.1 -1 -
30 (246] | 0.0696) 9/0.30600/) 0:0469 © 116295 444 - 2
31 58" 00303 00872 00117 1175 -2 -
31 58 00187 00823 00123 & 1629 14600 - 2
33, 34\ “00456 | 0.1349. | 00170 . 1195 NFL -
33 43 00862 02549 00321 1195 -1 -
34 48 00740 02080 00292 1195 -2 -
34 48 01892 02378  0.0254 67.1 -1 -
36 44 00354 01557 00233 1629 244 - 2
3 53 00164 00721 00108 1629 132 1 2
3 54 00245 01078 00162 1629 180 - 2
3 60 00330 01452 00217 1629 229 1 2
37 71 00522 01534 00196 1195 - 1 -
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Table A.8 Transmission line data of northeastern Thailand system-—

continued
From To Tij Tij bij s?‘jax Cp n0 np
37 71 00323 01420 00213 1629 225 - 2
37 72 00388 01707 00256 1629 264 1 2
38 44 00557  0.1656, | /00207 1195 - 1 -
38 44 00345 01518 00228 = 1629 238 - 2
38 71 00313 01374 00206+ 1629 219 - 2
38 72 0.0890+01159 ¥ 001451195 -1 -
38 72 0021 04061 | 00159 1629 177 - 2
39 48 00261 00732 | 00103 1195 -2 -
39 64 00283 /00355 L' 0.0038 67.1 -1 -
39 71 005/ o433 —00187, 1195 - 1 -
30 71 #1160 £ 01456  \0.0156 67.1 - 1 -
39 71 00204 [0.1292 fq.0194 1629 208 - 2
39 72 00527 / 01480 ~ 00208 | 1495 - 1 -
39 72 0032 0443 00215 L1629 227 - 2
40 58 00448 01290 a.gué 1175 - 1 -
40 58 0027704219 00183 1629 198 - 2
41 59400064 00283 00042 1629, 74 - 2
41 69 ~/oo717 02013 00283 195 - 2 -
41 69 00445 01054 00293 1629 297 - 2
42 59 00608 01789 00228 1195 -1 -
42 (273 | 0.0709) ©/0.20870/) 6:0266 © 11195 - 1 -
44 " 53" 00746 ' 0.1608° ' 0.0190 96.4 - 1 -
44 53 00521 0.585 00195 & 1195 ) 1 -
44\ 530 %00326 | 01484 | 00215 | 162.9° 227\ ~- 2
44 54 00308 01354 00203 1629 216 - 2
44 72 01454 03139  0.0372 96.4 -1 -
44 72 00638 02803 00420 1629 410 - 2
45 50 00576 02532 00380 1629 374 2 2
47 50 00253 01110 00166 1629 184 1 2
47 60 00317 01392 00209 1629 222 - 2
48 64 00467 00586  0.0063 67.1 -1 -
50 74 00701 01970 00276 1195 -2 -
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Table A.8 Transmission line data of northeastern Thailand system-—

continued
From To Tij Tij bij s;»"jax Cp n0 np
50 74 0.0435 0.1912 0.0287 162.9 29.1 - 2
51 52 0.0020 0.0144 0.0316 429.4 16.9 2 2
51 62 . 0.104 295 429.4 81.1 - 2
5. 75 0. S‘V/Z : - 2 -
51 75 : 0. 084, 41.8 - 2
52 62 - 2 -
52 62 81.0 - 2
52 75 52.5 - 2
53 54 - 2 -
53 54 10.1 - 2
53 65 - 1 -
53 65 29.4 - 2
55 63 - 1 -
56 61 19.5 1 2
57 69 - 2 -
57 69 25.7 - 2
57 74 - 2 -
57 74 36.2 - 2
59 68 @1640 - 2 -
59 0. g398 0.1748 0362 162.9 26.9 - 2
: UEINENINEINT. ;
63 @ 2 -
0.0302 0.0846 0.0119 & 1195 -
RV T e e TR L
68 0.0965 0.2850 0.0362 1195 -
68 74 0.0599 0.2635 0.0395 162.9 38.7 - 2
70 75 0.0114 0.0820 0.1801 429.4 65.1 - 2
71 72 0.0111 0.0321 0.0043 117.5 - 1 -
71 72 0.0069 0.0302 0.0045 162.9 7.6 - 2
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Table A.9 Transformer data of northeastern Thailand system

From To Tij Tij bi; iy Cp n it
2 3 00000 00650 0.0000  200.0 - 1 -
2 3 00000 00621  0.0000  200.0 - 1 -
2 3 188 - 2

11 12 - 1 -
11 12 - 1 -
11 12 188 - 2
18 19 - 1 -
18 19 - 1 -
18 19 - 1 -
18 19 188 - 2
28 29 - 1 -
28 29 - 1 -
28 29 188 - 2
31 32 T
31 32 0. 0.0000  1800.0, - 1 -
31 32 00000 0.0550  0.0000 3000 - 1 -
31 32 jz 00 0. 00@ 188 - 2
35 oooo 0.2338  0.0000 - 1 -
50 ﬁ i - 1 -
. ﬂsiJEE MaNaWEINT | -
51 0.0000  0.0650  0.0000 4 200.0 1 -

ﬂ W'] ﬂ\ﬂﬂ‘md AR %cﬁl'}ﬁ oo
0.0000  0.0692  0.0000  200.0 1 -

54 55 00000 0.0692  0.0000  200.0 - 1 -
54 55 00000 00550 00000 3000 188 - 2
61 62  0.0000 00650  0.000  200.0 - 1 -
61 62  0.0000 00650  0.000  200.0 - 1 -
61 62 00000 00550 0.0000 3000 188 - 2

69

70 0.0000 0.0720 0.0000 200.0 - 1
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Table A.9 Transformer data of northeastern Thailand system—continued

From To Tij Tij bij s?}ax Ch n0 nt
69 70  0.0000 0.0720  0.0000  200.0 - 1 -
69 70  0.0000 0.0550  0.0000  300.0 18.8 - 2
74 1 -
74 1 -
74 - 2

¥

AULINENINYINT
IR TN TN




163

Biography

Somphop Asadamongkol was born in Bangkok, Thailand, on June 7, 1976. He received
B.Eng. and M.Eng. degrees in electrical engineering from Chulalongkorn University, Thailand,
in 1997 and 2007, respectively. He has joined System Planning Division, Electricity Gener-
ating Authority of Thailand (EGAT) since May 1997. Currently, he is Acting Head, Trans-

¥

} §
AULINENINYINT
ARIAINTUNRIINYINY




	Cover (Thai) 
	Cover (English) 
	Accepted 
	Abstract (Thai)
	Abstract (English) 
	Acknowledgements 
	Contents 
	Chapter I Introduction
	1.1 Problem Statement
	1.2 Contribution
	1.3 Scope of Work and Limitations
	1.4 Dissertation Outline

	Chapter II Basic Backgrounds
	2.1 Basic Concept of TEP
	2.2 Mathematical Backgrounds

	Chapter III Proposed Formulations and Methodology
	3.1 Basic Framework
	3.2 Handling of Nonlinearity of Investment Cost
	3.3 Single Stage TEP Using DC Model
	3.4 Single Stage TEP Using DC Model with N-1 Security
	3.5 Multistage TEP Using DC Model
	3.6 Single Stage TEP Using AC Model
	3.7 Multistage Stage TEP Using AC Model with N-1 Security
	3.8 Conclusion

	Chapter IV Improvement of DevelopedMethodology
	4.1 Local Search Application
	4.2 Modification of Cuts to Handle Nonconvexity
	4.3 Complete Procedure for Solving MTEP-AC-NSEC Problem
	4.4 Conclusion

	Chapter V TEP with Voltage Stability and FACTS Applications
	5.1 TEP Problem with Voltage Stability Constraint
	5.2 TEP Problem with FACTS Device Installation
	5.3 Conclusion

	Chapter VI Tfest Results
	6.1 Single Stage TEP Using DC Model
	6.2 Single Stage TEP Using DC Model with N-1 Security Constraints
	6.3 Multistage TEP Using DC Model
	6.4 Single Stage TEP Using AC Model
	6.5 Multistage TEP Using AC model with N-1 Security Constraints
	6.6 Multistage TEP with N-1 Security and Voltage Stability Constraints
	6.7 TEP with UPFC Installation

	Chapter VII Conclusion
	7.1 Dissertation Summary
	7.2 Advantage and Disadvantage
	7.3 Further Works

	References 
	Appendix 
	Vita



