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CHAPTER I 

 

INTRODUCTION 

 

1.1 Motivation and Significance of the Research Problem 

Wireless transmission has been growing tremendously in the last decades and has 

been used to transmit/receive multimedia such as images, sound, digital television 

broadcasts, video stream and video conferences which can provide an acceptable 

quality of service to the end user. However, the bandwidth of the channel is limited. 

Thus, the use of efficient coding schemes to compress the video signal, such as H.263, 

MPEG-2, MPEG-4 and H.264/AVC (ITU-T Recommendation H.264, 2005) is 

needed. The H.264/AVC is the best candidate codec for wireless multimedia 

applications. But if some packets are lost or some of the coded bits are corrupted, 

channel errors during transmission, an appropriate data recovering process is required 

to obtain acceptable visual quality. Several methods for error recovery techniques, 

including Automatic Retransmission reQuest (ARQ) (Lin, 1984), Forward Error 

Correction (FEC) (Puri, 2001) and interleaving technique which have been proposed 

to solve the above mentioned problem. ARQ may aggravate the channel congestion 

and can cause a system to drop more data. FEC usually requires redundant parity bits 

for error detection and correction. The interleaving technique may require 

considerable time delay and modification of video coding.  

The H.264/AVC aims for high compression capability and support enhanced 

error-resilient features. Error resilient tools available in H.264/AVC include 

parameter sets, redundant slice, data partition and flexible macroblock ordering 

(FMO). Parameter set provides for robust and efficient conveyance of header 

information. Redundant slice is based on sending the same slice predicted from 

different frame. Data partitioning creates more bit string per slice and allocates all 

symbols of a slice into an individual partition that have a close semantic relationship 

with each other. Flexible macroblock ordering (FMO) (Lamber, 2006) allows 

assigning Macroblocks (MB) into slices in an order other than raster scan order. The 

H.264/AVC video structure divides an image into regions called slice groups. These 

macroblocks are processed in scan order from left to right and top to bottom. Each 

slice can be decoded independently from other slices. FMO scheme allows the 
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rearrangement of each macroblock into different slice group called FMO mapping. 

FMO in H.264/AVC have six pre-defined mapping as defined in the standard and an 

explicit mapping. In explicit FMO mapping, each macroblock can be assigned freely 

to any slice group using an MBAmap (MacroBlock Allocation map). The MBAmap 

consists of an identification number for each macroblock of the image that specifies to 

which slice group that macroblock belongs. The main goal of FMO is to provide a 

macroblock-level interleaving tool to spread out consecutive burst errors to several 

random ones in a frame.  

However, by adapting error-resilience tools in the encoder such as FMO, does 

not guarantee acceptable video quality in high error rate channel condition. Even used 

with channel coding, practical channel encoding and decoding schemes for video 

transmission do not provide perfect error recovery from transmission errors because 

this would require large bandwidth overhead which is impractical in low bit-rate 

channel. In practice, a certain amount of errors can be tolerated at the decoder since 

the human visual perception can tolerate some degrees of distortion and visual 

artifacts. In order to further alleviate quality degradation caused by those errors, error 

concealment techniques at the decoder are necessary. The choice of error concealment 

techniques used will contribute to the improvement of the received video quality at 

certain extent. Error concealment can be classified into three categories: spatial, 

temporal and hybrid (Tsekeridou, 2000). For spatial error concealment (Wang, 1998), 

the information from surrounding correctly received or concealed blocks are used for 

reconstructing the damaged area. In temporal error concealment (Zhang, 2000), the 

information of the related blocks from the blocks in the previous frame is used to 

conceal lost blocks. Hybrid error concealment employs both spatial and temporal 

information for error concealment. 

The main contributions are divided two parts. In the first part, the rationale to 

design the proposed framework based on our previous investigation on utilizing 

explicit FMO in wireless video transmission in (Hantanong, 2005). To design explicit 

FMO, the important consideration is to find a meaningful indicator for MB 

importance such that the insightful map could be generated. The second consideration 

is that the map is generated through one-pass or two-pass encoding in which this 

factor reflects the encoding delay. The work in (Hantanong, 2005) proposed the use of 

the encoder’s macroblock coded-bit-count which acts as spatial information as 
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indicators for a choice of macroblock-address-map of each picture. Therefore, this 

dissertation proposes distortion measure based on the concealment error which acts as 

temporal information as indicators for a choice of macroblock-address-map of each 

picture. And different methods to measure MB importance have been used to generate 

explicit FMO map but these methods use only a simple non-motion compensated 

error concealment at the decoder. We investigated the use of distortion measure that 

considers spatial and temporal error concealment schemes simulated at the encoder in 

designing explicit FMO map. However all previously proposed methods (Hantanong, 

2005; Aramvith, 2006) used a two-pass encoding scheme. In the first pass, spatial and 

temporal information are collected to generate explicit FMO maps. In the second pass, 

the video sequence is encoded using the explicit FMO maps. To avoid an incurred 

delay from two-pass encoding, in this dissertation, we propose to generate explicit 

map using one-pass encoding using spatial and temporal information as well as side 

information extracted from error concealment at the encoder. To improve the video 

quality at the decoder, the error concealment method is chosen depending on the 

residual information that is correlated with the FMO map generation process. 

In the second part, we extend our previously proposed works on FMO 

(Aramvith, 2006) by using bit-count information for generating FMO map and to 

further maximize the effectiveness of using FMO in conjunction with FEC and 

interleaving for wireless video transmission. We add FEC and a bit-level interleaving 

scheme as an added layer of protection together with the MB level interleaving 

scheme of the FMO. We predict the future condition of the channel to be good or bad 

state using a simplified Gilbert channel model. The parameters of the model are 

determined at the encoder from the observed feedback from the decoder. FMO 

combined with FEC and Interleaving will be applied to frames that have bad channel 

conditions as predicted by the channel model. And during good channel conditions 

only FMO is applied to provide some minimum level of protection for that frame. 

Due to the burst nature of the wireless channel, we develop a forward error correction 

and interleaving method that dynamically adapts the interleaving depth of the current 

frame according to the mean average burst length observed in the previous frames. In 

this method using two-pass Explicit FMO, therefore we modify to use one-pass 

explicit FMO, FEC and adaptive interleaving depth.  
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1.2 Objective 

1. To investigate the error-resilient tools in H.264/AVC for wireless video 

transmission. 

2. To propose one-pass explicit Flexible Macroblock Ordering (FMO) map 

based on spatial/temporal information for wireless video transmission. 

3. To investigate the application of Forward Error Correction (FEC) code and 

interleaving to use with explicit FMO map. 

4. To develop a framework for one-pass explicit FMO map and error 

concealment for H.264/AVC wireless video transmission 

 

1.3 Working Scopes 

1. Design a framework for combined explicit FMO map, FEC and adaptive 

interleaving depth in H.264/AVC wireless video transmission.   

2. Design a framework of one-pass explicit FMO map scheme that take into 

consideration feedback spatial/temporal information and combined with 

error concealment method.  

3. Evaluate the performance of the system by comparing with JM 9.2 at 

different explicit FMO maps. 

 

1.4 Expected Benefits 

1. Understand H.264/AVC video coding standard. 

2. Understand the operation of H.264/AVC, FMO and error concealment. 

3. Understanding methods for error recovery techniques, such as FEC and 

interleaving, used in wireless channel. 

4. Develop algorithm for basic understanding combined FMO and error 

concealment video coding scheme.  

5. Improve video quality in wireless video transmission which can apply to 

application such as video conference and real-time wireless video 

transmission. 
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1.5 Research Procedure 

This dissertation is organized as follows. Some backgrounds on H.264/AVC, 

FMO in H.264/AVC, spatial/temporal error concealment schemes and wireless 

channel model are presented in Section II. Section III describes our proposed 

framework. In Section IV, the simulation results are discussed. Conclusions are 

presented in Section V.  

The steps of our research are a follow.  

1. Study encoder and decoder in H.264/AVC video coding standard. 

2. Review relevant literatures about FMO map design, wireless channel 

modeling and error concealment in H.264/AVC. 

3. Test JM reference model and previous work (Hantanong, 2005) by 

adaptive encoder and decoder parameters. 

4. Design two-pass explicit FMO map using distortion measure based on 

concealment error which acts as temporal information. 

5. Design two-pass explicit FMO map using distortion measure based on 

simulated spatial and temporal error concealment which act as spatial and 

temporal information  

6. Design a framework of one-pass explicit FMO map from feedback 

information and apply appropriate error concealment method. 

7. Simulate the transmission of video sequences of the wireless video 

transmission system. 

8. Summarize and discuss the result compare with JM reference model and 

previous work (Hantanong, 2005). 

 

 



CHAPTER II 

 

BACKGROUND AND LITERATURE REVIEWS 

 

BACKGROUND 

2.1 Video Processing Theory 

 2.1.1 Nature Video Scenes and Capture 

 A typical real world or natural video scene is composed of multiple objects 

each with their own characteristic shape, depth, texture and illumination. The color 

and brightness of a natural video scene changes with varying degrees of smoothness 

throughout the scene, as call continuous tone. Characteristics of a typical natural 

video scene that are relevant for video processing and compression include spatial 

characteristics includes texture variation within scene, number and shape of objects, 

color and temporal characteristics such as object motion, changes in illumination and 

movement of the camera or viewpoint. 

A natural visual scene is spatially and temporally continuous. Representing a 

visual scene in digital form involves sampling the real scene spatially usually on a 

rectangular grid in the video image plane and temporally as a series of still frames or 

components of frames sampled at regular intervals in time as shown in Figure 2.1. 

Digital video is the representation of a sampled video scene in digital form. Each 

spatial-temporal sample is represented as a number or set of numbers that describes 

the brightness or luminance and color of the sample. 

 

Figure 2.1 Spatial and temporal sampling of a video sequence 



 
 

7

Spatial Sampling 

The output of a CCD array is an analogue video signal, a varying electrical 

signal that represents a video image. Sampling the signal at a point in time produces a 

sampled image or frame that has defined values at a set of sampling points. The most 

common format for a sampled image is a rectangle with the sampling points 

positioned on a square or rectangular grid. A continuous-tone frame with two 

different sampling grids superimposed upon it. Sampling occurs at each of the 

intersection points on the grid and the sampled image maybe reconstructed by 

representing each sample as a square picture element. The visual quality of the image 

is influenced by the number of sampling points.  

Temporal Sampling 

A moving video image is captured by taking a rectangular ‘snapshot’ of the 

signal at periodic time intervals. Playing back the series of frames produces the 

appearance of motion. A higher temporal sampling frame rate gives apparently 

smoother motion in the video scene but requires more samples to be captured and 

stored. Frame rates below 10 frames per second are sometimes used for very low bit-

rate video communications because the amount of data is relatively small but motion 

is clearly jerky and unnatural at this rate. Between 10 and 20 frames per second is 

more typical for low bit-rate video communications; the image is smoother but jerky 

motion may be visible in fast-moving parts of the sequence. Sampling at 25 or 30 

complete frames per second is standard for television pictures with interlacing to 

improve the appearance of motion, see below; 50 or 60 frames per second produces 

smooth apparent motion at the expense of a very high data rate. 

Frames and Fields 

 A video signal may be sampled as a series of complete frames, as progressive 

sampling, or as a sequence of interlaced fields, as interlaced sampling. In an interlaced 

video sequence, half of the data in a frame is sampled at each temporal sampling 

interval. A field consists of either the odd-numbered or even-numbered lines within a 

complete video frame and an interlaced video sequence as shown in Figure 2.2 

contains a series of fields, each representing half of the information in a complete 

video frame The advantage of this sampling method is that it is possible to send twice 

as many fields per second as the number of frames in an equivalent progressive 
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sequence with the same data rate, giving the appearance of smoother motion. For 

example, a PAL video sequence consists of 50 fields per second and, when played 

back, motion can appears smoother than in an equivalent progressive video sequence 

containing 25 frames per second. 

 

Figure 2.2 Interlaced video sequence 

2.1.2 Color Space 

 Most digital video applications rely on the display of color video and so need a 

mechanism to capture and represent color information. A monochrome image requires 

just one number to indicate the brightness or luminance of each spatial sample. Color 

images, on the other hand, require at least three numbers per pixel position to 

represent color accurately. The method chosen to represent brightness or luminance or 

luma and color is described as a color space. 

RGB 

In the RGB color space, a color image sample is represented with three 

numbers that indicate the relative proportions of Red, Green and Blue. Any color can 

be created by combining red, green and blue in varying proportions. The red 

component consists of all the red samples, the green component contains all the green 

samples and the blue component contains the blue samples. The RGB color space is 

well-suited to capture and display of color images. Capturing an RGB image involves 

filtering out the red, green and blue components of the scene and capturing each with 

a separate sensor array. Color Cathode Ray Tubes (CRTs) and Liquid Crystal 

Displays (LCDs) display an RGB image by separately illuminating the red, green and 

blue components of each pixel according to the intensity of each component. From a 
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normal viewing distance, the separate components merge to give the appearance of 

true color. 

YCbCr 

The human visual system (HVS) is less sensitive to color than to luminance. In 

the RGB color space the three colors are equally important and so are usually all 

stored at the same resolution but it is possible to represent a color image more 

efficiently by separating the luminance from the color information and representing 

luma with a higher resolution than color. The YCbCr color space and its variations, 

sometimes referred to as YUV, is a popular way of efficiently representing color 

images. Y is the luminance component and can be calculated as a weighted average of 

R, G and B as shown in eq. (2.1): 

== + +r g bY k R k G k B               (2.1) 

where k are weighting factors. 

The color information can be represented as color difference, chrominance or 

chroma components, where each chrominance component is the difference between R, 

G or B and the luminance Y as shown in eq. (2.2): 

Cb B Y
Cr R Y
Cg G Y

= −
= −
= −

                (2.2) 

The complete description of a color image is given by Y and three color 

differences Cb, Cr and Cg that represent the difference between the color intensity 

and the mean luminance of each image sample. The chroma components only have 

significant values where there is a large difference between the color component and 

the luma image. Note the strong blue and red difference components. 

So far, this representation has little obvious merit since we now have four 

components instead of the three in RGB. However, Cb + Cr + Cg is a constant and so 

only two of the three chroma components need to be stored or transmitted since the 

third component can always be calculated from the other two. In the YCbCr color 

space, only the luma (Y) and blue and red chroma (Cb, Cr) are transmitted. YCbCr 

has an important advantage over RGB, that is the Cr and Cb components may be 

represented with a lower resolution than Y because the HVS is less sensitive to color 
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than luminance. This reduces the amount of data required to represent the 

chrominance components without having an obvious effect on visual quality. To the 

casual observer, there is no obvious difference between an RGB image and a YCbCr 

image with reduced chrominance resolution. Representing chroma with a lower 

resolution than luma in this way is a simple but effective form of image compression. 

An RGB image may be converted to YCbCr after capture in order to reduce storage 

and/or transmission requirements. Before displaying the image, it is usually necessary 

to convert back to RGB. The equations for converting an RGB image to and from 

YCbCr color space and vice versa are given eq.(2.3) and (2.4). There is no need to 

specify a separate factor kg (because kb + kr + kg = 1) and that G can be extracted from 

the YCbCr representation by subtracting Cr and Cb from Y , demonstrating that it is 

not necessary to store or transmit a Cg component as shown eq.(2.3) and (2.4).  

   

( )

( )

( )

1
0.5

1
0.5

1

r b r

b

r

Y k R k k G k B

Cb B Y
k

Cr R Y
k

= + − − +

= −
−

= −
−

b

                        (2.3) 

   ( ) ( )

1
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1 1
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0.5

r

b b r r

b r b r

b

kR Y Cr

k k k k
G Y Cb Cr

k k k k
kB Y Cb

−
= +

− −
= − −

− − − −
−

= +

                       (2.4) 

ITU-R recommendation defines 0.114bk = and 0.299rk = . Substituting into the above 

equations gives the following widely-used conversion equations as shown eq.(2.5): 

                                  (2.5) ( )
( )

0.299 0.587 0.114
0.564

0.713

Y R G
Cb B Y

Cr R Y

= + +

= −

= −

B

                                   (2.6) 
1.402
0.344 0.714
1.772

R Y Cr
G Y Cb Cr
B Y Cb

= +
= − −
= +
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2.1.3 Video Format 

The video compression standards can compress a wide variety of video frame 

formats. In practice, it is common to capture or convert to one of a set of ‘intermediate 

formats’ prior to compression and transmission. The Common Intermediate Format 

(CIF) is the basis for a popular set of formats listed in Table 2.1. The choice of frame 

resolution depends on the application and available storage or transmission capacity. 

For example, 4CIF is appropriate for standard-definition television and DVD-video; 

CIF and QCIF are popular for videoconferencing applications; QCIF or SQCIF are 

appropriate for mobile multimedia applications where the display resolution and the 

bit rate are limited. Table 2.1 shows lists the number of bits required to represent one 

uncompressed frame in each format. 

A widely-used format for digitally coding video signals for television 

production is ITU-R recommendation conversion to digital format and does not imply 

compression). The luminance component of the video signal is sampled at 13.5 MHz 

and the chrominance at 6.75 MHz to produce a 4:2:2 Y:Cb:Cr component signal. The 

parameters of the sampled digital signal depend on the video frame rate, 30 Hz for an 

NTSC signal and 25 Hz for a PAL/SECAM signal. The higher 30 Hz frame rate of 

NTSC is compensated for by a lower spatial resolution so that the total bit rate is the 

same in each case. The actual area shown on the display, the active area, is smaller 

than the total because it excludes horizontal and vertical blanking intervals that exist 

outside the edges of the frame. Each sample has a possible range of 0 to 255. Levels 

of 0 and 255 are reserved for synchronization and the active luminance signal is 

restricted to a range of 16 (black) to 235 (white). 

 
Table 2.1 Video frame formats 
 

Format Luminance resolution 
(horiz. x vert.) 

Bit per frame 
(4:2:0, eight bits per sample) 

Sub-QCIF 128x96 147456 
Quarter CIF(QCIF) 176x144 304128 
CIF 352x288 1216512 
4CIF 704x576 4866048 
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2.1.4 Quality 

In order to specify, evaluate and compare video communication systems it is 

necessary to determine the quality of the video images displayed to the viewer. 

Measuring visual quality is a difficult and often imprecise art because there are so 

many factors that can affect the results. Visual quality is inherently subjective and is 

influenced by many factors that make it difficult to obtain a completely accurate 

measure of quality. For example, a viewer’s opinion of visual quality can depend very 

much on the task at hand, such as passively watching a movie, actively participating 

in a videoconference, communicating using sign language or trying to identify a 

person in a surveillance video scene. Measuring visual quality using objective criteria 

gives accurate, repeatable results but as yet there are no objective measurement 

systems that completely reproduce the subjective experience of a human observer 

watching a video display. 

  2.1.4.1 Subjective Quality Measurement 

Our perception of a visual scene is formed by a complex interaction between 

the components of the Human Visual System (HVS), the eye and the brain. The 

perception of visual quality is influenced by spatial fidelity and temporal fidelity. 

However, a viewer’s opinion of quality is also affected by other factors such as the 

viewing environment, the observer’s state of mind and the extent to which the 

observer interacts with the visual scene. A user carrying out a specific task that 

requires concentration on part of a visual scene will have a quite different requirement 

for good quality than a user who is passively watching a movie. For example, it has 

been shown that a viewer’s opinion of visual quality is measurably higher if the 

viewing environment is comfortable and non-distracting. Other important influences 

on perceived quality include visual attention and the so-called recency effect. All of 

these factors make it very difficult to measure visual quality accurately and 

quantitatively. 

  2.1.4.2 Objective Quality Measurement 

The complexity and cost of subjective quality measurement make it attractive 

to be able to measure quality automatically using an algorithm. Developers of video 

compression and video processing systems rely heavily on so-called objective quality 

measures. The most widely used measure is Peak Signal to Noise Ratio (PSNR) but 
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the limitations of this metric have led to many efforts to develop more sophisticated 

measures that approximate the response of real human observers. 

PSNR 

Peak Signal to Noise Ratio (PSNR) as shown in eq. (2.7) is measured on a 

logarithmic scale and depends on the mean squared error (MSE) of between an 

original and an impaired image or video frame, relative to ( )2
2 1n − . The square of the 

highest-possible signal value in the image, where n is the number of bits per image 

sample.  

   
( )2

10

2 1
10log

n

dBPSNR
MSE
−

=              (2.7) 

MSE is the mean square error for the component for which PSNR is 

calculated. It is defined as in eq. (2.8)   

( )
2

1 1

1 , ( ,
N M

o
i j

)MSE F i j F i j
M N = =

= −⎡ ⎤⎣ ⎦∑∑             (2.8) 

Where M N  is the size of the frame, ( ),F i j  is the reconstructed frame and 

is the original frame of the color components. ( , )oF i j

PSNR can be calculated easily and quickly and is therefore a very popular 

quality measure, widely used to compare the quality of compressed and decompressed 

video images. The PSNR measure suffers from a number of limitations. PSNR 

requires an unimpaired original image for comparison but this may not be available in 

every case and it may not be easy to verify that an original image has perfect fidelity. 

PSNR does not correlate well with subjective video quality measures. For a given 

image or image sequence, high PSNR usually indicates high quality and low PSNR 

usually indicates low quality. However, a particular value of PSNR does not 

necessarily equate to an absolute subjective quality.  

 2.1.5 Video Encoder and Decoder  

Compression is the process of compacting data into a smaller number of bits. 

Video coding is the process of compacting or condensing a digital video sequence 

into a smaller number of bits. Raw or uncompressed digital video typically requires a 
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large and compression is necessary for practical storage and transmission of digital 

video. 

Compression involves a complementary pair of systems, a encoder and a 

decoder. The encoder converts the source data into a compressed form prior to 

transmission or storage and the decoder converts the compressed form back into a 

representation of the original video data. The encoder and decoder pair is often 

described as a CODEC encoder and decoder as shown in Figure 2.3 (Richardson, 

2003). 

Data compression is achieved by removing redundancy, i.e. components that 

are not necessary for faithful reproduction of the data. Many types of data contain 

statistical redundancy and can be effectively compressed using lossless compression, 

so that the reconstructed data at the output of the decoder is a perfect copy of the 

original data. Unfortunately, lossless compression of image and video information 

gives only a moderate amount of compression. The best that can be achieved with 

current lossless image compression standards such as JPEG-LS is a compression ratio 

of around 3–4 times. Lossy compression is necessary to achieve higher compression. 

In a lossy compression system, the decompressed data is not identical to the source 

data and much higher compression ratios can be achieved at the expense of a loss of 

visual quality. Lossy video compression systems are based on the principle of 

removing subjective redundancy, elements of the image or video sequence that can be 

removed without significantly affecting the viewer’s perception of visual quality. 

 

Figure 2.3 Encoder and decoder 

Most video coding methods exploit both temporal and spatial redundancy to 

achieve compression. In the temporal domain, there is usually a high correlation 

between frames of video that were captured at around the same time. Temporally 

adjacent frames are often highly correlated, especially if the temporal sampling frame 

rate is high. In the spatial domain, there is usually a high correlation between pixels 

that are close to each other, i.e. the values of neighboring samples are often very 

similar. 
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2.2 H.264/AVC video Coding Standard Overview 

 The Moving Picture Expert Group and the Video Coding Expert Group 

(MPEG and VCEG) have developed a new standard that promises to outperform the 

earlier MPEG-4 and H.263 standards, providing better compression of video images. 

The new standard is entitled Advanced Video Coding (AVC) and is published jointly 

as Part 10 of MPEG-4 and ITU-T Recommendation H.264 

 2.2.1 Terminology and H.264 Codec 

  2.2.1.1 Terminology 

 Some of the important terminology adopted in the H.264 standard is as follow: 

A field of interlaced video or a frame of progressive or interlaced video is 

encoded to produce a coded picture. A coded frame has a frame number, which is not 

necessarily related to decoding order, and each coded field of a progressive or 

interlaced frame has an associated picture order count, which defines the decoding 

order of fields. Previously coded pictures may be used for inter prediction of further 

coded pictures. Reference pictures are organized into one or two lists, described as list 

0 and list 1.  

A coded picture consists of a number of macroblocks, each containing 16x16 

luma samples and associated chroma samples, as 8x8 Cb and 8x8 Cr samples in 

current standard. Within each picture, macroblocks are arranged in slices, where a 

slice is a set of macroblocks in raster scan order. An I slice may contain only I 

macroblock types, a P slice may contain P and I macroblock types and a B slice may 

contain B and I macroblock types. There are two further slice types SI and SP. 

I macroblocks are predicted using intra prediction from decoded samples in 

the current slice. A prediction is formed either for the complete macroblock or for 

each 4x4 block of luma samples and associated chroma sample in the macroblock.  

P macroblocks are predicted using inter prediction from reference pictures. An 

inter coded macroblock may be divided into macroblock partitions, i.e. blocks of size 

16x16, 16x8, 8x16 or 8x8 luma samples and associated chroma sample. If the 8x8 

partition size is chosen, each 8x8 sub-macroblock may be further divided into sub-

macroblock partitions of size 8x8, 8x4, 4x8 or 4x4 luma samples and associated 

chroma sample. Each macroblock partition may be predicted from one picture in list 
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0. If present, every sub-macroblock partition in a sub-macroblock is predicted from 

the same picture in list 0. 

B macroblocks are predicted using inter prediction from reference pictures. 

Each macroblock partiotion may be predicted from one or two reference picture, one 

picture in list 0 and/or one picture in list 1. If present, every sub-macroblock partition 

in a sub-macroblock is predicted from one or two reference pictures, one picture in 

list 0 and/or one picture in list 1. 

  2.2.1.2 The H.264 Codec 

 H.264 does not explicitly define a CODEC but rather defines the syntax of an 

encoded video bit-stream together with the method of decoding this bit-stream. A 

compliant encoder and decoder are likely to include the functional elements shown in 

Figure 2.4 and Figure 2.5. With the exception of the de-blocking filter, most of the 

basic functional elements, as prediction, transform, quantization, entropy encoding, 

are present in previous standards, such as MPEG-1, MPEG-2, MPEG-4, H.261 and 

H.263, but the important changes in H.264 occur in the details of each functional 

block. 

 

Figure 2.4 H.264 encoder 

Figure 2.4 shows the Encoder (Richardson, 2003) includes two dataflow paths, 

a forward path and a reconstruction path. The dataflow path in the decoder shown in 

Figure 2.5 is shown from right to left to illustrate the similarities between encoder and 

decoder. Before examining the detail of H.264, we will describe the main steps in 

encoding and decoding a frame of video. The following description is simplified in 

order to provide an overview of encoding and decoding. The term block is used to 
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denote a macroblock partition or sub-macroblock or a 16 × 16 or 4× 4 block of luma 

samples and associated chroma samples. 

 

Figure 2.5 H.264 Decoder 

 

Encoder (forward Path) 

An input frame or field  is processed in units of a macroblock. Each 

macroblock is encoded in intra or inter mode and, for each block in the macroblock, a 

prediction PRED, marked P in Figure 2.4, is formed based on reconstructed picture 

samples. In Intra mode, PRED is formed from samples in the current slice that have 

previously encoded, decoded and reconstructed, 

nF

nuF ′  in the figures, In Inter mode, 

PRED is formed by motion-compensated prediction from one or two reference picture 

selected from the set of list 0 and/or list 1 reference pictures. In the figures, the 

reference picture is shown as the previous encoded picture 1nF −′  but the prediction 

reference for each macroblock partition in inter mode may be chosen from a selection 

of past or future pictures in display order that have already been encoded, 

reconstructed and filtered. 

The prediction PRED is subtracted from the current block to produce a 

residual block  that is transformed using a block transform and quantized to give 

X, a set of quantized transform coefficients which are reordered and entropy encoded. 

The entropy-encoded coefficients, together with side information required to decode 

each block within the macroblock from the compressed bit-stream which is passed to 

a Network Abstraction Layer (NAL) for transmission or storage. 

nD

Encoder (Reconstruction Path) 

As well as encoding and transmitting each block in a macroblock, the encoder 

decodes (reconstructs) it to provide a reference for further predictions. The 
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coefficients X are scaled ( ) and inverse transformed (1Q− 1T− ) to produce a difference 

block . The prediction block PRED is added to nD′ nD′  to create a reconstructed block 

 a decoded version of the original block; u indicates that it is unfiltered. A filter is 

applied to reduce the effects of blocking distortion and the reconstructed reference 

picture is created from a series of blocks

nuF ′

nF ′ . 

Decoder 

The decoder receives a compressed bit-stream from the NAL and entropy 

decodes the data elements to produce a set of quantized coefficients X. These are 

scaled and inverse transformed to give nD′ . Using the header information decoded 

from the bit-stream, the decoder creates a prediction block PRED, identical to the 

original prediction PRED formed in the encoder. PRED is added to  produce 

which is filtered to create each decoded block

nD′

nuF ′ nF ′ .  

 2.2.2 H.264 Structure 

  2.2.2.1 Profile and Level 

H.264 defines a set of three Profiles, each supporting a particular set of coding 

functions and each specifying what is required of an encoder or decoder that complies 

with the Profile. The Baseline Profile supports intra and inter-coding using I/P-slices 

and entropy coding with context-adaptive variable-length codes (CAVLC). The Main 

Profile includes support for interlaced video, inter-coding using B-slice, inter coding 

using weighted prediction and entropy coding using context-based arithmetic coding 

(CABAC). The Extended Profile does not support interlaced video or CABAC but 

adds modes to enable efficient switching between coded bit-streams (SP- and SI-

slices) and improved error resilience (Data Partitioning). Potential applications of the 

Baseline Profile include video telephony, video conferencing and wireless 

communications; potential applications of the Main Profile include television 

broadcasting and video storage; and the Extended Profile may be particularly useful 

for streaming media applications. However, each Profile has sufficient flexibility to 

support a wide range of applications and so these examples of applications should not 

be considered definitive. 
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Figure 2.6 shows the relationship between the three Profiles and the coding 

tools supported by the standard. It is clear from this figure that the Baseline Profile is 

a subset of the Extended Profile, but not of the Main Profile. Performance limits for 

CODECs are defined by a set of levels, each placing limits on parameters such as 

sample processing rate, picture size, coded bit rate and memory requirements. 

 

Figure 2.6 H.264 baseline, main and extended profiles 

  2.2.2.2 Video Format 

H.264 supports coding and decoding of 4:2:0 progressive or interlaced video1 

and the default sampling format for 4:2:0 progressive frames is shown in Figure 2.7. 

In the default sampling format, chroma (Cb and Cr) samples are aligned horizontally 

with every 2nd luma sample and are located vertically between two luma samples. An 

interlaced frame consists of a top field and a bottom field separated in time and with 

the default sampling format shown in Figure 2.8. 
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Figure 2.7 4:2:0, 4:2:2 and 4:4:4 sampling pattern (pregressive) 

 

Figure 2.8 Allocation of 4:2:0 sampler to top and bottom fields 
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  2.2.2.3 Coded Data Format 

H.264 makes a distinction between a Video Coding Layer (VCL) and a 

Network Abstraction Layer (NAL). The output of the encoding process is VCL data, a 

sequence of bits representing the coded video data, which are mapped to NAL units 

prior to transmission or storage. Each NAL unit contains a Raw Byte Sequence 

Payload (RBSP), a set of data corresponding to coded video data or header 

information. A coded video sequence is represented by a sequence of NAL units, 

shown in Figure 2.9, that can be transmitted over a packet-based network or a bit-

stream transmission link or stored in a file. The purpose of separately specifying the 

VCL and NAL is to distinguish between coding-specific features at the VCL and 

transport-specific features at the NAL.  

 

Figure 2.9 Sequence of NAL units 

  2.2.2.4 Reference Pictures 

An H.264 encoder may use one or two of a number of previously encoded 

pictures as a reference for motion-compensated prediction of each inter coded 

macroblock or macroblock partition. This enables the encoder to search for the best 

‘match’ for the current macroblock partition from a wider set of pictures than just the 

previously encoded picture. The encoder and decoder each maintain one or two lists 

of reference pictures, containing pictures that have previously been encoded and 

decoded occurring before or after the current picture in display order. Inter coded 

macroblocks and macroblock partitions in P slices are predicted from pictures in a 

single list, list 0. Inter coded macroblocks and macroblock partitions in a B slice may 

be predicted from two lists, list 0 and list 1. 

  2.2.2.5 Slices 

A video picture is coded as one or more slices, each containing an integral 

number of macroblocks from 1 MB per slice to the total number of macroblocks in a 

picture. The number of macroblocks per slice need not be constant within a picture. 

There is minimal inter-dependency between coded slices which can help to limit the 

propagation of errors. There are five types of coded slice, as shown in Table 2.2, and a 
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coded picture may be composed of different types of slices. For example, a Baseline 

Profile coded picture may contain a mixture of I and P slices and a Main or Extended 

Profile picture may contain a mixture of I, P and B slices.  

Table 2.2 H.264 slice modes 
 

Slice Description Profiles 
I (Intra) Contain only I macroblocks (each block/macroblock 

is predicted from previously coded data within the 
same slice). 

All 

P (Predicted) Contain only P macroblocks (each macroblock/ 
macroblock partition is predicted from one list 0 
reference picture) and/or I macroblock. 

All 

B (bi-predictive) Contain only B macroblocks (each macroblock/ 
macroblock partition is predicted from one list 0 
and/or a list 1 reference picture) and/or I macroblock. 

Extended 
and Main 

SP (Switching P) Facilitates switching between coded streams; contains 
P and/or I macroblocks 

Extended 

SI (Switching I ) Facilitates switching between coded streams; contains 
SI macroblocks (a special type of intra coded 
macroblock). 

Extended 

 

Figure 2.10 shows a simplified illustration of the syntax of a coded slice. The 

slice header defines the slice type and the coded picture that the slice belongs to and 

may contain instructions related to reference picture management. The slice data 

consists of a series of coded macroblocks and/or an indication of skipped 

macroblocks. Each MB contains a series of header elements, shown in Table 2.2, and 

coded residual data. 

 

Figure 2.10 Slice syntax 
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2.2.2.6 Macroblocks 

A macroblock contains coded data corresponding to a 16×16 sample region of 

the video frame (16×16 luma samples, 8×8 Cb and 8 × 8 Cr samples) and contains the 

syntax elements described in Table 2.3. Macroblocks are addressed in raster scan 

order within a frame. 

Table 2.3 Macroblock syntax elements 
 
mb_type Determines whether the macroblock is coded in intra or inter 

(P or B) mode; determines macroblock partition size. 
mb_pred Determines intra prediction modes (intra macroblocks): 

determines list 0 and/or list 1 references and differentially 
coded motion vectors for each macroblock partition (inter 
macroblocks, except for inter macroblocks with 8x8 
macroblock partition size). 

sub_mb_pred (Inter MBs with 8x8 macroblock partition size only) 
Determines sub-macroblock partition size for each sub-
macroblock: list 0 and/or list1 reference for each macroblock 
partition: differentially coded motion vector for each 
macroblock sub-partition. 

coded_block_pattern Identifies which 8x8 blocks (luma and chroma) contain coded 
transform coefficients. 

mb_qp_delta Changes the quantize parameter. 
residual Coded transform coefficients corresponding to the residual 

image sample after prediction. 

 

2.3 Flexible Macroblock Ordering (FMO) in H.264 

H.264/AVC is a new standard for digital video compression jointly developed 

by ITU-T’s Video Coding Experts Group (VCEG) and ISO/IEC’s Moving Picture 

Experts Group (MPEG). Aside from having efficient coding algorithms, the 

H.264/AVC specifications define a set of error resilience tools. The most striking tool 

is Flexible Macroblock Ordering (FMO). 

FMO is one of the new characteristics of the H.264/AVC standard; it allows 

the possibility of dividing an image into regions called slice groups. Each slice group 

can also be divided in several slices; here a slice is defined as a sequence of 

macroblocks that belong to the same slice group. These macroblocks are processed in 

a scan order and a slice can be decoded independent of other slices. FMO consists of 

deciding to which slice each macroblock of the image belongs. Each macroblock can 

be assigned freely to a slice group using an MBAmap. The MBAmap consists of an 

 
 

http://en.wikipedia.org/wiki/H.264/MPEG-4_AVC
http://en.wikipedia.org/wiki/Video_compression
http://en.wikipedia.org/wiki/VCEG
http://en.wikipedia.org/wiki/MPEG
http://en.wikipedia.org/wiki/Slice
http://en.wikipedia.org/wiki/Macroblocks
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identification number for each macroblock of the image that specifies to which slice 

group that macroblock belongs. The number of slice groups is limited to 8 for each 

picture to prevent complex allocation schemes. If FMO is deactivated, the images will 

be composed of a single slice with the macroblocks in a scan order. The use of FMO 

is totally compatible with any type of inter-frame prediction. 

With this technique, errors can be corrected easily by exploiting the spatial 

redundancy of the images. It’s a good idea to choose the slice groups in a way that no 

macroblock and its neighbors belong to the same group. Therefore, if a slice is lost 

during transmission, it’s easy to reconstruct the lost blocks with the information of the 

neighboring blocks. By considering the transmission characteristics of these slices: 

each slice is transmitted independently in separate units called packets and each 

packet contains in its own header the information to decode itself without any other 

packet’s information (if the images used as reference are the same in the encoder and 

the decoder side).  

 2.3.1 Type of FMO 

When using FMO, the image can be divided into different scan patterns of 

macroblocks. FMO consists of 7 different types, labeled Type 0 to Type 6 as shown in 

Figure 2.11. These patterns can be exploited when storing and transmitting the 

MBAmap.  

Type 0 (interleave): uses run lengths which are repeated to fill the frame. Therefore 

only those run lengths have to be known to rebuild the image on the decoder side. 

Type 1 (dispersed): also known as scattered slices; it uses a mathematical function, 

which is known in both the encoder and the decoder, to spread the macroblocks. The 

distribution in the figure, in which the macroblocks are spread forming a chess board, 

is very common. 

Type 2 (foreground and Background): is used to mark rectangular areas, so called 

regions of interest. In this case the coordinates top-left and bottom-right of the 

rectangles is saved in the MBAmap. 

Type 3-5 (Box-out, Raster and Wipe): are dynamic types that let the slice groups grow 

and shrink over the different pictures in a cyclic way. Only the growth rate, the 

direction and the position in the cycle have to be known.  

 
 

http://en.wikipedia.org/w/index.php?title=Inter-frame_prediction&action=edit&redlink=1
http://en.wikipedia.org/wiki/Redundancy
http://en.wikipedia.org/wiki/Transmission_%28telecommunications%29
http://en.wikipedia.org/wiki/Packet_%28information_technology%29
http://en.wikipedia.org/wiki/Header
http://en.wikipedia.org/wiki/Encoder
http://en.wikipedia.org/wiki/Decoder
http://en.wikipedia.org/wiki/Mathematical_function
http://en.wikipedia.org/wiki/Coordinates
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Type 6 (Explicit): is the most random one and allows full flexibility to the user. All 
the other ones contain a certain pattern.  
 

 

Figure 2.11 Type of flexible macroblock ordering 

 

2.4 Error Propagation 

 The visual artifact caused by the bit stream error has different shapes and 

ranges depending on which part of video data stream is affected by the transmission 

error. Therefore these artifacts can be described in 2 levels: Slice level and GOP level 

 2.4.1 Slice Level 

 In the slice level these artifacts are caused by either desynchronization of the 

variable length code or the loss of the reference in a spatial prediction. 
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2.4.1.1 Variable Length Code 

 The quantized transform coefficients are entropy coded using a variable length 

code (VLC) (T. Thaipanich, 2008) which means that the codewords have variable 

lengths. The advantages of this kind of code consist in the fact that they are more 

efficient in the sense of representing the same information using fewer bits on 

average, reducing therefore the bit rate. That is possible if some symbols are more 

probable than others. The most frequent symbols will correspond to the shorter 

codewords, and the rare symbols will correspond to the longer codewords. However, 

variable length codes between the codewords may be determined in a wrong way, and 

the decoding process may desynchronize. Figure 2.12 describes how just one 

erroneous bit shown in red can desynchronize the whole sequence. 

Encoding:        

 C B D B E E F A C   Symbol Codeword 
 1100 10 1101 10 1110 1110 1111 0 1100 A 0 
Bit error:     B 10 
 1100 10 0101 10 1110 1110 1111 0 1100 C 1100 
Decoding:     D 1101 
 1100 10 0 10 1101 1101 1101 1110 1100 E 1110 
 C B A B D D D E C  F 1111 

 

Figure 2.12 Example of a VLC desynchronization 

 

  2.4.1.2 Spatial Prediction 

The H.264/AVC performs intra prediction in the spatial domain. Even for an 

intra picture, every block of data is predicted from its neighbors before being 

transformed and coefficients generated for inclusion in the bit stream. As a first step 

in coding of a macroblock in intra mode, spatial prediction is performed on either 4x4 

or 16x16 luminance blocks. Although, in principle, 4x4 block prediction will offer 

more efficient prediction compared to a 16x16 block, in reality, taking into account 

the mode decision overhead, sometimes the 16x16 block based prediction may offer 

overall better coding efficiency. Figure 2.13 and Figure 2.14 shows two types of 

luminance intra coding (ITU-T recommendation H.264, 2003). 
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Num  Intra 16x16 Pred Mode                        

0 vertical       M A B C D E F G H 
1 horizontal       I a b c d     
2 dc       J e f g h     
3 diagonal_down_left       K i j k l     
4 diagonal_down_right       L m n o p     
5 vertical_right                
6 horizontal_down                        

7 vertical_left                        

8 horizontal_up                        
 

Figure 2.13 Left: intra 4x4 predictions are conducted for samples a-p of a block by 9 

diferent modes. right: 8 prediction direction for intra 4x4 prediction. 

 

Num  Intra 16x16 Pred Mode
0 vertical 
1 horizontal 
2 dc 
3 plane 

 

Figure 2.14 Intra 16x16 predictions modes.  

There are two 8x8 blocks of chroma in a macroblock one corresponding to 

each of the components, Cb and Cr. Each 8x8 block of chroma is subdivided into 4, 

4x4 blocks such that each 4x4 block depending on its location uses a pre-fixed 

prediction using decoded pixels of corresponding chroma component. Figure 2.15 

illustrate variable size of macroblocks. 

 

Figure 2.15 Frame divided into multiple macroblock of 16x16, 8x8, 8x4, 4x8 and 4x4 

variable sizes to present different coding profiles. 

Inter prediction: The inter prediction block includes both motion estimation 

(ME) and motion compensation (MC). It generates a predicted version of a 

rectangular array of pixels, by choosing similarly sized rectangular arrays of pixels 
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from previously decoded reference pictures and translating the reference arrays to the 

positions of the current rectangular array. Figure 2.16 depicts inter-prediction. 

In Figure 2.16, a half-pel is interpolated from neighboring integer-pel samples 

using a 6-tap Finite Impulse Response filter with weights (1, -5, 20, 20, -5, 1) / 32, 

quarter-pel is produced using bilinear interpolation between neighboring half- or 

integer-pel samples  (Kwon, 2006). 

In the AVC, the rectangular arrays of pixels that are predicted using MC can 

have the following sizes: 4x4, 4x8, 8x4, 8x8, 16x8, 8x16, and 16x16pixels. The 

translation from other positions of the array in the reference picture is specified with 

quarter pixel precision. In case of 4:2:0 format, the chroma MVs have a resolution of 

1/8 of a pixel. They are derived from transmitted luma MVs of 1/4 pixel resolution, 

and simpler filters are used for chroma as compared to luma. Figure 2.17 illustrates 

the partitioning of the macroblock for motion compensation (Kwon, 2006)  

      A  aa  B       
             
      C  bb  D       
             

E  F  G a b c H  I  J 
    d e f g      

cc  dd  h i j k m  ee  ff 
    n p q r      

K  L  M     N  P  Q 
             
      R  hh  S       
             
      T  hh  U       

Figure 2.15 Inter predictions in H.264 

   16x16  16x8    8x16    8X8   
M type        0   0 1 
  

0 
      1    

0 1 
 2 3 

  8X8   8x4    4x8    4X4   
8x8 types  0   0 1 
  

0 
 1  

0 1 
 2 3 

 

Figure 2.17 Segmentations of the macroblock for motion compensation.  

H.264/AVC standard supports multi-picture motion-compensated prediction. 

That is, more than one prior-coded picture can be used as a reference for motion-
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compensated prediction as shown in Figure 2.18. In addition to the motion vector, the 

picture reference parameters (Δ) are also transmitted. Both the encoder and decoder 

have to store the reference pictures used for Inter-picture prediction in a multi-picture 

buffer. The decoder replicates the multi-picture buffer of the encoder, according to the 

reference picture buffering type and any memory management control operations that 

are specified in the bit stream (Schäfer, 2003).  

 

Figure 2.18 Multi-frame motion compensation in H.264.   

The H.264/AVC decoder takes in the encoded bit stream as input and gives 

raw YUV (Y Luminance, (U, V)-Chrominance) video frames as output. The header or 

syntax information and slice data with motion vectors is extracted by the entropy 

decoder block through which the bit stream is passed. Next the residual block data is 

extracted by means of inverse scan and inverse quantizer. An inverse transform is 

carried out on all the blocks in order to map them from the transform domain to the 

pixel domain. A predicted block is formed using motion vectors, and previously 

decoded reference frames if the block is found to be inter coded. Then the predicted 

block and residual block are combined to reconstruct the complete frame. This 

decoded frame is then presented to the user after it is passed through a de-blocking 

filter. 

 2.4.2 GOP Level 

Due to the temporal and spatial predictions of the images, the image distortion 

caused by an erroneous MB is not restricted to that MB. Since MBs are spatially 

and/or temporally dependent on neighboring MBs, the errors can also propagate in 

following frames and in the same frame. Error propagation represents a problem for 

error concealment because if the error concealed picture differs from the original 

picture, the error will propagate until the next I frame occurs or until the beginning of 

the next GOP. If more frames per GOP are used to improve compression, there will 

be degradation in video quality since the error can propagate over more frames. 
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2.5 Error Concealment 

 The loss of transmitted data packets influences the quality of the received 

video. This problem is caused by the band limited channel used by the mobile 

communication networks. Since the real time transmission of video stream limits the 

channel delay, it is not possible to retransmit all erroneous or lost packets. Therefore 

there is a need for post processing methods, which try to reduce the visual artifacts 

caused by bit stream error after locating the missing or defective parts of video data 

(Liu, 2005). Error concealment methods which will be implemented on the receiver 

side restore the missing and corrupt video content by using the previously decoded 

video data. The error concealment benefits from the spatial and temporal correlations 

between the video blocks within one frame or more than one frame within the video 

sequence. Therefore the error concealment methods are implemented both in the 

spatial domain and temporal domain. The spatial domain based error concealment 

uses the video information from the neighboring blocks to restore the missing pixels 

within a specified area. The temporal domain based error concealment uses the video 

information from the blocks lying in the previous and next frames to restore the 

missing pixels within a specified area (Kumar, 2006) and (Thaipanich, 2008). There 

are some assumptions adopted in this dissertation to concentrate and limit the efforts 

on the presentation of the error concealment methods: 

• The missing part of a video content is limited to one macroblock 

• The location of the missing macroblocks is known 

• Features like data partitioning belonging to one macroblock such as motion 

vectors, prediction mode and residuals are lost. 

 2.5.1 Error Concealment in Spatial Domain 

Error concealment in spatial domain is presented  

• Smoothness of the neighborhood 

The smoothness of the neighborhood of the erroneous macroblock will 

determine the difficulty of the spatial concealment. In Figure 2.19 there are 

three situations. In Figure 2.19(a), it is going to be easy to reconstruct the lost 

macroblock because the neighborhood is very smooth with almost no 

difference between the neighboring macroblocks. In Figure 2.19(b), it is going 
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to be a little bit more difficult; we have to look for the edges and then, recover 

the line. The Figure 2.19(c) is an example where the neighbors can not help us 

to recover the macroblock because they do not give any information about the 

lost part (in this case, the eye). 

 

a b c 
d e f 

 
Figure 2.19 Different smoothness of the neighborhood 

 

The spatial redundancy in image and video signals is always present. Here the 

interpixel difference between adjacent pixels for an image is determined. The 

interpixel difference is defined as the average of the absolute difference between a 

pixel and its four surrounding pixels. This property has been exploited to perform 

error concealment. All error concealment methods in the spatial domain are based on 

the same idea which says that the pixel values within the damaged macroblocks can 

be recovered by a specified combination of the pixels surrounding the damaged 

macroblocks. 

  2.5.2.1 Weighted Averaging 

 The simplest method of spatial error concealment is called weighted averaging 

(ITU-T Recommendation H.264, 2001), because the missing pixel values can be 

recovered by calculating the average pixel values from the four pixels in the four 1-

pixel wide boundaries of the damaged macroblock weighted by the distance between 

the missing pixel and the four macroblocks boundaries (upper, down, left and right 

boundaries) as shown in Figure 2.20. Let x and y are the vertical and horizontal 

coordinate of MB. Let i and j are the vertical and horizontal pixel coordinate in MB. 

Macroblock size is 16x16 pixels. Let ( ) ( ) ( ) (, , , , , , ,T B L Rmb x y mb x y mb x y mb x y)are 

the neighboring MBs of ( ),mb x y in the top, bottom, left and right directions. 
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( ) ( ) ( ) ( ), , ,T L Rp j p j p j p jB

( )
( )
( )
( )

p j

p j

p i

p i

 are neighboring vector  for spatial error concealment 

can be represented in eq.(2.9): 
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mb x y j j
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= ≤ ≤
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= ≤

≤

≤

≤

                           (2.9) 

The weight for pixels is calculated in eq.(2.10)      
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j

= −
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= −

= +

                        (2.10) 

The reconstructed pixel ( ( ), , ,x y i jsmb

( ) ( )

), as shown in Figure 2.28, in the lost MB is 

then obtained as in eq.(2.11): 

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

, , , T T
s

w i p
mb x y i j = B B L L R R

T B L R

j w i p j w j p i w j p i
w i w i w j w j
+ + +

+ + +
            (2.11) 

Only correctly received MBs are used for concealment if at least two such 

MBs are available. Otherwise, concealed MBs are also used. 

 
Figure 2.20 Weighted averaging 
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 Another way to implement weighted averaging is called block based weighted 

averaging (Sun, 2001). The damaged macroblock is split into four independent 

blocks; each pixel within a block is interpolated from two pixels in its two nearest 

boundaries. The weighted averaging method based on macroblock approach good 

results in cases where the missing macroblock lies within a smooth area. 

 2.5.3 Error Concealment in Temporal Domain 

 Temporal information is presented movement and speed characteristic.  

• Movement characteristics 

It is easier to conceal linear movements in one direction because we 

can predict pictures from previous frames; the scene is almost the same. If we 

have movements in many directions or scene cuts, finding a part of the 

previous frame that is similar is going to be more difficult, or even impossible 

e.g. in case of scene cuts. In Figure 2.21, we can see an example of this. The 

figure represents a sequence of five frames, with a step of three frames 

between every one, of three different sequences: a football match in Figure 

2.21(a), a village panorama in Figure 2.21(b) and a music video clip in Figure 

2.21(c). In the music video sequence we have two scene cuts in the same 

amount of frames than the village sequence, where we have a smooth 

movement in one direction. Obviously, it will be easier to conceal the village 

sequence. 

• Speed characteristic 

The slower the movement of the camera, the easier will be to conceal an error. 

We can see an example of two different video speeds if we compare the village 

sequence as shown in Figure 2.21(b) with the football sequence in Figure 2.21(a) 

 

a   
b   
c   

 
Figure 2.21 Sequences with different movement and speed characteristics 
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This kind of error concealment seizes on temporal correlation of the video 

sequence to conceal the error. Motion estimation using previous frames is performed 

to reconstruct the missing data. In this section, two different error concealment 

techniques based on the temporal domain are presented. 

  2.5.3.1 Macroblock Copy 

Macroblock copy is the simplest non-motion compensated temporal error 

concealment method. Here the missing blocks of one frame, , are replaced by the 

spatially corresponding blocks of the previous frame, 

nF

1nF −   

    ( ) ( )1, ,n nF i j F i j−=             (2.12) 

This method only performs well for a low motion sequence, but the advantages lie in 

its low complexity. Better performance is provided by the motion compensated 

interpolation methods. 

  2.5.3.2 Recovery of Inter Prediction Side Information (MV copy) 

 The H.264/AVC decoder needs the inter prediction side information and the 

DCT coefficients of the residuals. The Inter prediction side information includes the 

motion vectors and the corresponding reference frame number. The loss of motion 

vectors degrades the decoded image. This degradation propagates to the subsequent 

inter frames until an intra frame is decoded. The decoding of the  inter frame,thn nx , is 

given by eq. (2.13): 

   ( ) ( )1 , ,n n x y nx x i V j V r i j−= + + +            (2.13) 

Where 1nx −  is the decoding of the ( inter frame, the )1 thn − ( ),x yV V  represent the x and 

y-component of the motion vector for the ( pixel and), thi j ( ),nr i j  denotes the residual 

value. Note that in opposition to luma and chroma values of a pixel, a motion vector is 

assigned to block at least 4 x 4 = 16 pixels. Therefore all pixels belonging to the same 

4x4 block have the same motion vector. 

As mentioned before, the H.264/AVC encoder applies the compression to the 

motion vector information by taking the difference between the current motion vector 

and the motion vector of an already encoded neighboring macroblock. The 
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information, to which differential value of the neighboring macroblock, is added to 

the other inter prediction side information. Therefore, the loss of a macroblock motion 

vector propagates the following macroblocks in the frame or in the slice, which 

depend on the motion vector prediction from the affected macroblock. By dealing 

with a video sequence containing the slow motion scenes, then the value of motion 

vector of the macroblock are close to zero. 

 For example, when a video bit stream is been received in the decoder after it 

is transposed in the wireless channel. During the reconstruction of video frames have 

occur loss motion vectors, which may have a different displacement in motion from 

the original position within the frame in all the following inter frames. The simplest 

way to recover the lost motion vectors of a damaged macroblock is to set its value to 

zero. The degree of visual artifacts that might be produced by this method depends on 

the maximal detected motion. 

 In some video scenes a homogenous movement of all objects within the video 

frame can be recognized, such a scene is created by a moving camera shot. The 

difference between the motion vectors of adjacent macroblocks is near zero. This 

difference value is extracted by the video compressor; a misinterpretation of this value 

on the receiver side means automatically a misinterpretation of the actual motion 

vector and leads to a global displacement of a group of macroblocks within the actual 

frame. Similar behavior can be recognized in case of homogenous movement of a 

group of macroblocks within a moving object in the video scene; all macroblocks 

belonging to this object have the same motion vector, a transmission failure of the 

motion vector belonging to the first decoded macroblock of this group could cause a 

local displacement of the object. In these two cases the simplest way to recover 

motion vectors is to use the motion vector, to which the corrupted motion vector is 

related to. This can be implemented by setting the differential motion vector value 

which has been affected by the bit-stream error to zero. With that the resulting motion 

vector value is the same as the reference motion vector value. This method can also be 

applied to the video frames of low motion video scenes.   
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2.6 Characteristic of Wireless Channel 

Wireless channel measurements under different possible environments can be 

difficult and time consuming. However, a wireless channel can be reasonably 

modeled using a multipath Rayleigh fading model. The effects of the channel under 

different environments can then be easily studied through computer simulations by 

varying the appropriate parameters. An example of the wireless channel simulator that 

can be used for this purpose is described in (Chen, 1995). A schematic of the wireless 

channel simulator is outlined as shown in Figure 2.22.  

QPSK 
Modulation

QPSK 
DeMmodulation

Signal shaping using 
a Nyquist filter

Maximum ratio 
diversity combining

Wireless channel impulse 
response with additive noise

Symbol timing recovery

channel 
coded data

Received data 
with errors

 

Figure 2.22 Schematic of the wireless channel simulator 

The parameters that can be changed in the simulation are the maximum 

Doppler frequency fD, the propagation power delay profile modeled as n-rays with 

different inter-path delay and power, signal power and antenna diversity. The data rate 

varies from 32 kbps to 256 kbps depending on the number of time slots allocated for 

the user. A coherent receiver, with optimal symbol timing recovery and perfect carrier 

recovery is assumed. An ideal maximal ratio combiner for antenna diversity 

combining is used. 

The use of the wireless channel simulator will greatly simplify the 

characterization of the statistical nature of the wireless transmission channel. This 

research will make extensive use of the wireless channel simulator to model the 

transmission system.  

 

2.7 Forward Error Correction and Interleaving 

FEC coding is a common error control technique used to detect and correct 

bitstream errors due to the bursty nature of wireless channels.  The concept of FEC is 

to insert redundancy bits to generate codeword such that the probability of correct 
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decoding could be increased.  There are many types of FEC coding.  For this 

dissertation, for simplicity, Bose, Chaudhury, Hocquengham (BCH) code is selected. 

In BCH code, the information to be transmitted is segmented into blocks of k 

symbols. To each block of k symbols, r symbols of redundancy are added to make it 

an n symbol code word and the code is referred to as ( )kn, code. An BCH code 

with has the following properties: 

( kn, )

1

mq 2=

12 −= mn  symbols, 2mt < −  symbols, 

rnk −= symbols (symbol contain m bits) 

The code BCH(14,10) which is capable of correcting t or fewer symbol error 

in an n symbol code word with r = 2t symbols. Note that the choice of FEC code and 

its corresponding error correction capability depends on the constraints and limitation 

of the system studied such as complexity, time delay, and channel bandwidth, etc.  

Interleaving is used in digital video transmission technology to protect the 

transmission against burst errors. These errors overwrite a lot of bits in a row, so a 

typical error correction scheme that expects errors to be more uniformly distributed 

can be overwhelmed. Interleaving is used to help stop this from happening. 

Video is often transmitted with error control bits that enable the receiver to 

correct a certain number of errors that occur during transmission. If a burst error 

occurs, too many errors can be made in one codeword, and that codeword cannot be 

correctly decoded. To reduce the effect of such burst errors, the bits of a number of 

codeword are interleaved before being transmitted. This way, a burst error affects 

only a correctable number of bits in each codeword, and the decoder can decode the 

codeword correctly. Interleaving is popular because it is a less complex and cheaper 

way to handle burst errors than directly increasing the power of the error correction 

scheme. In this dissertation, we will adapt BCH codes as the choice of FEC coding 

and combined with interleaving. 
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LITERATURE REVIEW 

2.8 Literature Review about Flexible Macroblock Ordering  

Flexible Macroblock Ordering (FMO) is the most striking new tool for error 

resilience within the H.264/AVC specification (Horowitz, 2002 , P. Lamber, 2006). It 

allows great flexibility to define the coding order of macroblocks within a picture. 

H.264/AVC specifies seven types of FMO. FMO types 0-5 are pre-defined FMO map 

and special cases where the coded representation of the MBAmap is much smaller 

due to certain patterns in the MBAmap. In (Sood, 2006), analyze the quality of H.264 

video received. Using two slice groups with FMO, the box-out mapping shows a high 

value of PSNR. The significant observation here is the fact that the division of the 

frame into slices groups and assigning the macroblocks these specific groups 

significantly improves the error resilience and results in better PSNR. 

  FMO type 6 is called explicit FMO map and is the most general type where 

the entire MBAmap is actually coded into a picture parameter set. Some recent works 

in explicit FMO studied different methods on how to quantify the importance of a 

MB. In (katz, 2006), combining the Chessboard-like pattern and the Spiral into one 

superior FMO type, named ESI. ESI scatters the error over a wider area within the 

frame more than any other FMO type. ESI effectively enhances the perceptual quality 

when the sequence is characterized by one important region located at the center of 

the frame, making it an attractive candidate for video conferencing and video tracking 

applications. But this method does not relate information of video sequence.  

There are two types of indicators that can be used to spatial and temporal 

indicators. For spatial information, (S.K. Im, 2007) is a new mapping algorithm for 

categorization of frame’s macroblock into two or more classes. The classification 

metric considers the impact of the macroblock data on its own pixels and also the 

improvement that it makes to the error concealment of its adjacent macroblocks. The 

other method is popular as call Region of Interest (ROI), (Luo, 2008) proposed a new 

hierarchical FMO type the ROI region can be represented in one or more rectangles, 

and each ROI rectangle can be further divided into several dispersed sub slice groups. 

Meanwhile, the background of the frame is kept in only one slice group. And 

(Sivanantharasa, 2006) proposed to use the FMO Type 6 to code the relatively 

important areas of a video frame (foreground) into one NAL unit, and the less 
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important areas (background) into another NAL unit. One of these NAL units carries 

the background, and the other contains macroblocks from the foreground. In (Dhondt, 

2006), a MB impact factor is computed which depends on some information derived 

from the used pixels. In (Hantanong, 2005), using number of macroblock coded bit-

count has been investigated as an indicator for a choice of FMO map of each frame. 

And in (Aramvith, 2006), the work in (Hantanong, 2005) is combined with FEC and 

showed the effectiveness in further reducing the number of undecodable macroblock. 

 For temporal information, (Thomos, 2005) a distortion measure based on the 

mean square error of the original and reconstructed pixels are used. In (Im, 2005) a 

MB importance factor is computed based on two distortion measures, a distortion of 

the coded MB and a distortion if the MB is lost and concealed and the number of bits 

of a particular MB.  

 

2.9 Literature Review about Error Concealment 

The choice of error concealment techniques used will contribute to the 

improvement of the received video quality at certain extent. Error concealment can be 

classified into three categories: spatial, temporal and hybrid (Tsekeridou, 2000). For 

spatial error concealment (Wang, 1998), the information from surrounding correctly 

received or concealed blocks are used for reconstructing the damaged area. In 

temporal error concealment (Zhang, 2000), the information of the related blocks from 

the blocks in the previous frame is used to conceal lost blocks. Hybrid error 

concealment employs both spatial and temporal information for error concealment. 

The H.264/AVC reference software uses frame copy and motion vector copy to 

recover from whole frame loss (ITU-T Recommentation H.264, 2005) and temporal 

error concealment based on boundary matching algorithms (BMA) (Chen, 2003) to 

improve the video quality. In (Xu, 2004), an adaptive spatial and temporal estimation 

method with low complexity is presented. The temporal concealment involves a 

method of subblock-based refined motion compensated concealment using weighting 

boundary matching and the spatial concealment scheme that involves an algorithm 

with refined direction weighted spatial interpolation. In (Suh, 2002), proposed the 

motion vector recovery method using optical flow in MPEG2. Many parameters have 

been studied for error concealment such as temporal error concealment based on 
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optical flow in (Kim, 2006) and using Lagrange interpolation in (Zheng, 2004). The 

work in (Kim, 2006) proposed to recover the motion vector of a 4x4 block included in 

a lost macroblock using the weighted average of obtained flow velocities. In (Zheng, 

2004), Lagrange interpolation formula is used to compute a polynomial function that 

is used to recover the lost motion vector. A recursive Optimal Per-pixel Estimate 

algorithm is estimated by end-to-end distortion at a given packet error rate (PER) for 

error concealment (Lie, 2007). 

 

2.10 Literature Review Combined FMO and Error Concealment 

 Some previous paper combined FMO and error concealment for improving 

both quality and quantity of video sequence. In (Jung, 2004), a method using FMO 

mode 2 or Interleaved and selective temporal error concealment depending on 

whether a lost MB is a background or foreground is used. In (Nasiopoulos, 2005), a 

technique that combines FMO mode 1 or dispersed and error concealment algorithm 

for intra-coded frame is used.  

 

 

 

 
 



CHAPTER III 

 

ERROR-RESILIENT VIDEO CODING USING FLEXIBLE MACROBLOCK 
ORDERING AND ERROR CONCEALMENT METHODS 

 

3.1 Generating Explicit FMO map 

3.1.1 Two-Pass Explicit FMO Map Algorithm 

 Wireless video transmission system is characterized by the burst error nature 

caused by the time varying channel. FMO can possibly alleviate the effect of data 

losses by managing the spatial relationship between regions that are coded in each 

slice and also serves as a macroblock level interleaving tool that can spread out 

consecutive burst error. From previous work (Hantanong, 2005), bit-count is used as 

the spatial information to indicate the importance of the macroblock in a video frame. 

To generate macroblock-to-slice group maps, two-pass encoding is used. In the 1st 

pass encoding, bit count information is collected to generate the corresponding map 

by sorting the bit count of each macroblock to the different slice groups. In the 2nd 

pass encoding, the explicit FMO map generated from the 1st pass encoding is used in 

the video, as shown in Figure 3.1. 

 

 
 

Figure 3.1 Block diagram of two-pass explicit FMO 

 



 
 

42

In section 3.1.1.1, we investigated the use of temporal information for 

macroblock importance. Distortion measure obtained from concealment error by 

assuming a loss of each macroblock and using non motion-compensated error 

concealment in the 1st pass encoding. In section 3.1.1.2, spatial and temporal 

information are both considered for macroblock importance. By assuming a loss of 

each macroblock could contribute in quality loss and distortion in terms of using 

spatial and temporal error concealment.  

3.1.1.1 Distortion Measure 

We propose and analyze another indicator, called distortion measure from 

concealment error, as the temporal information in video frames to indicate 

macroblock importance.   

   Given a packet corresponded to area of pixels in macroblocks is error, the 

undecodable macroblock at the decoder will then be concealed using non-motion-

compensated error concealment method. The distortion due to the error 

concealment, , based on the sum of absolute difference (SAD) and can be 

computed at the encoder during the first pass encoding, as shown in eq.(3.1), 

CED

∑
∈

−−=
),(

1 ),(),(
Lyx

kkCE yxfyxfD                              (3.1) 

where frame k and k-1 are the current frame and previous frame, respectively, 

( , )f x y  is the reconstructed pixel value at the coordinate (x,y) and L is the damaged 

area due to the error packet. 

    The computed distortion measure per macroblock is then sorted in descending 

order. The macroblocks with high distortion measures are assigned to different slice 

groups, in order to interleave the seemingly important macroblock into different slice 

groups. 

The steps of our proposed technique are outlined as follows. 

1. Calculate CED for the corresponding macroblocks using eq.(3.1).  

2. Sort the macroblock address of each frame based on the computed distortion 

measure per MB and assigned slice group id 0 to 7 to the sorted list to assign 

important macroblock to different slice groups. 
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3.1.1.2 Distortion by Simulating Spatial and Temporal Error 

Concealment 

 We propose to use the explicit map type of FMO and compute distortion 

measure from spatial and temporal error concealment simulation at the encoder to 

determine the importance of a particular macroblock. The important macroblocks will 

then be interleaved to different slice groups to improve error resiliency. To generate 

MB-to-slice group map, a two pass encoding scheme is used. During the first pass the 

necessary information of the macroblocks are collected such as the motion vector and 

the residual mean absolute difference (MAD). This information is used to generate the 

appropriate MB-to-slice group map. In the second pass, the video is encoded with 

FMO enabled using the generated explicit FMO map. 

From previous work in (Hantanong, 2005), the number of MB coded bit count 

is used as a spatial indicator of MB importance. In section 3.1.1.1, a distortion 

measure due to the error concealment is used as a temporal indicator of MB 

importance. In this method, we propose another indicator, a residual information, 

derived from the mean absolute difference (MAD) of the macroblock due to motion 

estimation and the potential distortion measure of a given error concealment 

technique. 

The residual information is computed after the first pass of the encoding 

sequence. First, we assume that each MB in the frame will be lost and concealed by 

either spatial or temporal error concealment. If the MB is lost and concealed then a 

certain amount of distortion is incurred, measure as Dis using eq.(3.2). We compute 

two types of distortion, one is if spatial error concealment (weight interpolation) is 

used, and the other if a temporal error concealment (motion vector copy) is used. 

After computing the distortion due to error concealment, we then compare the 

distortions with the MAD of the MB, this is the residual information, res, computed 

using eq.(3.3). If the resulting residual information is less when weight interpolation 

is used, then it means the MB can be better concealed by using spatial error 

concealment. 

For each frame, the distortion of using spatial or temporal error concealment 

of each MB is compared with the MAD and the resulting residual information is 

computed as in eq.(3.2) and eq.(3.3). 
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Where frame k is the current frame, ( , )kf x y%  is the concealed pixel value at 

coordinate ( , )x y , ( , )kf x y is original video sequence, is the distortion if a 

MB is lost and concealed at coordinate , is a residual information and L is the 

damaged area due to packet loss. 

( , )Dis m n

( , )m n res

For each frame, the number of MB that can be better concealed (lower residual 

information) using spatial or temporal error concealment is determined. If the 

majority of the MB for that frame can be better concealed using spatial error 

concealment, then the residual information for that frame is computed assuming 

spatial error concealment will be used for the entire frame. The same is also done if 

the majority of MBs in the frame can be better concealed using temporal error 

concealment. 

The residual information, res, is then used to sort the macroblocks in 

descending order. The macroblocks are then assigned to different slice groups 

beginning with the macroblock with the highest residual information and following 

the order or the sorted list. 

The steps of generate FMO map. 

1. Simulate spatial error concealment (SEC), compute ( , )kf x y%
 and calculate 

distortion of spatial error concealment, SECDis , by eq.(3.2) 

2. Simulate temporal error concealment (TEC), compute ( , )kf x y%  and calculate 

distortion of temporal error concealment, TECDis , by eq.(3.2) 

3. Compare SECDis and TECDis  for each MBs. Count the number of MBs with 

SECDis TECDis< , denoted as SECMBcnt . Also count the number of MBs with 

TECDis SECDis<   and denote as CTEMBcnt  

4. Generate a new explicit FMO map based on SECMBcnt  and TECMBcnt of each 

frame:  
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 IF    

SEC TECMBcnt MBcnt> , use Spatial-FMO  

and use in eq.(3.3) to compute re  SECDis s

ELSE 

SEC TECMBcnt MBcnt< , use Temporal-FMO  

and use in eq.(3.3) to compute re . TECDis s

5. Sort the MB address for each frame based on the residual information, res , 

and assign slice group id 0 to 7 to the sorted list to assign important MB to 

different slice groups. 

3.1.2 One-Pass Explicit FMO map Algorithm 

We analyze a method to generate one-pass explicit FMO map based on spatial 

and temporal information as shown diagram of one pass explicit FMO map in Figure 

3.2.  

 

Figure 3.2 Diagram of one-pass explicit FMO map  
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For the spatial information, we use the encoder’s macroblock coded-bit-count 

information as an indicator for a choice of MBAmap of each picture (in section 

3.1.2.1). For the temporal information we compute a distortion measure based on a 

non-motion compensated error concealment (in section 3.1.2.2). Furthermore, we 

propose a method to generate one-pass explicit FMO map based on distortion by 

simulating spatial and temporal error concealment (in section 3.1.2.3).  

3.1.2.1 Bit-Count Information 

We propose to use one-pass explicit FMO mapping using bit-count 

information of each macroblock collected during the encoding stage as an indicator of 

macroblock importance. By using one-pass explicit mapping, the macroblock-to-slice-

group mapping will be set differently for each picture. Macroblock bit-count 

information at encoder of the previous frame is collected to generate explicit map of 

the current frame. The basic idea of our approach is that the macroblocks that use a 

higher number of bits are the more important macroblock due to the properties of 

motion-compensated prediction. Therefore, we try to interleave consecutively the 

macroblock with high bit-count to be in a different slice. The steps to generate one-

pass explicit FMO map using bit count information is as in Figure 3.2. 

3.1.2.2 Distortion Measure 

We propose and analyze another indicator, called a distortion measure from 

concealment error, as the temporal information in video frames to indicate 

macroblock importance.  To generate MBAmap, one-pass encoding is used. Pixel 

values of the previous frame are collected to generate explicit FMO map each frame. 

Given a packet corresponding to an area of pixels in macroblocks that have an 

error, the undecodable macroblock at the decoder will then be concealed using non-

motion-compensated error concealment method.  The distortion due to the error 

concealment, , based on the sum of absolute difference (SAD) and can be 

computed, as shown in eq. (3.4), 

CED

            1 2
( , )

( , ) ( , )CE k k
x y L

D f x y f− −
∈

= − x y∑                     (3.4) 

where a frame k-1th and k-2th are the previous frame and the second previous frame, 

respectively, 1( , )kf x y− is the reconstructed pixel value at the coordinate (x,y) of a 
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previous frame, 2 ( , )kf x y−

Dis

 is the reconstructed pixel value at the coordinate (x,y) of a 

second previous frame and L is the damaged area due to the error packet. 

The computed distortion measure per macroblock is then sorted in descending 

order. The macroblocks with high distortion measures are assigned to different slice 

groups, in order to interleave the seemingly important macroblock into different slice 

groups. The step is the same as in Figure 3.4 but change the parameter to the 

distortion due to the error concealment.  

3.1.2.3 Distortion by Simulating Spatial and Temporal Error 

Concealment 

 This method proposes to use the one-pass explicit FMO mapping by 

computing a distortion measure from spatial and temporal error concealment at the 

encoder to determine the importance of a particular macroblock. The important 

macroblocks will then be interleaved to different slice groups to improve error 

resiliency. To generate a MB-to-slice group map, a one pass encoding scheme is used. 

The feedback information is sent to a current frame such as the motion vector and the 

residual mean absolute difference (MAD). This information is used to generate the 

appropriate MB-to-slice group map. In this work, we propose another indicator, a 

residual information, derived from the mean absolute difference (MAD) of the 

macroblock due to motion estimation and the potential distortion measure of a given 

error concealment technique. 

The residual information is gathered from the feedback information. First, we 

assume that each MB in frame will be lost and concealed by either spatial or temporal 

error concealment. If the MB is lost and concealed then a certain amount of distortion 

is incurred, measure as using eq.(3.5). We compute two types of distortion, one is 

if spatial error concealment (weight interpolation) is used, and the other if a temporal 

error concealment (motion vector copy) is used. After computing the distortion due to 

error concealment, we then compare the distortions with the MAD of the MB, this is 

the residual information, , computed using eq.(3.6). If the resulting residual 

information is less when weight interpolation is used, then it means the MB can be 

better concealed by using spatial error concealment. For each frame, the distortion of 

using spatial or temporal error concealment of each MB is compared with the MAD 

and the resulting residual information is computed as in (3.5) and (3.6). 

res
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= −∑                   (3.6) 

Where a frame k-1 is the previous frame, 1( , )kf x y−
%  is the concealed pixel value at 

coordinate ( , )x y  of a previous frame, 1k ( , )f x y

1( , )k

− is original video sequence at encoder 

of a previous frame, is the distortion if a MB is lost and concealed at 

coordinate  of a previous frame, 

1( , )kDis m n−

( , )m n MAD

, 

m n−  is Mean Absolute Different of a 

previous frame at coordina res is a residual information and L is the 

damaged area due to pac

te (m n, )

ket loss. 

For each frame, the number of MB that can be better concealed, i.e, lower 

residual information, using spatial or temporal error concealment is determined. If the 

majority of the MB for that frame can be better concealed using spatial error 

concealment, then the residual information for that frame is computed assuming 

spatial error concealment will be used for the entire frame. The same is also done if 

the majority of MBs in the frame can be better concealed using temporal error 

concealment. 

The residual information, , is then used to sort the macroblocks in 

descending order. The macroblocks are then assigned to different slice groups 

beginning with the macroblock with the highest residual information and following 

the order or the sorted list. The step of one-pass FMO map is shown in Figure 3.4 

However, the parameter is changed following certain conditions. 

res

The steps of generation explicit FMO map from error concealment are as follow.  

1. Simulate spatial error concealment (SEC), compute 1( , )kf x y−
% and calculate 

distortion of spatial error concealment, SECDis , by eq.(3.5) 

2. Simulate temporal error concealment (TEC), compute 1( , )kf x y−
%  and calculate 

distortion of temporal error concealment, TECDis , by eq.(3.5) 
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3. Compare SECDis and TECDis for each MBs. Count the number of MBs 

with TEC , denoted as SECSEC Dis<Dis MBcnt . Also count the number of MBs 

with SECis<   and denote as TEC DDis TECMBcnt  

4. Generate a new explicit FMO map based on SECMBcnt  and TECMBcnt of each 

frame 

IF    

SEC TECMBcnt MBcnt> , use Spatial-FMO    

and use in eq.(3.6) to compute .   SECDis res

     ELSE   

SEC TECMBcnt MBcnt< , use Temporal-FMO  

and use in eq.(3.6) to compute .  TECDis res

5. Sort the MB address for each frame based on the residual information, res , 

from feedback information and assign slice group id 0 to 7 to the sorted list to 

assign important MB to different slice groups. 

 

3.2 Framework of One-Pass Explicit FMO map and Error Concealment 

Algorithm 

The error concealment method at the decoder is applied according to the 

residual information derived from the distortion calculated at the encoder that 

generated the FMO map. A block diagram in Figure 3.3 shows the relationship 

between encoder and decoder. We generate the MBAmap at the encoder by using 

feedback information from previous frame in the decoder. The feedback information 

consists of reconstruction data, motion vector (MV) data and bit-count data at the 

decoder. At the encoder, the residual information from error concealment that is used 

to generate the MBAmap is sent to the decoder to compute the value of the 

reconstruction pixel of the error concealment method.  The proposed method is being 

evaluated in 2 scenarios: assuming perfect feedback channel and feedback channel 

having random errors (5 % and 10%). 
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Figure 3.3 Block Diagram of One-Pass Explicit FMO 
 

For error concealment, we propose an error concealment scheme to recover 

from MB loss and modify an algorithm by using residual information, res, in eq.(3.9) 

and calculate pixel loss from eq.(3.10).  

 ( ) ( )( ) ( ) (1
ˆ, , 1i

k k k k )1 ,f x y p res f x y p f x y−= ⋅ + + − ⋅% %
−                      (3.10)    

When p is packet error rate, ( )ˆ ,kf x y  denote its encoder reconstruction at the 

coordinate ( ),x y , (1 ,k )f x y−
%

( ,

 is the decoder reconstructed pixel from the previous 

frame at the coordinate )x y , and 1
i
kres −  is residual information from generate 

explicit FMO mapping.  

 

3.3 Joint Explicit FMO map, Adaptive Interleaving depth and Forward Error 

Correction Algorithm   

Using FMO as the source coding layer of protection is often not enough to 

protect the video packets especially when the wireless channel is experiencing deep 

fades resulting in burst errors extending to several packets that can affect several 

video frames. Using FEC and interleaving on the other hand can provide better error 

protection in the presence of burst errors but at the expense of reduced effective 

channel throughput that can result in degraded video quality. But applying FEC and 

interleaving for all frames is not very efficient since the condition of the channel is 

not always bad, the bits allocated for the FEC is wasted when the channel is good. 

Since the overhead incurred by using FMO is relatively small and to be able to make 

more efficient use of bits allocated for FEC, we add FEC and interleaving to the FMO 

only when the predicted conditions of the channel is bad.  
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The block diagram of the video transmission system used is shown in Figure 

3.4. The H.264/AVC video encoder is configured with FMO enabled for explicit map 

types and we used the bit-count information (Hantanong, 2005; Aramvith, 2006) to 

determine the MB-to-slice-group mapping of every frame. Prior to the transmission of 

the packetized H.264 encoded frames, a decision is made by the interleaver control 

block to add FEC and interleaving as additional channel protection on top of the 

protection provided by FMO. The decision to add FEC and interleaving depends on 

the predicted condition of the wireless channel to be good or bad. A low-bandwidth 

error free dedicated feedback channel is assumed in our transmission system to 

provide feedback information from the receiver. Based on the received information 

from the feedback channel and the assumed channel model, we compute the 

probability that the channel will be in the good state. The FEC and interleaving layer 

of protection will be added to the FMO during the transmission of the current frame if 

the predicted condition of the channel in the previous frames is bad. Otherwise only 

FMO will be used to protect the frame.  

 

Figure 3.4 Block diagram of the interleaving depth system 

For the FMO, we used the explicit map type using the bit-count as the spatial 

indicator of MB importance (Hantanong, 2005; Aramvith, 2006). The MB bit-count 

information is collected at the first pass encoding of a two-pass encoding process. The 

MBs are sorted in descending order according to the number of bits used to code the 

MBs. The sorted sequence of MBs is used to interleave the MB with high bit-count to 

different slice group maps, and this determines the MB-to-slice group mapping that 

used for FMO in every frame.  
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The design of the FEC and Interleaver differs from previous works 

(Hantanong, 2005; Aramvith, 2006) because here we vary the interleaving depth 

dynamically. Using Interleaving is not always helpful as suggested in (Aramvith, 

2006). If the FEC has the capability to correct, t, symbol errors and the degree of 

interleaving is of depth, d, then Interleaving is useful if td is larger than the mean 

burst length, otherwise interleaving becomes harmful leading to uncorrectable error 

patterns in multiple codewords. In this work, for simplicity, we used the Bose, 

Chaudhury, Hocquengham (BCH) code, with n = 14 and k = 10. The BCH(14,10) 

code is capable of correcting t or fewer symbol errors in an n symbol codeword with a 

redundancy of 2t symbols, the value 1=t  is used in our simulations. In order to adapt 

the interleaving depth to the burst error nature of the wireless channel, we vary the 

interleaving depth to be equal to the mean burst length, as suggested in (Zorzi, 1997). 

The parameters of the wireless channel model as well as the interleaving depth 

depend on the observed mean burst error length in packets and the packet error rate 

(PER). We update the computation of the mean burst length and PER every frame 

based on the feedback information received from the previous frames. In order to 

determine whether a packet error is treated as a burst or as a single packet error we 

defined a guard space as the maximum distance between two packet errors. If the 

distance between two packet errors is less than the guard space, then packet errors are 

grouped as a burst, otherwise it is considered as a single packet error. In our 

simulation we used a guard space equal to 10 packets to compute the mean burst 

length. 

The parameters of the wireless channel model is computed every frame, then 

we compute the probability that the channel will be in the good state given an initial 

state following the framework in (Howard, 1971). For this method, we use a two-state 

Markov model that is a simplified Gilbert-Elliot channel model (Gilbert, 1960) at the 

packet level; this model has been shown to be sufficient in modeling the burst nature 

of packet errors (Zorzi, 1997). The model has two states, a good state ( and a bad 

state (

)G

)B  as shown in Figure 3.5. If the channel is in the good state, it is assumed that 

a packet can be transmitted successfully, and when the channel is in the bad state, a 

transmitted packet will experience some error. 
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Figure 3.5 Two-state markov model 

The channel state-transition probability matrix for this two-state Markov model can 

be set up as in eq.(3.7), where ,  are the state transition probabilities. 100100 ,, PPP 11P

                             (3.7) 00 01 01 01

10 11 10 10

1
1

P P P P
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P P P P
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From (Ronald A. Howard, 1971) the state transition probabilities, and , can be 

derived from the burst statistics of the channel as in eq.(3.8) and eq.(3.9). And the 

assumption is that the channel follows a Markov process having geometric 

distributions of run lengths error-bursts with mean 

01P 10P

101 P (Gilbert, 1960). 

    
M

P 1
10 =                                               (3.8) 

    ( )PER
PERP

P
−
∗

=
1
10

01                                        (3.9) 

Where M is mean burst length and  is the packet error rate computed from the 

error pattern generated by the wireless channel simulator. The Markov model will be 

used as a tool to predict future channel behaviors. 

PER

 We predict that the channel is good if the computed probability of being in 

the good state in the current frame is greater than the probability of being in the 

good state in the previous frame

)(iPg

( )1−iPg . 

Steps in predicting good and bad channel conditions 

1. Calculate the mean burst lengths and packet error rate of the previous frames 

from feedback information. 
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2. Compute the state transition matrix and calculate the probability of that the 

next state of the channel is good ( gP ), with the initial condition that the 

channel is in the good state. 

3. Compute the gP and ( )1−iPg  

If      ( ) ( )1−≥ iPiP gg , channel is good.  

• Use FMO for frame i 

Else ( ) ( )1−< iPiP gg , channel is bad 

• FMO, FEC and interleaving for frame i.  

• Set Interleaving depth = mean burst length 

4. Repeat steps (1) until (3) all frames have been processed 

 

 



CHAPTER IV 

 

RESULTS AND DISCUSSIONS 

 

4.1 Simulation Setup 

 To analyze the effect of FMO for wireless video transmission, the 

modification of a reference software and wireless channel simulator are needed. In the 

simulation, the H.264/AVC JM codec version 9.2 references software is used. No 

modification of the encoded bit-stream is needed. However, the encoder in this 

version does not fully support encoding of explicit slice-group-map (i.e. slice-group-

map-type = 6). We modify the source code such that it can read the entire slice group 

configuration file, and it can resend the updated picture parameter set (PPS) 

information for each encoded picture. Note that, the encoded bit-stream can be 

decoded by the decoder.  However, some modifications are needed at the decoder to 

discard undecodable macroblock and to continue the decoding process.  We encode 

video sequences using the baseline profile at level 3.0 in our simulation. Each 

sequence is encoded for a total of 100 frames with frame rate of 10 frames per second. 

The rate-control is enabled at fixed bit rate of 32 kbps. The default encoder 

parameters (S. Wenge, 2002) are used with the exception on the following FMO 

related parameters.  

Slice_group_map_type (6)  

Num_slice_group_minus_one (0 to7)  

SliceGroupConfigFileName (proposed MBAmap).  

Detailed description of H.264/AVC JM codec parameter usage can be found in 

(Sühring) and (Michael, 2004). 

To investigate the benefits of using FMO on wireless channel, the Rayleigh 

fading wireless channel simulator is used in our simulation. The detail of the 

simulator can be found in (Chen, 1995) as shown in Table 4.1. To simulate the effects 

of slow and fast fading channel, the maximum Doppler frequency parameter is set to 

1 Hz and 40 Hz for slow and fast fading, respectively. We set up the simulation by 

assuming that errors may not attack the PPS header. The average bit error rate (BER) 
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and average packet error rate (PER) for 80 bit packet, are 0.06 and 0.09, respectively 

(Chen, 1995). 

Table 4.1 Wireless channel parameter 
 

Multiple Access TDMA 

Modulation QPSK 

Channel Rate 32 kbps 

Maximum Doppler Frequency 1 Hz (slow), 40 Hz (fast) 

Transmitted Signal Power 15 dB 

Time Delay Spread ¼ of symbol period 

Power Delay Profile 2-ray with equal power 

Antenna Diversity 1 

 

4.2 Quality Metrics 

This research shows the results of using two-pass, one-pass explicit FMO and 

error concealment. Due to the complex nature of error propagation in video 

transmission which can be both spatial and temporal direction, we decide to use both 

subjective and objective measurement of video quality to evaluate the performance of 

our proposed technique. The objective measure is the amount of undecodable 

macroblocks and Peak-Signal to Noise Ratio (PSNR), which depends on both spatial 

and temporal error propagation and can vary on different error concealment method. 

Having a lower number of undecodable MB indicates improved visual quality, but it 

does not directly translate to a better average PSNR because not all MBs have the 

same effect on the PSNR. The subjective measure is visual video quality.    
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4.3 Experimental Results 

 4.3.1 Two-Pass Explicit FMO Map  

4.3.1.1 Comparison of Bit-Count and Distortion Measure  

 We test 4 video sequences: akiyo, claire, foreman and carphone. Each 

sequence is encoded for a total of 100 frames with frame rate of 10 fps. We compare 

the results of using no FMO, using the previously proposed explicit FMO using bit-

count information and using the recently proposed explicit FMO using distortion 

measure from concealment error. 

Figure 4.1 and 4.2 shows the amount of undecodable macroblock for each 

mapping types for slow and fast fading channels respectively.  On the average, 

explicit FMO mapping using distortion measure gives comparable performance, in 

some cases better performance, in terms of the reduction in the number of 

undecodable macroblock as that of our previously proposed explicit FMO using bit 

count information. The reduction on the number of undecodable macroblock is up to 

63% compared to no FMO mapping.  Figure 4.3, 4.4, 4.5 and 4.6 show the PSNR 

curve of Carphone sequence for slow and fast fading and Akiyo sequence for slow 

and fast fading, respectively. We observe that in the slow fading case, the PSNR is 

significantly increased in most parts of the sequence compared with no FMO 

mapping.  The PSNR improvement is comparable when compared between explicit 

FMO using bit count information and distortion measure.  In some cases such as the 

carphone sequence, explicit FMO using distortion measure yields much better PSNR. 

This is because the distortion measure generates slice-group mappings utilizing 

temporal information which is considered as an advantage for sequences with fast 

movement like carphone. For the fast fading case, the overall PSNR improvement is 

less significant than that of the slow fading case.  Nevertheless, we can still observe 

the improvement and the PSNR improvement is comparable when compared between 

explicit FMO using bit count information and distortion measure. As already noted, 

PSNR curve depends heavily on the methods of error concealment used. By using this 

method, the minimum undecodable macroblock picture may not have the maximum 

value of PSNR because of the unequal importance of each macroblock. To gain 

higher PSNR performance, an unequal data protection or more complicated error 

concealment might be applied. 
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Figure 4.1 Total amount of undecodable macroblock for each map type using 8 slice 

groups (slow fading) 
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Figure 4.2 Total amount of undecodable macroblock for each map type using 8 slice 

groups (fast fading) 
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Figure 4.3 PSNR Comparison of carphone sequence for slow fading channel 
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   Figure 4.4 PSNR comparison of carphone sequence for fast fading channel 
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Figure 4.5 PSNR comparison of akiyo sequence for slow fading channel 
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Figure 4.6 PSNR comparison of akiyo sequence for fast fading channel 

 

4.3.1.2 Comparison of Bit-Count, Distortion Measure and 

Distortion from Simulated Error Concealment 

We test 4 video sequences namely, claire, mobile, news and salesman.  Each 

sequence is encoded for a total of 100 frames with frame rate of 10 fps. We compare 

the results of using no FMO, using the previously proposed explicit FMO using bit-

count information and using the recently proposed explicit FMO using distortion 

measure from concealment error.  

Table 4.2 summarizes the average PSNR of video in the scenario of slow and 

fast fading channels. For the slow fading case the results show that the PSNR 

improvement of the proposed method is up to 4.60 dB compared to No FMO, 

(Hantanong, 2005), and (Aramvith, 2006).  For fast fading case, the proposed method 

can improve PSNR of up to 4.98 dB. As mentioned, the quality measurement of video 

in term of the PSNR depends heavily on the location of the bit errors and also the 

error concealment method applied. Nevertheless, there is no direct relation between 

the number of undecodable macroblock and the PSNR as several other factors have to 

be taken into account 

Table 4.3 shows the number of undecodable macroblocks for slow and fast 

fading channel conditions. For slow fading case, the proposed method can reduce, on 

the average, the number of undecodable macroblocks of up to 77% compared to No 

FMO. While in the case of fast fading, the average number of undecodable 
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macroblocks could be reduced of up to 81%. Figure 4.7-4.8 shows the average PSNR 

curve of the “news” test sequence under slow and fast fading conditions. From the 

curves, it can be clearly observed the PSNR improvement of the proposed method. In 

some cases, the number of undecodable MBs with explicit FMO using bit count 

information is very close with the proposed technique for sequences with low motion 

content. If there is little motion, such as news, bit count information based on spatial 

information can better reduce the number of undecodable MB more than the proposed 

technique, but the difference is slight. Overall, using explicit FMO based on temporal 

information on the average can improve the PSNR. The number of undecodable MB 

are comparable. This is because of the unequal important property of each MB.  

 

Table 4.2 Comparisons of average PSNR(dB) 
 

claire mobile news salesman 
  slow fast slow fast slow fast slow fast 

No FMO 30.78 24.28 15.30 12.65 24.00 20.56 25.89 24.59 

FMO_bitcnt  31.12 30.07 16.53 14.99 26.73 23.31 29.15 27.87 
FMO_Dist  30.66 29.59 16.50 14.91 25.77 23.39 29.73 27.12 

FMO_SimDist 31.61 29.26 16.52 15.21 27.78 24.47 30.50 27.36 
 
 
 
Table 4.3 Comparisons of number of undecodable MBs 
 

claire mobile news salesman 
  slow fast slow fast slow fast slow fast 

No FMO 1346 5269 1382 4168 1424 5754 1383 5011 

FMO_bitcnt  780 1257 394 860 651 1220 563 1115 

FMO_Dist  833 1182 470 933 692 1298 547 1164 

FMO_SimDist 760 1257 316 810 658 1318 558 1124 
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Figure 4.7 Comparison of PSNR among 4 methods with respect to clean channel for 

news sequence under slow fading channel 
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Figure 4.8 Comparison of PSNR among 4 methods with respect to clean channel for 

news sequence under fast fading channel 
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4.3.2 One-Pass Explicit FMO map and Error Concealment 

 We compare the improvement of our proposed one-pass FMO generation 

scheme and the proposed error concealment method with some previous works that 

use two-pass encoding and using a non-motion compensated error concealment 

scheme. 

First we discuss the case where perfect feedback channel, i.e., no error in 

feedback channel, is assumed. Table 4.4 summarizes the average PSNR of the test 

videos in the scenario of slow and fast fading channels, our proposed scheme is 

labeled as 1P_bitCnt, 1P_Dist and 1P_SimDis+EC respectively. 1P_FMO_bitCnt is 

FMO map generation using spatial information, 1P_FMO_Dist is FMO map 

generation using temporal information and 1P_SimDis+EC is FMO map from error 

concealment measure combined with error concealment method. 

For the slow fading case, the results show that the PSNR improvement of 

1P_FMO_bitCnt, 1P_FMO_Dist ,and 1P_SimDis+EC are up to 4.47 dB, 4.30 dB and 

5.68 dB in comparison to No FMO. For the fast fading case, 1P_FMO_bitCnt, 

1P_FMO_Dist and 1P_SimDis+EC can improve PSNR of up to 6.23 dB, 5.97 dB and 

6.09 dB, respectively. As previously mentioned, the qualitative measurement of video 

in terms of the PSNR depends on the location of the bit errors and also the error 

concealment method applied.  

Table 4.5 shows the total number of undecodable macroblocks for slow and 

fast fading channel conditions. For the slow fading case, the average number of 

undecodable macroblocks of 1P_FMO_bitCnt, 1P_FMO_Dist and 1P_SimDis+EC is 

reduced of up to 65.99%, 67.66% and 66.79 % in comparison to No FMO. In the case 

of fast fading, the average number of undecodable macroblocks can be reduced of up 

to 80.58%, 79.11% and 80.54%, as shown in Table 4.5 Under the fast fading 

conditions, the wireless channel experiences frequent burst errors with small burst 

durations. Therefore, using spatial information is advantageous because spatial 

information considers only the current frame but not the previous frame and burst 

error. This is the cause of PSNR improvement and the reduction in the number of 

undecodable MBs. In the case of slow fading conditions, the wireless channel 

experiences less frequent burst errors with longer burst durations.  
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In case there are random errors in feedback channel, Table 4.6 shows a 

comparison of the summarizes the average PSNR of the test videos in the scenario of 

slow and fast fading channels, our proposed scheme is labeled as 1P_SimDis+EC, 

1P_SimDis+EC(RandErr5%) and 1P_SimDis+EC(RandErr10%)  respectively. 

1P_SimDis+EC(RandErr5%) and 1P_SimDis+EC(RandErr10%) is FMO map from 

error concealment measure combined with error concealment method with feedback 

have random errors of 5% and 10%. For the slow fading case, the results show that 

the PSNR improvement of 1P_SimDis+EC, 1P_SimDis+EC(RandErr5%) and 

1P_SimDis+EC(RandErr10%) are up to 5.68 dB 5 dB and 5.78 dB in comparison to 

No FMO. For the fast fading case, 1P_SimDis+EC, 1P_SimDis+EC(RandErr5%) and 

1P_SimDis+EC(RandErr10%) can improve PSNR of up to 6.09 dB, 6.59 dB and6.79 

dB, respectively.  

Table 4.7 shows a comparison of the total number of undecodable 

macroblocks for slow and fast fading channel conditions. For the slow fading case, 

the average number of undecodable macroblocks of 1P_SimDis+EC, 

1P_SimDis+EC(RandErr5%) and 1P_SimDis+EC(RandErr10%) is reduced of up to 

66.79%, 69.18% and 66.50% in comparison to No FMO. In the case of fast fading, 

the average number of undecodable macroblocks can be reduced of up to 80.54%, 

80.19% and 80.13%, as shown in Table 4.7. 

The percentage of packet error affects only the FMO map generation process, 

this changes the FMO map that will be generated every frame. This change in FMO 

map will change the location of macroblocks that will be affected by error given the 

same packet error pattern. Considering the effects of error propagation; the effect of 

change in FMO will result in different number of undecodable macroblocks. In 

general, if the number of undecodable macroblocks lost increase. This will also 

increase the number of macroblocks that will be concealed depending on the error 

concealment strategy used. This could result in the changes of PSNR. The proposed 

error concealment can increase the PSNR by around 1 dB compare to MB copy. 

Figure 4.9(a)-(h) shows the comparison of the decoded image quality of the 

proposed method with other FMO mappings at the 16th frame of the carphone 

sequence during fast fading. Fig 4.9(h) shows that the one-pass explicit FMO 

mapping method is the closest to the original image and has the best visual quality 

compared with the other methods. Figure 4.10(a)-(h) is the decoded image quality of 
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the proposed method with other FMO mappings at the 16th frame of the carphone 

sequence during slow fading. The result is also the closest to the original and the best 

visual quality. For the 32nd frame of akiyo sequence, a comparison of the decoded 

image quality of the proposed method under fast fading are shown in Figure 4.11(a)-

(h). Akiyo sequence has low motion content, therefore in Figure 4.11(h) the decoded 

image can be very close to the original image. For 32nd frame of Akiyo sequence 

under slow fading, as shown in Figure 4.12(a)-(h), 1P_SimDis+EC is the closest to 

the original image and has the best visual quality. In Figure 4.13 – 4.18 are the 

decoded quality of the proposed method with other FMO mappings at mother, hall 

and coastguard sequences. Figure 4.19-4.20 shows the average PSNR curve of the 

carphone test sequence under slow and fast fading conditions. From the curves, it can 

be clearly observed that the effect of PSNR improvement on the decoded image of 

proposed method.  

 In some cases, the number of undecodable MBs of 1P_FMO_bitCnt is very 

close to the 1P_FMO_Dist for the sequences with low motion content. If there is little 

motion, such as news or akiyo, bit count information based on spatial information is 

better as it can reduce the number of undecodable MB more than the one-pass explicit 

FMO, but the difference is slight. In case of 1P_SimDis+EC, which takes into 

consideration spatial and temporal error concealment schemes simulated at the 

encoder and combine with error concealment method at the decoder using residual 

information from the simulated one-pass explicit FMO mapping at the encoder side, 

the average PSNR of this method is better than previous method because this method 

use error concealment from a correlation parameter at generate FMO mapping. 

Overall, using one-pass explicit FMO from error concealment and combine 

with the proposed error concealment method can improve the PSNR with the number 

of undecodable MB being comparable. This is because of the unequal importance of 

each MB. The one-pass explicit FMO technique also has less processing time than 

section 4.3.2.1, 4.3.2.2 because section 4.3.2.1, 4.3.2.2 used two passes encoding. 

The additional complexity to the encoder is considered negligible, because 

only the FMO map generation process is changed, the encoder structure is the same as 

the JM reference encoder. The added complexity to the decoder is minimal when the 

proposed error concealment algorithm is implemented. The added complexity is only 

in the implementation of solving Eq. 3.10. This has the minimal impact when in 
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comparison to the other more time consuming task in the decoder, such as motion 

compensation. In summary, this method is suitable for low resolution video sequence 

such as mobile communication and video conference.  
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Table 4.4 Comparison of average PSNR(dB) 
 

  akiyo carphone claire foreman moblie news mother coastguard salesman container hall highway silent 

  slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast 
 No FMO 30.71 27.63 23.04 19.01 30.78 24.28 17.11 15.12 15.30 12.65 24.00 20.56 28.48 25.11 21.79 17.15 25.89 24.59 26.34 22.43 26.81 25.06 29.45 25.57 23.88 22.36 

 2P_FMO_bitcnt  34.46 32.17 23.29 21.94 31.12 30.07 20.61 18.19 16.53 14.99 26.73 23.31 31.58 28.09 21.48 19.79 29.15 27.87 30.81 28.47 30.48 26.74 28.79 29.10 28.80 25.64 

 2P_FMO_Dist  34.75 31.58 25.49 22.62 30.66 29.59 20.62 19.81 16.50 14.91 25.77 23.39 31.96 27.38 21.18 17.97 29.73 27.12 30.49 28.95 31.15 26.25 30.47 28.45 28.49 25.68 

 2P_FMO_SimDis 34.43 31.57 25.41 22.08 31.61 29.26 18.53 18.87 16.52 15.21 27.78 24.47 32.16 28.46 20.99 18.69 30.50 27.36 30.87 28.40 30.54 27.04 29.42 29.39 25.25 25.23 

 1P_FMO_bitCnt 32.94 32.17 26.13 22.42 31.75 29.39 20.48 18.23 16.60 15.46 26.81 24.40 31.74 28.46 21.29 19.39 29.85 27.31 30.66 28.65 31.55 27.66 29.41 29.59 26.39 25.90 

 1P_FMO_Dist 34.93 31.83 26.09 22.08 31.66 29.97 20.72 18.25 16.69 15.05 27.19 24.01 32.38 28.84 21.75 19.60 30.19 27.19 28.44 28.40 28.88 26.17 29.73 29.71 25.21 25.40 
 1P_FMO_SimDis 34.56 32.37 26.10 22.67 30.59 28.67 20.45 18.42 16.45 14.39 25.79 23.61 32.26 28.55 22.04 19.97 30.29 26.90 30.83 27.85 31.90 27.08 29.34 29.72 27.53 24.73 

 1P_FMO_Dis+EC 35.24 33.11 26.64 23.46 31.63 29.58 21.27 19.33 16.77 14.99 26.46 24.18 32.80 29.04 22.45 20.42 30.57 27.67 31.50 28.52 32.50 27.87 30.19 30.42 28.10 25.39 

 

Remark : Two-pass Explicit FMO map  - bit count (spatial information)  as call “2P_FMO_bitcnt” 

- distortion measure (temporal information) as call “2P_FMO_Dist” 

- distortion by simulated spatial/temporal EC as call “2P_FMO_SimDis” 

    One-pass Explicit FMO map  - bit count (spatial information) as call “1P_FMO_bitCnt” 

       - distortion measure (temporal information) as call “1P_FMO_Dist” 

- distortion by simulated spatial/temporal EC as call “1P_FMO_SimDis” 

- combined distortion by simulated spatial/temporal EC and EC as call “1P_Dis+EC” 

 



 

 

Table 4.5 Comparison of number of undecodable macroblocks 
 

  akiyo carphone claire foreman moblie news mother coastguard salesman container hall highway silent 

  slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast 
 No FMO 1547 5367 1380 5634 1346 5269 1499 5740 1382 4168 1424 5754 1038 4978 1499 5659 1383 5011 1547 7045 1499 5776 1134 3569 1447 5175 

 2P_FMO_bitcnt  758 1210 742 1329 780 1257 712 1243 394 860 651 1220 764 1039 968 1321 563 1115 801 1681 659 1278 616 923 546 1071 

2P_FMO_Dist  701 1210 651 1202 833 1182 746 1187 470 933 692 1298 777 1130 1068 1284 547 1164 818 1487 537 1149 633 908 597 1159 

 2P_FMO_SimDis 690 1264 692 1163 760 1257 757 1120 316 810 658 1318 759 1076 1017 1255 558 1124 763 1567 416 1081 588 930 741 1086 

1P_FMO_bitCnt 805 1213 685 1284 799 1221 728 1224 470 878 680 1363 762 1115 912 1370 559 1141 810 1517 614 1122 584 935 566 1093 

1P_FMO_Dist 674 1290 692 1248 757 1241 740 1261 447 854 661 1291 735 1159 980 1278 580 1079 1045 1646 562 1251 625 971 728 1138 

1P_FMO_SimDis 687 1212 634 1203 798 1253 716 1279 459 863 702 1185 728 1109 819 1337 579 1102 732 1510 509 1124 627 916 536 1019 

1P_FMO_Dis+EC 687 1212 634 1203 798 1253 716 1279 459 863 702 1185 728 1109 819 1337 579 1102 732 1510 509 1124 627 916 536 1019 
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Table 4.6 Comparison of average PSNR(dB) 
 
  akiyo carphone claire foreman moblie news mother coastguard salesman container hall highway silent 

  slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast 

No FMO 30.71 27.63 23.04 19.01 30.78 24.28 17.11 15.12 15.30 12.65 24.00 20.56 28.48 25.11 21.79 17.15 25.89 24.59 26.34 22.43 26.81 25.06 29.45 25.57 23.88 22.36 

RT_Dis+EC 35.24 33.11 26.64 23.46 31.63 29.58 21.27 19.33 16.77 14.99 26.46 24.18 32.80 29.04 22.45 20.42 30.57 27.67 31.50 28.52 32.50 27.87 30.19 30.42 28.10 25.39 

RT_Dis+EC 
(RandomErr 5%) 33.17 32.34 23.97 23.73 31.83 29.82 20.84 18.95 16.98 15.50 27.43 25.57 32.23 28.68 22.65 20.90 29.61 28.05 31.34 29.02 31.40 27.99 30.60 30.29 27.14 24.81 

RT_Dis+EC 
(RandomErr 10%) 35.30 32.44 25.85 23.61 31.49 31.03 21.42 19.10 16.85 15.48 27.84 23.74 32.99 29.33 21.63 20.18 30.67 28.08 29.14 28.92 32.59 28.46 29.21 29.52 28.66 25.77 
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Table 4.7 Comparison of number of undecodable macroblocks 
 
  akiyo carphone claire foreman moblie news mother coastguard salesman container hall highway silent 

  slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast slow fast 

No FMO 
 1547 5367 1380 5634 1346 5269 1499 5740 1382 4168 1424 5754 1038 4978 1499 5659 1383 5011 1547 7045 1499 5776 1134 3569 1447 5175 

RT_Dis+EC 
 687 1212 634 1203 798 1253 716 1279 459 863 702 1185 728 1109 819 1337 579 1102 732 1510 509 1124 627 916 536 1019 

RT_Dis+EC 
(RandomErr 5%) 821 1232 774 1149 805 1251 743 1348 426 856 670 1228 783 1108 819 1418 549 1132 803 1554 515 1147 608 937 590 1025 

RT_Dis+EC 
(RandomErr 10%) 717 1237 685 1151 709 1171 720 1255 463 828 637 1303 759 1168 922 1254 553 1202 995 1531 537 1154 599 931 621 1120 
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(a) (b)   
(c) (d) (e) 
(f) (g) (h)  

   

   
Figure 4.9 16th carphone sequence (fast fading) 

 

 

 
(a) (b)   
(c) (d) (e) 
(f) (g) (h)  

 
Figure 4.10 16th carphone sequence (slow fading) 

(a) Original (b) No FMO (c) FMO spatial Information,  

(d) FMO temporal Information (e) FMO Simulated distortion by Error Concealment 

(f) One-pass FMO spatial Information (g) One-pass FMO temporal Information  

(h) One-pass FMO Simulated distortion by Error Concealment 
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(a) (b)   
(c) (d) (e) 
(f) (g) (h)  

   

   
Figure 4.11 32nd akiyo sequence (fast fading) 

  

 

(a) (b)  
(c) (d) (e) 
(f) (g) (h)  

   

   
Figure 4.12 32nd akiyo sequence (slow fading) 

 

(a) Original (b) No FMO (c) FMO spatial information,  

(d) FMO temporal information (e) FMO Simulated distortion by error concealment 

(f) One-pass FMO spatial information (g) One-pass FMO temporal information  

(h) One-pass FMO Simulated distortion by error concealment 
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(a) ) (b   
(c) )  (d (e)
(f)   (g) (h) 

   

   
Figure 4.13 55th mother sequence (fast fading) 

  

 

(a) ) (b  
(c) )  (d (e)
(f)   (g) (h) 

   

   
Figure 4.14 44th mother sequence (slow fading) 

 

(a) Original (b) No FMO (c) FMO spatial information,  

(d) FMO temporal information (e) FMO Simulated distortion by error concealment 

(f) One-pass FMO spatial information (g) One-pass FMO temporal information  

(h) One-pass FMO Simulated distortion by error concealment 
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(a) ) (b   
(c) )  (d (e)
(f)   (g) (h) 

   

   
Figure 4.15 60th hall sequence (fast fading) 

  

 

(a) ) (b  
(c) )  (d (e)
(f)   (g) (h) 

   

   
Figure 4.16 60th hall sequence (slow fading) 

 

(a) Original (b) No FMO (c) FMO spatial Information,  

(d) FMO temporal Information (e) FMO Simulated distortion by Error Concealment 

(f) One-pass FMO spatial Information (g) One-pass FMO temporal Information  

(h) One-pass FMO Simulated distortion by Error Concealment 
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(a) ) (b   
(c) )  (d (e)
(f)   (g) (h) 

   

   
Figure 4.17 88th coastguard sequence (fast fading) 

  

 

(a) ) (b  
(c) )  (d (e)
(f)   (g) (h) 

   

   
Figure 4.18 52nd coastguard sequence (slow fading) 

 

(a) Original (b) No FMO (c) FMO spatial information,  

(d) FMO temporal information (e) FMO Simulated distortion by error concealment 

(f) One-pass FMO spatial information (g) One-pass FMO temporal information  

(h) One-pass FMO Simulated distortion by error concealment 
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Figure 4.19 Comparison of PSNR among 7 methods with respect to clean channel for 

carphone sequence under slow fading channel. 
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Figure 4.20 Comparison of PSNR among 7 methods with respect to clean channel for 

carphone sequence under fast fading channel. 
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4.3.3 Joint Explicit FMO map, Adaptive Interleaving depth and Forward 

Error Correction  

 This section shows the results of using joint FMO, FEC and interleaving.  The 

simulation conditions are stated in Section II. We use 4 standard test video sequences, 

namely, Akiyo, Carphone, Mobile, and News. We used the average PSNR and the 

number of undecodable MBs to evaluate the performance of our proposed technique. 

Having a lower number of undecodable MB indicates improved visual quality but it 

does not directly translate to a better average PSNR because not all MBs have equal 

the same effect on the PSNR. 

  4.3.3.1 Two-Pass Explicit FMO Map 

 Table 4.6 shows the number of undecodable macroblocks for slow and fast 

fading channels.  By incorporating FMO with FEC and adaptive interleaving depth, 

we can observe the considerable reduction of undecodable macroblock in every test 

sequences when compared with no FMO and FEC and using FMO with no FEC. For 

slow fading case, the proposed method could reduce the average of the number of 

undecodable macroblocks of up to 70%.  While in the case of fast fading case, the 

average of the number of undecodable macroblocks could be reduce up to 88%. The 

proposed algorithm also outperforms when compared to the methods of using FMO 

only and in some cases of FMO and FEC coding. 

 Table 4.7 shows the average PSNR of video in the scenario of slow and fast 

fading channels.   The simulation results show that for the case of slow fading, the 

PSNR improvement of the proposed method is increased up to 5 dB.  For fast fading 

case, the proposed method can achieve PSNR improvement of up to 7.5 dB.  If 

compared to our previous work in (Aramvith, 2006), the improvement of average 

PSNR for slow fading case is up to 1.7 dB.  While the improvement of average PSNR 

for fast fading case is up to 2 dB.  As already mentioned, the quality measurement of 

video in term of PSNR depends heavily on the location of bit errors and also the error 

concealment method applied.  As simple non-motion compensated error concealment 

is used in this study, we expect that the higher PSNR improvement could be achieved 

if more sophisticated methods of error concealment technique is applied in further 

study.  Nevertheless, there is no direct relation between the number of undecodable 

macroblock and the PSNR as several other factors have to be taken into account. 

 
 



78 
 

 Figures 4.23-4.26 show the average PSNR curve of carphone and akiyo test 

sequence in the slow and fast fading case, respectively.  From the curves, it can be 

clearly observed the PSNR improvement of this method. 

 

 

 

 

(a) ) (b   
(c) )  (d (e) 

  
Figure 4.21 40th carphone sequence (slow fading) (a) Original  

(b) No FMO+ No FEC (c) FMO+ No FEC (d) FMO + FEC (e) Our proposed 

 

 

 

 

(a) ) (b   
(c) )  (d (e) 

Figure 4.22 23rd carphone sequence (sast fading) (a) Original 

 (b) No FMO+ No FEC (c) FMO+ No FEC (d) FMO + FEC (e) Our proposed 
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Table 4.6 Comparison of average PSNR (two-pass explicit FMO) 
 

akiyo carphone mobile news 
  slow fast slow fast slow fast slow fast 

NoFMO+NoFEC 30.71 27.63 23.04 19.01 15.30 12.65 24.00 20.56 

FMO+NoFEC 34.46 32.17 23.29 21.94 16.53 14.99 26.73 23.31 
FMO+FEC  33.76 33.13 23.22 23.76 17.43 15.48 28.05 24.31 

Our proposed 34.07 35.13 24.92 24.98 17.68 15.69 29.02 24.87 
 
 
Table 4.7 Comparison of number of undecodable MBs (two-pass explicit FMO) 
 

akiyo carphone mobile news 
  slow fast slow fast slow fast slow fast 

NoFMO+NoFEC 1547 5367 1380 5634 1382 4168 1424 5754 
FMO+NoFEC 758 1210 742 1329 394 860 607 1318 

FMO+FEC 489 504 396 551 199 639 419 564 

Our proposed 504 555 418 551 153 607 378 607 
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Figure 4.23 Comparison of PSNR among 4 methods with respect to clean channel for 

carphone sequence under slow fading channel (two-pass explicit FMO) 
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Figure 4.24 Comparison of PSNR among 4 methods with respect to clean channel for 

carphone sequence under fast fading channel (two-pass explicit FMO) 
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Figure 4.25 Comparison of PSNR among 4 methods with respect to clean channel for 

mobile sequence under slow fading channel (two-pass explicit FMO) 
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Figure 4.26 Comparison of PSNR among 4 methods with respect to clean channel for 

mobile sequence under fast fading channel (two-pass explicit FMO) 

 

  4.3.3.2 One-Pass Explicit FMO Map 

Table 4.8 shows the number of undecodable macroblocks for slow and fast 

fading channels.  By incorporating FMO with FEC and adaptive interleaving depth, 

we can observe the considerable reduction of undecodable macroblock in every test 

sequences when compared with no FMO and FEC and using FMO with no FEC. For 

slow fading case, the proposed method could reduce the average of the number of 

undecodable macroblocks of up to 89%.  While in the case of fast fading case, the 

average of the number of undecodable macroblocks could be reduce up to 90%. The 

proposed algorithm also outperforms when compared to the methods of using FMO 

only and in some cases of FMO and FEC coding. 

 Table 4.9 shows the average PSNR of video in the scenario of slow and fast 

fading channels.   The simulation results show that for the case of slow fading, the 

PSNR improvement of the proposed method is increased up to 5.4 dB.  For fast fading 

case, the proposed method can achieve PSNR improvement of up to 7.45 dB.   
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Table 4.8 Comparison of average PSNR (one-pass explicit FMO) 
 

  akiyo Carphone moblie news 

  Slow Fast Slow Fast Slow Fast Slow Fast 

NoFMO+NoFEC 30.71 27.63 23.04 19.01 15.30 12.65 24.00 20.56 

FMO+NoFEC 34.46 32.17 23.29 21.94 16.53 14.99 26.73 23.31 

FMO+FEC 33.52 33.02 23.16 23.92 17.13 15.48 27.94 24.56 

FMO+FEC+adpInv 34.07 35.13 24.92 24.98 17.68 15.69 29.02 24.87 

1PFMO+FEC+adpInv 31.34 35.09 28.45 24.83 17.86 16.01 29.25 25.48 
 
Table 4.9 Comparison of number of undecodable MBs (one-pass explicit FMO) 
 

akiyo Carphone moblie news 

  Slow Fast Slow Fast Slow Fast Slow Fast 

NoFMO+NoFEC 1547 5367 1380 5634 1382 4168 1424 5754 

FMO+NoFEC 758 1210 742 1329 394 860 607 1318 

FMO+FEC 525 463 439 477 251 568 456 520 

FMO+FEC+adpInv 504 555 418 551 153 607 378 607 

1PFMO+FEC+adpInv 576 624 303 549 155 610 400 637 
 
 



CHAPTER V 

 

CONCLUSIONS AND RECOMMENDATIONS 

 
 In this section, conclusions our algorithm and recommendation for future 

research in develop error-resilient video coding techniques for wireless video 

transmissions. 

5.1 Conclusions 

In this dissertation divide our algorithm to four parts.  

First, we investigate the use of the two-pass explicit FMO option of 

H.264/AVC for wireless video transmission in the slow and fast fading cases. This 

method addresses this issue and proposes the use of the encoder’s macroblock coded-

bit-count which acts as spatial information and distortion measure based on the 

concealment error which acts as temporal information as indicators for a choice of 

macroblock-address-map of each picture. Our simulation results indicate the benefit 

of using both of our proposed explicit FMO technique can decrease the amount of 

undecodable macroblocks of up to 63%.  

Second, the extension of integrating the two-pass explicit FMO using spatial 

and temporal information to generate more suitable maps.  Also investigate the 

integration of utilizing temporal indicator in term of distortion measure. The 

framework of using joint two-pass explicit FMO map based on distortion simulated 

from spatial and temporal error concealment at the encoder and a new error 

concealment at decoder. Our simulation results show the benefit of using explicit 

FMO especially when using higher number of slice group per picture and apply new 

error concealment scheme. The amount of undecodable MBs is decreased of up to 

81% compared to no FMO and the PSNR improvement is up to 5 dB. The use of error 

concealment at the decoder and its effectiveness combined with explicit FMO is 

currently under study. 

Third, we investigate the framework of one-pass explicit FMO of H.264/AVC 

for wireless channel in the slow and fast fading cases, such as one-pass explicit FMO 

map using bit-count information, one-pass explicit FMO map using distortion 

measure and one-pass explicit FMO map from the simulated error concealment as 
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indicators for a choice of macroblock-address-map of each picture. One-pass use 

feedback information of previous frame for generates MBAmap of current frame. We 

propose a new error concealment method using residual information from the 

simulated error concealment as generating one-pass explicit FMO map. Our 

simulation results indicate that the benefit of using one-pass explicit FMO using a 

higher number of slice group per picture and combine a new error concealment 

method. For slow fading, the amount of undecodable MBs of one-pass explicit FMO 

from error concealment are decreased of up to 66.79% compared with No FMO and 

the PSNR improvement are up to and 5.68 dB. For fast fading, the amount of 

undecodable MBs of one-pass from error concealment are decreased of up to 80.54% 

compare with No FMO and the PSNR improvement are up to 6.09 dB. The results 

show one-pass explicit FMO map from error concealment is the best method because 

the indicator used correlates with the error concealment method. If we implement 

more sophisticated error concealment techniques the PSNR will be improved and 

decoded image will be better. 

Forth, the framework of joint explicit map FMO using bit count information, 

FEC coding, and adaptive interleaving depth has been proposed.  The scheme has 

been adapted according to the predicted channel condition derived from the 

probability that next state of channel is good.  If the channel condition is good, we use 

only FMO as an error mitigation scheme.  If the channel condition is bad, we use 

FMO, FEC, and interleaving.  The interleaving is adjusted for each frame according to 

the mean burst length statistics obtained from feedback information of previous 

frames. The simulation results under slow and fast fading wireless channel scenarios 

show that our proposed scheme help reduce the number of undecodable macroblock 

of up to 70% and achieve the PSNR improvement of up to 88%. Thus, the proposed 

framework is feasible error protection scheme for wireless video transmission.   

  

5.2 Recommendations 

• We can modify different error concealment method in the spatial and temporal 

domain for improve the best quality of video. 

• MBAmap can be generating from another parameter. 
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