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CHAPTER I

INTRODUCTION

In real-life situations, we normally make a decision under uncertain informa-

tion. There are many interpretations of uncertainty, such as random set, possibility

distribution, probability interval, p-box and cloud [7, 10, 16, 17]. However, we con-

centrate on the relationship between a probability interval and a random set. A

probability interval is an interval presenting lower and upper bounds of a probabil-

ity of each element in a considerable set while a random set is a set of probabilities

which are bounded below and above by belief and plausibility functions. From

these definitions, a probability interval is easier to understand than a random set

because a random set information requires the knowledge about belief and plausi-

bility functions. Even though random sets are difficult to present and a user may

not clearly understand, using a random set to represent data is more appropriate

than using a probability interval in a situation where a user does not want the oth-

ers to understand his/her probability interval information clearly. The following

example shows a situation that using a random set is more suitable than using a

probability interval for a user.

Example 1.1. Suppose we are a banker of a horse-racing who has a probability

interval information about famous horse, A,B,C and D, as follows.

p({A will be the winner}) ∈
[
1

4
,
1

2

]
, p({B will be the winner}) ∈

[
1

4
,
7

16

]
,

p({C will be the winner}) ∈
[
1

8
,
3

8

]
, p({D will be the winner}) ∈

[
1

8
,
5

16

]
.

If we show this information for an on-looker to bid on a winner, he/she may

guess that A will be the winner. If A is the winner, we must pay a jackpot to this

on-looker. From this information, we may see that A has the most probability to

be the winner. However, it is not the good idea for us to show this information for
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the on-looker. In fact, this probability interval information can be conveyed to the

unique random set which has the same information; i.e.,

• the belief that A will be the winner is
1

4
which equal to the belief that B will

be the winner,

• the belief that C will be the winner is
1

8
which equal to the belief that D will

be the winner,

• the belief that one of a horse in the set {A,B,C} will be the winner for sure

is
11

16
, and

• the belief that one of a horse in the set {A,C,D} will be the winner for sure

is
9

16
.

We can see that people could understand the probability interval presentation of

this information more than the random set’s one. On the other hand, an on-looker

would understand the random set representation of this information only when

he/she has the knowledge on this subject.

The details on how to transform this probability interval to the random set

are explained on page 49. Therefore, if we present this random set information

instead of the probability interval information, it may be harder for the on-looker

to interpret which horse will have more chance to win. Thus, the random set

information will gain more benefit for us.

Hence the first objective of our study is to find the conditions of a set PPI of

probabilities generated from a probability interval when it has the same informa-

tion as a set PRS of probabilities generated from a random set. We discover the

conditions of a probability interval that makes PPI = PRS which we will discuss

later in Chapter III. There was no research on this topic, as we had worked on

the literature review. In the study of Lemmer, Kyburg and Deneoeux, they found

an algorithm for constructing a random set which is an approximation of a given

probability interval. Destercke, Dubois and Chojnacki [5] explained that Lemmer

and Kyburg [8] worked on an inner approximated transformation of a set PPI into a
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set PRS, which means PRS ⊂ PPI . Later, Deneoeux [4] studied the transformation

of a set PPI into a set PRS using an outer approximation (PPI ⊂ PRS). Therefore,

we are interested in finding the conditions that a given probability interval and a

random set obtain the same information (PPI = PRS).

In addition, solving uncertain linear programming problems with probability

interval and random set parameters is another objective of our work. We have

studied the technique for solving linear optimizations under uncertainty problems

from Thipwiwatpojana [15], which is used to find a pessimistic and an optimistic

solutions for solving this type of problems. In this study, we use pessimistic and op-

timistic approaches for solving uncertain linear programming problems with prob-

ability interval and random set parameters. However, before solving the problem,

all probability interval parameters must be verified whether they satisfy the con-

ditions in Chapter III. Then, we can transform the problem to be the problem

with only random set parameters, if the conditions are satisfied. We use decision

making approaches for random sets presented by Hung T. Nguyen [11] to solve the

problem. The solution approaches from [11] are not only a pessimistic or an opti-

mistic solution but also all of the convex combinations between a pessimistic and

an optimistic solutions. The details of these approaches can be found in Chapter

IV.

In the next chapter, the necessary background knowledge used in this thesis,

which are probability intervals, random sets and a recourse model are provided in

Chapter II. After that, we discuss the conditions of a given probability interval

which can be represented as a random set in Chapter III. Later, a method for

solving linear programming problems with probability interval and random set pa-

rameters is shown in Chapter IV. Finally, we provide the conclusion of this thesis

in Chapter V.



CHAPTER II

PRELIMINARIES

We provide the mathematical definitions of a probability interval and a ran-

dom set in this chapter. The review of a recourse model is in the last part of

this chapter. We begin with the definition of a probability interval in Section 2.1

and follow by the definition of a random set in Section 2.2. Other technical terms

and notation are also given where needed. Finally, we finish this chapter with the

review of a recourse model in Section 2.3.

2.1 Probability interval

In this thesis, we use the notation set X = {x1, x2, . . . , xn} to be the set of
realizations of an uncertainty information, unless stated otherwise.

Definition 2.1. probability interval ( see [2])

Given X = {x1, x2, . . . , xn} as the set of realizations of an uncertainty infor-

mation and a family of intervals L = {[li, ui], i = 1, 2, . . . , n | 0 ≤ li ≤ ui ≤ 1}, we
define the set PL of probability distributions on X as

PL = {p | li ≤ p({xi}) ≤ ui,

n∑
i=1

p({xi}) = 1, ∀i = 1, 2, . . . , n},

where p({xi}) is a probability density of {xi}.
The set L is called a set of probability intervals, or a probability interval, in

short. While, the set PL is the set of all possible probabilities associated with L.

Definition 2.2. proper probability interval

A probability interval L = {[li, ui], i = 1, 2, . . . , n | 0 ≤ li ≤ ui ≤ 1} such that

n∑
i=1

li ≤ 1 ≤
n∑

i=1

ui, (2.1)
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is called a proper probability interval.

The probability interval satisfying the condition (2.1) will guarantee that PL is

nonempty. The empty set is not usable, so we consider only a proper probability

interval in this thesis. Moreover, it is well known that for all probability functions,

p, in a nonempty set PL

inf
p∈PL

p(A) ≤ p(A) ≤ sup
p∈PL

p(A), ∀A ∈ P (X),

where P (X) is the power set of set X. We define

l(A) = inf
p∈PL

p(A) and u(A) = sup
p∈PL

p(A), ∀A ∈ P (X).

The next definition is the condition of a proper probability interval which guar-

antees that for each i, the lower bound, li, and/or the upper bound, ui, can be

reached by some probabilities in the set PL.

Definition 2.3. reachability

A proper probability interval L = {[li, ui], i = 1, . . . , n} is called reachable if

∑
j �=i

lj + ui ≤ 1 and
∑
j �=i

uj + li ≥ 1, ∀i. (2.2)

It was proved by L.M. De Campos et al. [2] that if a proper probability interval

satisfies the condition (2.2), then l({xi}) = li and u({xi}) = ui, for all i. In

addition, we can compute the lower bound and upper bound of a nonempty set

set A of X by using the values li and ui from a reachable probability interval as

follows.

l(A) = max(
∑
xi∈A

li, 1−
∑
xi∈Ac

ui), (2.3)

u(A) = min(
∑
xi∈A

ui, 1−
∑
xi∈Ac

li), ∀A ∈ P (X), (2.4)

where Ac is the complement set of the set A.

We use l(A) and u(A) to represent the bounds of probabilities of a set A; i.e.,
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{p | l(A) ≤ p(A) ≤ u(A), ∀A ∈ P (X)}. However, this set is the same as the set PL.

We use the notation PPI instead of PL when our probability interval is reachable.

PPI = {p | l(A) ≤ p(A) ≤ u(A), ∀A ∈ P (X)}.

We discuss a random set in the next section. We begin with the definitions of

a σ-algebra, a measurable space, a measurable mapping, and a probability space

that can be found in many standard probability measure text books [1, 12, 13].

After that, we use them to provide the definition of a random set. However, in this

thesis we consider only a finite random set. A random set can be represented by

belief and plausibility measures. The definitions of belief and plausibility measures,

which are closely related to a random set, are presented afterwards.

2.2 Random set

Definition 2.4. σ-algebra and measurable space (see [1])

Let Ω be a nonempty set. A σ-algebra on Ω, denoted by σΩ, is a family of

subsets of Ω that satisfies the following properties:

• ∅ ∈ σΩ,

• B ∈ σΩ ⇒ Bc ∈ σΩ, and

• Bi ∈ σΩ, for any countable (or finite) subset Bi of σΩ ⇒ ∪iBi ∈ σΩ.

A pair (Ω, σΩ) is called a measurable space.

Definition 2.5. measure, measure space, probability space and probability measure

(see [1])

Let (Ω, σΩ) be a measurable space. By a measure on this space, we mean a

function μ : σΩ → [0,∞] with the properties:

• μ(∅) = 0, and

• if Bi ∈ σΩ, ∀i = 1, 2, . . ., are disjoint, then μ
( ∞⋃

i=1

Bi

)
=

∞∑
i=1

μ(Bi).

We refer to the triple (Ω, σΩ, μ) as a measure space. If μ(Ω) = 1, we refer to it

as a probability space and write it as (Ω, σΩ, P rΩ), where PrΩ is a probability

measure.
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Definition 2.6. measurable mapping (see [1])

Let (Ω, σΩ) and (U, σU) be measurable spaces. A function f : Ω → U is said to

be a (σΩ, σU)-measurable mapping if f−1(A) = {ω ∈ Ω : f(ω) ∈ A} ∈ σΩ, for

each A ∈ σU .

Definition 2.7. random set (see [11])

Let (Ω, σΩ, P rΩ) be a probability space and (F, σF ) be a measurable space, where

F ⊆ σU , U �= ∅, and (U, σU) is a measurable space. A random set Γ is a (σΩ, σF )-

measurable mapping

Γ : Ω→ F

ω 
→ Γ(ω).

When X is finite, we can use a basic probability assignment function ‘m’

over P (X) to represent a random set

m(E) = p({ω,Γ(ω) = E}), ∀E ∈ P (X),

such that
∑

E∈P (X)

m(E) = 1 and m(∅) = 0. A set E ∈ P (X), where m(E) ≥ 0 is

called a focal element of m, and denote F as the set of focal elements. Then,

we use the order pair (F,m) to define a random set. We should recognize that

probability distribution functions, Pr’s, and basic probability assignment func-

tions, m’s, are different, i.e.,

• When A ⊆ B, Pr(A) ≤ Pr(B), but it is not necessary that m(A) ≤ m(B).

• Pr(X) = 1, while it is not necessary that m(X) = 1.

• Pr(A) +Pr(Ac) = 1, but there is no relationship between m(A) and m(Ac).

Definition 2.8. belief and plausibility measures (see [1])

Let X be a finite set of realizations of an uncertain information. A belief

measure, denoted by Bel, is a function

Bel : P (X) → [0, 1]



8

such that Bel(∅) = 0, Bel(X) = 1, and it contains a super-additive property for

all possible families of subsets of X, that is,

Bel(A1∪. . .∪An) ≥
∑
j

Bel(Aj)−
∑
j<k

Bel(Aj∩Ak)+. . .+(−1)n+1Bel(A1∩. . .∩An)

where A1, A2, . . . , An ⊆ X. The basic property of belief measures is a weaker version

of the additive property of probability measures. Thus, for any A,Ac ⊆ X,

Bel(A) +Bel(Ac) ≤ 1.

A plausibility measure, denoted by Pl, is defined by

Pl(A) = 1− Bel(Ac), ∀A ∈ P (X).

Similarly, Bel(A) = 1− Pl(Ac), ∀A ∈ P (X).

However, belief and plausibility measures can be defined by a basic probability

assignment function m. Shafer [14] showed that the basic probability assignment

function m can be used to formulate belief and plausibility measures as follows,

Bel(A) =
∑

E |E⊆A

m(E), and

Pl(A) = 1− Bel(Ac) =
∑

E |E∩A �=∅

m(E), ∀A ∈ P (X).

Therefore, the following set is the set of all possible probabilities that are in-

duced by a random set, and we use the notation, PRS to represent it.

PRS = {p | ∀A ∈ P (X), Bel(A) ≤ p(A) ≤ Pl(A)}.

The meaning of belief and plausibility depend on the context where they were

used. We provide the meaning of these functions in a general context as follows.

Bel(A) means that a user’s belief that one of the elements in A will happen for

sure with proportion Bel(A).

Pl(A) means that a user’s belief that one of the elements in Ac may not happen

for sure with proportion Pl(A).

In the next section, we explain the details of a recourse model which is used

for solving linear programming problems with uncertainty.
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2.3 Recourse model

Stochastic programming is known for solving uncertain problems which some

of the objective or constraints have uncertain data with a probability interpre-

tation. A recourse model is one of approaches in stochastic programming which

we make our decisions now then minimize the expected costs (or utilities) of the

consequences of these decisions. A two-stage recourse problem has a general form

as

minx cx+ E[h(x, w)]

s.t. Ax ≥ b

x ≥ 0

where h(x, w) = min gwy

s.t. Wwy ≥ rw − Twx

y ≥ 0.

In this problem, x is a vector of decisions that we must take and y is a vector

of decisions that represent new actions or consequences of x.

However, in this thesis we study about solving linear programming problem

with uncertainty as the following form

minx cx

s.t. Âx ≥ b̂

Bx ≥ d

x ≥ 0.

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(2.5)

where Â and b̂ can be random sets or probability intervals. We cannot use the

two-stage recourse model to solve it because we do not know the exact probability

density mass value of each realization. We present how to solve the problem (2.5)

in Chapter IV.

In the next chapter, we provide how to obtain the conditions of a given reachable

probability interval that can be represented as a random set, PPI = PRS, and the

proof of all conditions.



CHAPTER III

WHEN A REACHABLE PROBABILITY INTERVAL IS

A RANDOM SET

Our objective of this thesis is to find the conditions of a given reachable prob-

ability interval L that would obtain PPI = PRS. Therefore, we must consider the

conditions of a given reachable probability interval when it receives the following

equations:

Bel(A) = max(
∑
xi∈A

li, 1−
∑
xi∈Ac

ui), and

Pl(A) = min(
∑
xi∈A

ui, 1−
∑
xi∈Ac

li).

However, we can consider only when Bel(A) = l(A) which we will obtain

PPI = PRS as the following details. Beginning with computing l(Ac), we can

calculate the value of l(Ac) by using Equation (2.3), as follows

l(Ac) = max(
∑
xi∈Ac

li, 1−
∑
xi∈A

ui).

If l(Ac) =
∑
xi∈Ac

li, then we gain u(A) = 1−
∑
xi∈A

ui from Equation (2.4). Other-

wise, if l(Ac) = 1 −
∑
xi∈A

ui, then we also have u(A) =
∑
xi∈Ac

li. Therefore, we gain

l(Ac) + u(A) = 1 or u(A) = 1− l(Ac) that can be computed in the similar way as

Pl(A), Pl(A) = 1−Bel(Ac). Consequently, we need to verify only the conditions

when l(A) has the same value as Bel(A).
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3.1 A specific assignment function to obtain l(A) = Bel(A)

If we want l(A) = Bel(A); ∀A ⊆ X, the basic assignment function ‘m’ requires

to have a specific pattern. We categorize this specific pattern by considering all

sizes of the nonempty subset A of X when setting l(A) = Bel(A).

First, consider when |A| = 1, that is, A = {xi} for each i = 1, . . . , n. The

equation Bel(A) =
∑

E,E⊆A

m(E) can be written as Bel({xi}) = m({xi}). Moreover,

we get l({xi}) = li and u({xi}) = ui from the reachable property. Therefore, we

must set Bel({xi}) = m({xi}) = l({xi}), for each i.

Second, consider when |A| = 2, that is, A = {xi, xj}. From Bel({xi, xj}) =
m({xi}) +m({xj}) +m({xi, xj}) and l({xi, xj}) = Bel({xi, xj}), we get

m({xi, xj}) = l({xi, xj})−m({xi})−m({xj}) = l({xi, xj})− li − lj.

Then, when |A| = 3, that is, A = {xi, xj, xk}. From Bel({xi, xj, xk}) =

m({xi})+m({xj})+m({xk})+m({xi, xj})+m({xi, xk})+m({xj, xk})+m({xi, xj, xk})
and l({xi, xj, xk}) = Bel({xi, xj, xk}), we get

m({xi, xj, xk}) = l({xi, xj, xk})−
∑

î,̂j∈{i,j,k}
m({xî, xĵ})−

∑
î∈{i,j,k}

m({xî})

= l({xi, xj, xk})−
∑

î,̂j∈{i,j,k}
m({xî, xĵ})−

∑
î∈{i,j,k}

l̂i.

Therefore, we can compute m(A) when 1 ≤ |A| ≤ n − 1 by the mathematical

induction, as follows

m({xi, xj, . . . , xs︸ ︷︷ ︸
|A|

}) = l({xi, xj, . . . , xs︸ ︷︷ ︸
|A|

})−
∑

m({xi, xj, . . . , xr︸ ︷︷ ︸
|A|−1

})− . . .

−
∑

î,̂j∈{i,j,...,s}
m({xî, xĵ})−

∑
î∈{i,j,...,s}

l̂i.

Finally, consider when A = X, since there is the property of random set that∑
E∈P (X)

m(E) = 1, we obtain

m(X) = 1−
∑

li −
∑

m({xi, xj})− . . .−
∑

m({xi, xj, . . . , xs︸ ︷︷ ︸
n−1

}).
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Therefore, if we want to gain l(A) = Bel(A) for all nonempty set A ∈ P (X),
we must compute the basic assignment function m as the following pattern:

m({xi}) = li

m({xi, xj}) = l({xi, xj})− li − lj

m({xi, xj , xk}) = l({xi, xj , xk})−
∑

̂i,̂j∈{i,j,k}
m({x

̂i, x̂j})−
∑

̂i∈{i,j,k}
l̂i

...

m({xi, xj , . . . , xs︸ ︷︷ ︸
n−1

}) = l({xi, xj , . . . , xs})−
∑

m({xi, xj , . . . , xr︸ ︷︷ ︸
n−2

})− . . .

−
∑

̂i∈{i,j,...,s}
l̂i

m(X) = 1−∑
li −

∑
m({xi, xj})− . . .−∑

m({xi, xj , . . . , xs︸ ︷︷ ︸
n−1

}).

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.1)

We provide the conditions to earn m(A) ≥ 0, ∀A ⊆ X in the next section.

3.2 Conditions of a reachable probability interval to be a

random set

From the previous section, the nonnegativity of the basic assignment function

m in the system (3.1) have been not yet verified. However, it is obvious that m(A)

always has the nonnegative value for all A ∈ P (X) because of the reachable prop-

erty when the size of X is one or two as follows.

When X = {x1}, we get m({x1}) = 1 from the reachable probability intervals

that p({x1}) ∈ [1, 1].

When X = {x1, x2}, let L = {[l1, u1], [l2, u2]} be a reachable probability inter-
val. By the definition of the reachable probability interval, we obtain l2 + u1 ≤ 1

and u1+l2 ≥ 1, therefore l2+u1 = 1. From l1 ≤ u1, we then get l2+l1 ≤ l2+u1 = 1,

so l2 + l1 ≤ 1. Let m({x1}) = l1 and m({x2}) = l2. So m(X) = m({x1, x2}) =
1− l1 − l2 ≥ 0.

When |X| ≥ 3, using the system (3.1) for a given probability interval, it may

turn out that m(A) < 0. Thus, we need to find the conditions of a probability

interval to make sure that m(A) ≥ 0. We separate the conditions that we found

into two groups. The first group is the conditions that the reachable probability

interval is enough for constructing the random set. The second group is the ex-
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tending conditions of the first group. These conditions are stated in the Theorems

3.2, 3.4 and 3.5. We need Lemma 3.1 in order to prove these theorems.

Lemma 3.1. Let X = {x1, x2, . . . , xn} with n ≥ 3 and let L = {[li, ui], i =

1, 2, . . . , n | 0 ≤ li ≤ ui ≤ 1} be a reachable probability interval. If m({xi}) = li and

if there exists an index i such that
∑
j �=i

lj+ui = 1 then m(A) = 0, ∀A ∈ P (X�{xi})

with |A| ≥ 2.

Proof. WLOG, we use the index i = 1. Therefore, l2 + l3 + . . .+ ln + u1 = 1. We

will prove by the mathematical induction on |A|.
The basic step. When |A| = 2. Let set A = {xj1 , xj2}, where j1 < j2. By the

assumption, we get

lj1 + lj2 = 1− l2 − l3 − . . .− lj1−1 − lj1+1 − . . .− lj2−1 − lj2+1 − ln − u1

> 1− u2 − u3 − . . .− uj1−1 − uj1+1 − . . .− uj2−1 − uj2+1 − un − u1.

Hence, l({xj1 , xj2}) = lj1+ lj2 by Equation (2.3). Moreover, we get m({xj1 , xj2}) =
0 since we want Bel({xj1 , xj2}) = l({xj1 , xj2}) and we know that Bel({xj1 , xj2}) =
m({xj1}) +m({xj2}) +m({xj1 , xj2}).

The inductive step. Letm(A) = 0, ∀A ∈ P (X�{x1}), where |A| = k, k ≤ n−2.
Consider l2 + l3 + . . . + ln = 1− u1, we get l({x2, x3, . . . , xn}) = l2 + l3 + . . . + ln.

From

m({xi, xj, . . . , xs︸ ︷︷ ︸
n−1

}) = l({xi, xj, . . . , xs︸ ︷︷ ︸
n−1

})−
∑

m({xi, xj, . . . , xr︸ ︷︷ ︸
n−2

})− . . .−
∑

î∈{i,j,...,s}
l̂i

and m(A) = 0 for all A ∈ P (X � {x1}), where |A| = k, k ≤ n − 2, we have

m({x2, x3, . . . , xn}) = l({x2, x3, . . . , xn})−
∑

i∈{2,3,...,n}
li = 0.

By the mathematical induction, we can conclude that if there exists an index

i such that
∑
j �=i

lj + ui = 1, then m(A) = 0, ∀A ∈ P (X � {xi}) with |A| ≥ 2.

The next theorem shows that if we have a reachable probability interval which

has at most two indices, say i1, i2, such that
∑
j �=i1

lj + ui1 < 1 and
∑
j �=i2

lj + ui2 < 1,

then we can construct the unique random set that has the same information as

this probability interval.
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Theorem 3.2. Let X = {x1, x2, . . . , xn}, n ≥ 3, and let L = {[li, ui] | 0 ≤ li ≤
ui ≤ 1, i = 1, 2, . . . , n} be a reachable probability interval. If there are at most two

indices, say i1, i2, such that
∑
j �=i1

lj + ui1 < 1 and
∑
j �=i2

lj + ui2 < 1, then we can

construct the unique random set that has the same information as the probability

interval L, i.e., PRS = PPI , which means Bel(A) = l(A) and Pl(A) = u(A), ∀A ∈
P (X).

Proof. We organize our proof into the following three cases.

Case 1: There are two indices, say i1, i2, such that∑
j �=i1

lj + ui1 < 1 and
∑
j �=i2

lj + ui2 < 1.

WLOG, let i1 = 1 and i2 = 2.

1. When n = 3, since
∑
j �=1

lj + u1 < 1 and
∑
j �=2

lj + u2 < 1, we get
∑
j �=3

lj + u3 = 1

by the property of reachable probability intervals.

Let m({xi}) = li. By Lemma 3.1, we get m({x1, x2}) = 0. Next, we will

show that m({x1, x3}),m({x2, x3}) and m(X) have nonnegative values, to

complete this part. Since l1 + l3 < 1 − u2 and l2 + l3 < 1 − u1, we then get

l({x1, x3}) = 1− u2 and l({x2, x3}) = 1− u1, using Equation (2.3). Hence,

m({x1, x3}) = l({x1, x3})− l1 − l3 = 1− u2 − l1 − l3 = 1− (u2 + l1 + l3︸ ︷︷ ︸
<1

) ≥ 0.

m({x2, x3}) = l({x2, x3})− l2 − l3 = 1− u1 − l2 − l3 ≥ 0.

m(X) = 1−
∑

m({xi})−
∑

m({xi, xj})
= 1− l1 − l2 − l3 − (1− u2 − l1 − l3 + 1− u1 − l2 − l3)

= u2 + u1 + l3︸ ︷︷ ︸
≥1

−1 ≥ 0.

2. When n ≥ 4, we have i = 1, 2 such that
∑
j �=i

lj + ui < 1. Therefore,

l2 + l3 + . . .+ ln < 1− u1

l1 + l3 + . . .+ ln < 1− u2. (3.2)
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So, l({x2, x3, . . . , xn}) = 1− u1 and l({x1, x3, . . . , xn}) = 1− u2 by Equation

(2.3). For i �= 1, 2, we get
∑
j �=i

lj + ui = 1. Set m({xi}) = li, we obtain

m(A) = 0, ∀A ∈ P (X � {xi}) i �= 1, 2, by Lemma 3.1. Therefore, we have

m(A) = 0, ∀A ∈ P (X)� {{x3, . . . , xn}, {x1, x3, . . . , xn}, {x2, x3, . . . , xn}, X}

Hence, we must find the value of

m({x3, . . . , xn}),m({x1, x3, . . . , xn}),m({x2, x3, . . . , xn}) and m(X).

Due to the system of Equations (3.1), we obtain that

l3 + l4 + . . .+ ln +m({x3, . . . , xn}) = l({x3, . . . , xn})
l1 + l3 + l4 + . . .+ ln +m({x3, . . . , xn}) +m({x1, x3, . . . , xn}) = 1− u2

l2 + l3 + l4 + . . .+ ln +m({x3, . . . , xn}) +m({x2, x3, . . . , xn}) = 1− u1∑
li +m({x3, . . . , xn}) +m({x1, x3, . . . , xn}) +m({x2, x3, . . . , xn}) +m(X) = 1.

Thus, we can write this system of equations in the form of matrix notation
by using m({x3, . . . , xn}),m({x1, x3, . . . , xn}),m({x2, x3, . . . , xn}) and m(X)
as unknown variables.

⎡
⎢⎢⎢⎢⎢⎣

1 0 0 0

1 1 0 0

1 0 1 0

1 1 1 1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

m({x3, . . . , xn})
m({x1, x3, . . . , xn})
m({x2, x3, . . . , xn})
m(X)

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

l({x3, . . . , xn})− l3 − l4 − . . .− ln

1− u2 − l1 − l3 − l4 − . . .− ln

1− u1 − l2 − l3 − l4 − . . .− ln

1− l1 − l2 − l3 − . . .− ln

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

m({x3, . . . , xn})
m({x1, x3, . . . , xn})
m({x2, x3, . . . , xn})
m(X)

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

1 0 0 0

−1 1 0 0

−1 0 1 0

1 −1 −1 1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

l({x3, . . . , xn})− l3 − l4 − . . .− ln

1− u2 − l1 − l3 − l4 − . . .− ln

1− u1 − l2 − l3 − l4 − . . .− ln

1− l1 − l2 − l3 − . . .− ln

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

l({x3, . . . , xn})− l3 − l4 − . . .− ln

−l({x3, . . . , xn}) + 1− u2 − l1

−l({x3, . . . , xn}) + 1− u1 − l2

l({x3, . . . , xn})− 1 + u1 + u2

⎤
⎥⎥⎥⎥⎥⎦
.

Since l(A) = max(
∑
xi∈A

li, 1−
∑
xi∈Ac

ui), we have

m({x3, . . . , xn}) = l({x3, . . . , xn})− l3 − l4 − . . .− ln ≥ 0 and

m(X) = l({x3, . . . , xn})− 1 + u1 + u2 ≥ 1− u1 − u2 − 1 + u1 + u2 = 0.

We must show m({x1, x3, . . . , xn}) ≥ 0 and m({x2, x3, . . . , xn}) ≥ 0 to com-

plete the proof of this case.
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Consider when l({x3, . . . , xn}) = l3 + l4 + . . .+ ln, so

m({x1, x3, . . . , xn}) = −l({x3, . . . , xn}) + 1− u1 − l2

= −(l2 + l3 + l4 + . . .+ ln + u1︸ ︷︷ ︸
<1

)− 1 ≥ 0.

When l({x3, . . . , xn}) = 1− u1 − u2, then

m({x1, x3, . . . , xn}) = −l({x3, . . . , xn}) + 1− u1 − l2

= −1 + u1 + u2 + 1− u1 − l2 = u2 − l2 ≥ 0.

Hence −l({x3, . . . , xn}) + 1 − u2 − l1 ≥ 0, and m({x1, x3, . . . , xn}) ≥ 0. We

can obtain m({x2, x3, . . . , xn}) ≥ 0 in a similar fashion.

Case 2: There is only one index, say i1, such that
∑
j �=i1

lj + ui1 < 1. WLOG, let

i1 = 1. Then we have l2 + l3 + . . . + ln < 1− u1. So, l({x2, x3, . . . , xn}) = 1− u1.

For i �= 1, we get
∑
j �=i

lj + ui = 1. Let m({xi}) = li, we obtain m(A) = 0, ∀A ∈

P (X � {xi}) ∀i �= 1, by Lemma 3.1. Therefore, we have

m(A) = 0, ∀A ∈ P (X)� {{x2, x3, . . . , xn}, X}.

So, we must show m({x2, x3, . . . , xn}) ≥ 0 and m(X) ≥ 0 to complete the proof.

The second last equation of the system (3.1) provides

m({xi, xj, . . . , xs︸ ︷︷ ︸
n−1

}) = l({xi, xj, . . . , xs})−
∑

m({xi, xj, . . . , xr︸ ︷︷ ︸
n−2

})− . . .−
∑

î∈{i,j,...,s}
l̂i,

which means

m({x2, x3, . . . , xn}) = l({x2, x3, . . . , xn})−
∑

i∈{2,3,...,n}
li

= 1− u1 − l2 − l3 − . . .− ln

= 1− (u1 + l2 + l3 + . . .+ ln︸ ︷︷ ︸
<1

) > 0.

From the last equation of (3.1), we also have

m(X) = 1−
∑

li −
∑

m({xi, xj})− . . .−
∑

m({xi, xj, . . . , xs︸ ︷︷ ︸
n−1

}).
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Therefore,

m(X) = 1−
∑

li −m({x2, x3, . . . , xn})
= 1−

∑
li − (1− u1 − l2 − l3 − . . .− ln) = u1 − l1 ≥ 0.

Case 3: There is no index i such that
∑
j �=i

lj + ui < 1. So, we get

∑
j �=i

lj + ui = 1, ∀i.

Let m({xi}) = li, we obtain m(A) = 0, ∀A ∈ P (X � {xi}) ∀i, by Lemma 3.1.
Therefore, we have m(A) = 0, ∀A ∈ P (X)�X, and m(X) = 1−∑

li ≥ 0.

By all of these cases, we can conclude that when there are at most two indices,

say i1, i2, such that
∑
j �=i1

lj+ui1 < 1 and
∑
j �=i2

lj+ui2 < 1, we can construct the unique

random set that has the same information such that PRS = PPI , i.e.,Bel(A) = l(A)

and Pl(A) = u(A), ∀A ∈ P (X).

Theorem 3.2 cannot guarantee that if the reachable probability interval with

more than two indices i satisfies
∑
j �=i

lj +ui < 1, then we can construct the random

set. If there are three indices, say i1, i2 and i3, such that∑
j �=i1

lj + ui1 < 1,
∑
j �=i2

lj + ui2 < 1 and
∑
j �=i3

lj + ui3 < 1 (3.3)

and the rest holds with equalities
∑
j �=i

lj + ui = 1, i �= i1, i2, i3, then the following

example explains that the reachability is not enough to guarantee that there is the

random set which has the same information as the given probability interval.

Example 3.3. Let the set of realizations X = {x1, x2, x3} with a reachable proba-

bility interval L = {[l1, u1] =

[
1

12
,
3

12

]
, [l2, u2] =

[
5

12
,
7

12

]
, [l3, u3] =

[
2

12
,
5

12

]
}.

It is easily seen that
∑
j �=i

lj + ui < 1, ∀i = 1, 2, 3. Set m({xi}) = li. Since

li + lj < 1− uk, we then get l({xi, xj}) = 1− uk, by Equation (2.3). Thus,

m({xi, xj}) = l({xi, xj})− li − lj = 1− uk − li − lj = 1− (uk + li + lj︸ ︷︷ ︸
<1

) ≥ 0.
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Finally, consider the value of m(X)

m(X) = 1−
∑

m({xi})−
∑

m({xi, xj})
= 1− l1 − l2 − l3 − (1− u1 − l2 − l3 + 1− u2 − l1 − l3 + 1− u3 − l1 − l2)

= l1 + l2 + l3 + u1 + u2 + u3 − 2 =
3∑

i=1

li +
3∑

i=1

ui − 2 =
8

12
+

15

12
− 2 =

−1

12
< 0.

We can see from Example 3.3 that we do not know that
3∑

i=1

li +
3∑

i=1

ui ≥ 2

or
3∑

i=1

li +
3∑

i=1

ui < 2, in general. Thus, we could not conclude that m(X) is

nonnegative. Therefore, the reachability and conditions in Theorem 3.2 are not

enough to guarantee that we can construct a random set.

However, we explain the sufficient conditions of a reachable probability interval

to be a random set when it satisfies Equation (3.3) in Appendix B. In the next

section, we extend the condition (3.3) to be more general and provide the proof

of the probability interval satisfying an extended condition (3.4) and the sufficient

conditions (I) or (II) can be represented as a random set.

3.3 Extended conditions of a reachable probability interval

to be a random set

The condition (3.3) can be extended by letting t be the number of index i

that satisfy the condition
∑
j �=i

lj + ui < 1, so the extended condition is

∑
j �=ik

lj + uik < 1, ∀k = 1, . . . , t and 3 ≤ t ≤ n. (3.4)



19

We define the following index sets for understandability

I = {1, . . . , n},
It = {i1, . . . , it},
J = I � It,

XJ = {xi, ∀i ∈ J},
Y = {K ∪XJ |K ⊆ It},
Y ′ = {K ∪XJ |K ⊆ It and |K| = t− 1} = {X � {xik} | k = 1, . . . , t}.

Moreover, we extend the sufficient conditions of a reachable probability interval

receiving from Appendix B corresponding the condition (3.4) as follows

(I) (I.1) l(A) =
∑
xi∈A

li, ∀A ∈ Y − Y ′, and

(I.2) l(X � {xik}) = 1− uik , ∀ik ∈ It, and

(I.3) (t− 2)
∑

i∈I li +
∑

i∈I ui −
∑

j∈J uj +
∑

j∈J lj ≥ t− 1.

(II)(II.1) l(A) = 1−
∑
xi∈Ac

ui, ∀A ∈ Y , and

(II.2) only one of the following

(II.2.1) t ≤ n− 2, or

(II.2.2) t = n− 1 and
∑
j �=ik

uj + lik = 1, ik ∈ J .

If a given reachable probability interval satisfies either condition (I) or (II), this

probability interval can be represented as a random set. In addition, Theorems

3.4 and 3.5 prove the statement that there is a unique random set which has the

same information as the given reachable probability interval.

Theorem 3.4. Let X = {x1, x2, . . . , xn}, n ≥ 3, and let L = {[li, ui] | 0 ≤ li ≤
ui ≤ 1, i = 1, 2, . . . , n} be a reachable probability interval. Suppose the conditions

(3.4) and (I) hold. Then we can construct a unique random set that has the

same information as the probability interval L, i.e., PRS = PPI , which means

Bel(A) = l(A) and Pl(A) = u(A), ∀A ∈ P (X).
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Proof. See Appendix for the case when t = 3.

Let 3 < t ≤ n, such that
∑
j �=ik

lj + uik < 1, ∀k = 1, . . . , t.

WLOG, let i1 = 1, i2 = 2, . . . , it = t. For j ∈ J = {t+1, . . . , n}, we get
∑
i �=j

li+uj =

1.
Set m({xi}) = li, ∀i = 1, . . . , n, we obtain m(A) = 0, ∀A ∈ P (X � {xj}), j ∈ J ,
by Lemma 3.1. Therefore, we have m(A) = 0, ∀A ∈ P (X) � Y . Hence, we must
find the value of m(Y ). Due to the system of Equations (3.1), we obtain

m({xt+1, . . . , xn}) = l({xt+1, . . . , xn})− lt+1 − . . .− ln

m({xi, xt+1, . . . , xn}) = l({xi, xt+1, . . . , xn})−m({xt+1, . . . , xn})
−li − lt+1 − . . .− ln

m({xi, xj , xt+1, . . . , xn}) = l({xi, xj , xt+1, . . . , xn})−m({xt+1, . . . , xn})
−m({xi, xt+1, . . . , xn})−m({xj , xt+1, . . . , xn})
−li − lj − lt+1 − . . .− ln

m({xi, xj , xk, xt+1, . . . , xn}) = l({xi, xj , xk, xt+1, . . . , xn})
−m({xt+1, . . . , xn})−

∑
̂i∈{i,j,k}

m({x
̂i, xt+1, . . . , xn})

−
∑

̂i,̂j∈{i,j,k}
m({x

̂i, x̂j , xt+1, . . . , xn})

−li − lj − lk − lt+1 − . . .− ln
...

m(X � {xi}) = l(X � {xi})−m({xt+1, . . . , xn})−
∑
j

m({xj , xt+1, . . . , xn})

−
∑
j,k

m({xj , xk, xt+1, . . . , xn})− l1 − . . .− li−1

−li+1 − . . .− ln

m(X) = 1−m({xt+1, . . . , xn})−
t∑

i=1

m({xi, xt+1, . . . , xn})

−
∑
i,j

m({xi, xj , xt+1, . . . , xn})

− . . .−
t∑

i=1

m(X � {xi})−
n∑

i=1

li

where i, j, k = 1, . . . , t and i �= j �= k.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.5)

We obtain from the condition (I.1) that l({xt+1, . . . , xn}) = lt+1+ . . .+ ln. There-

fore, by considering the value of m({xt+1, . . . , xn}), we have

m({xt+1, . . . , xn}) = l({xt+1, . . . , xn})− lt+1 − . . .− ln

= lt+1 + . . .+ ln − lt+1 − . . .− ln = 0

Consequently, we receive m(A) = 0, ∀A ∈ Y − Y ′.

Therefore, we must show m(X � {xi}) ≥ 0, ∀i = 1, . . . , t, and m(X) ≥ 0 to

complete the proof.
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Consider the value of m(X � {xi}).

m(X � {xi}) = l(X � {xi})− l1 − . . .− li−1 − li+1 − . . .− ln

= 1− ui − l1 − . . .− li−1 − li+1 − . . .− ln, ( by the condition (I.2) )

= 1− (
∑
j �=i

lj + ui

︸ ︷︷ ︸
<1

) > 0

We know that
∑
j �=i

lj + ui < 1, ∀i = 1, . . . , t, by the condition (3.4). So we obtain

m(X � {xi}) > 0, ∀i = 1, . . . , t.

Next, let consider m(X).

m(X) = 1−
t∑

i=1

m(X � {xi})−
n∑

i=1

li

= 1−
t∑

i=1

(1− ui − l1 − . . .− li−1 − li+1 − . . .− ln)−
n∑

i=1

li

= 1−
t∑

i=1

(1− ui − l1 − . . .− li−1 − li+1 − . . .− ln − li + li)−
n∑

i=1

li

= 1− t+
t∑

i=1

ui + t
n∑

i=1

li −
t∑

i=1

li −
n∑

i=1

li

= 1− t+
∑
i∈It

ui + (t− 1)
∑
i∈I

li −
∑
i∈It

li

= 1− t+ (
∑
i∈I

ui −
∑
j∈J

uj) + (t− 1)
∑
i∈I

li −
∑
i∈I

li +
∑
j∈J

lj

= (t− 2)
∑
i∈I

li +
∑
i∈I

ui −
∑
j∈J

uj +
∑
j∈J

lj − t+ 1 ≥ 0

We obtain (t− 2)
∑

i∈I li +
∑

i∈I ui −
∑

j∈J uj +
∑

j∈J lj ≥ t− 1, by the condition

(I.3).

When l(A) = 1−
∑
xi∈Ac

ui, ∀A ∈ Y ( the condition (II.1) ), the following theorem

shows that we can construct the random set.

Theorem 3.5. Let X = {x1, x2, . . . , xn}, n ≥ 5. Let L = {[li, ui] | 0 ≤ li ≤
ui ≤ 1, i = 1, 2, . . . , n} be a reachable probability interval. Suppose the conditions
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(3.4) and (II) hold. Then we can construct a unique random set that has the

same information as the probability interval L, i.e., PRS = PPI , which means

Bel(A) = l(A) and Pl(A) = u(A), ∀A ∈ P (X).

Proof. We present the proof into 2 cases.

Case 1: Suppose the conditions (II.2.1) and (3.4) hold. Let t ≤ n − 2 such that∑
j �=ik

lj + uik < 1, ∀k = 1, . . . , t.

WLOG, let i1 = 1, i2 = 2, . . . , it = t. For j ∈ J , we get
∑
i �=j

li + uj = 1.

Set m({xi}) = li, ∀i = 1, . . . , n. We obtain m(A) = 0, ∀A ∈ P (X � {xj}), j ∈ J ,

by Lemma 3.1. Therefore, we have m(A) = 0, ∀A ∈ P (X) � Y . The values of

m(A);A ∈ Y must be nonnegative to achieve our purpose. We can find the values

of m(A);A ∈ Y by using the system of Equations (3.5).

First, consider m({xt+1, . . . , xn}).

m({xt+1, . . . , xn}) = l({xt+1, . . . , xn})− lt+1 − . . .− ln

= 1− u1 − u2 − . . .− ut − lt+1 − . . .− ln ≥ 0

Since l({xt+1, . . . , xn}) = 1−u1−u2− . . .−ut from the condition (II.1), we obtain

1− u1 − u2 − . . .− ut ≥ lt+1 + . . .+ ln, by Equation (2.3).

Second, consider m({xi, xt+1, . . . , xn}).

m({xi, xt+1, . . . , xn}) = l({xi, xt+1, . . . , xn} −m({xt+1, . . . , xn})− li − lt+1 − . . .− ln

= 1− u1 − . . .− ui−1 − ui+1 − . . .− ut − 1 + u1 + u2 + . . .+ ut

+ lt+1 + . . .+ ln − li − lt+1 − . . .− ln

= ui − li > 0

Hence, m({xi, xt+1, . . . , xn}) > 0, ∀i = 1, . . . , t.

Next, we will prove by the mathematical induction on the size of A that m(A) =

0, ∀A ∈ Y with |A| ≥ n− t+ 2 to complete the proof of this case.

Basic step. When |A| = n − t + 2, let a set A = {xi, xj, xt+1, . . . , xn}, where
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i, j = 1, . . . , t and i < j. Using the system of Equations (3.5), we obtain

m({xi, xj , xt+1, . . . , xn}) = l({xi, xj , xt+1, . . . , xn})− li − lj − lt+1 − . . .− ln

−m({xt+1, . . . , xn})−m({xi, xt+1, . . . , xn})−m({xj , xt+1, . . . , xn})
= 1− u1 − . . .− ui−1 − ui+1 − . . .− uj−1 − uj+1 − . . .− ut

− li − lj − lt+1 − . . .− ln − 1 + u1 + u2 + . . .+ ut + lt+1

+ . . .+ ln − ui + li − uj + lj = 0.

Inductive step. Let m(A) = 0, ∀A ∈ Y with n− t+ 2 ≤ |A| ≤ n− 1

Using the system of Equations (3.5), we obtain

m(X) = 1−
n∑

i=1

li −m({xt+1, . . . , xn})−
t∑

i=1

m({xi, xt+1, . . . , xn})

= 1− l1 − . . .− ln − 1 + u1 + u2 + . . .+ ut + lt+1 + . . .+ ln − u1 + l1

− . . .− ut + lt = 0

By the mathematical induction, we can conclude that m(A) = 0, ∀A ∈ Y with

|A| ≥ n− t+ 2.

Case 2: Suppose the conditions (II.2.2) and (3.4) hold. Let t = n − 1 such that∑
j �=ik

lj + uik < 1, ∀k = 1, . . . , t and
∑
j �=ij

uj + lij = 1, ij ∈ J . Since there are n − 1

indices of i such that
∑
j �=i

lj + ui < 1, we obtain that there exists only one index ij

that
∑
j �=ij

lj + uij = 1, by the reachable probability interval.

WLOG, let ij = n. Set m({xi}) = li ∀i = 1, . . . , n, we obtain m(A) = 0, ∀A ∈
P (X � {xn}), by Lemma 3.1.
Therefore, we must find the value of m(A);A ∈ Y where Y = {K∪{xn} |K ⊆ It}.
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Due to the system of Equations (3.1), we obtain

m({xi, xn}) = l({xi, xn})− li − ln

m({xi, xj, xn}) = l({xi, xj, xn})−
∑

î,̂j∈{i,j,n}
m({xî, xĵ})−

∑
î∈{i,j,n}

l̂i (3.6)

...

m({xi, xj, . . . , xn︸ ︷︷ ︸
n−1

}) = l({xi, xj, . . . , xn})−
∑

m({xi, xj, . . . , xr︸ ︷︷ ︸
n−2

})− . . .−
∑

î∈{i,j,...,n}
l̂i

m(X) = 1−
∑

li −
∑

m({xi, xn})− . . .−
∑

m({xi, xj, . . . , xn︸ ︷︷ ︸
n−1

}).

where i, j = 1, . . . , t and i �= j.

First, consider the values of m({xi, xn}).
Since l(A) = 1−

∑
xi∈Ac

ui, m({xi, xn}) = 1−
∑
j �=i,n

uj − li − ln > 0.

Next, we will prove by the mathematical induction on the size of A that m(A) =
0, ∀A ∈ Y with |A| ≥ 3 to complete the proof of this case.

Basic step. When |A| = 3, let set A = {xi, xj, xn}, where i, j = 1, . . . , n − 1
and i < j. By Equation (3.6), we get

m({xi, xj , xn}) = 1−
∑

k∈I�{i,j,n}
uk − (1−

∑
k∈I�{i,n}

uk − li − ln + 1−
∑

k∈I�{j,n}
uk − lj − ln)−

∑
k∈{i,j,n}

lk

= 1−
∑

k∈I�{i,j,n}
uk − 1 +

∑
k∈I�{i,n}

uk + li + ln − 1 +
∑

k∈I�{j,n}
uk + lj + ln −

∑
k∈{i,j,n}

lk

= uj +
∑

k∈I�{j,n}
uk + ln − 1

= (
∑
i �=n

ui + ln

︸ ︷︷ ︸
1

)− 1 = 0

We get
∑
i �=n

ui + ln = 1, by the condition (II.2.2).

Inductive step. Let m(A) = 0, ∀A ∈ Y with 3 ≤ |A| ≤ n− 1.
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Consider m(X),

m(X) = 1−
n∑

i=1

li −
n−1∑
i=1

m({xi, xn})

= 1−
n∑

i=1

li −
n−1∑
i=1

(1−
∑

i∈I�{i,n}
ui − li − ln)

= 1−
n∑

i=1

li −
n−1∑
i=1

(1−
n∑

i=1

ui + ui + un − li − ln)

= 1−
n∑

i=1

li − n+ 1 + (n− 1)
n∑

i=1

ui −
n−1∑
i=1

ui − (n− 1)un +
n−1∑
i=1

li + (n− 1)ln

= 2− n+ (n− 2)
n∑

i=1

ui − (n− 2)un + (n− 2)ln

= 2− n+ (n− 2)(
n∑

i=1

ui − un + ln)

= 2− n+ (n− 2)(
∑
i �=n

ui + ln

︸ ︷︷ ︸
1

) = 2− n+ n− 2 = 0.

By the mathematical induction, we can conclude that m(A) = 0, ∀A ∈ Y with

|A| ≥ 3.

By these two cases, we can conclude that if there are exact t indices, say

i1, . . . , it, such that
∑
j �=ik

lj + uik < 1, ∀k = 1, . . . , t as well as t ≤ n − 1 and

l(A) = 1 −
∑
xi∈Ac

ui, ∀A ∈ Y , we can construct the unique random set such that

PRS = PPI , i.e., Bel(A) = l(A) and Pl(A) = u(A), ∀A ∈ P (X). When t = n− 1,

the probability interval must satisfy the condition
∑
j �=ij

uj + lij = 1, ij ∈ J to

guarantee that we can construct the random set.

We provide an algorithm for checking the conditions of a given probability

interval and constructing the random set which has the same information.
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3.4 Probability interval to random set algorithm

Algorithm 3.6. Algorithm for transforming a given probability interval to a ran-

dom set

X := {x1, x2, ..., xn};n >= 3;

p({xi}) ∈ [li, ui];

m(A) := 0; ∀A ∈ P (X)

sumL := 0; sumU := 0; sumUJ := 0; sumLJ := 0;

sumUT := 0; t := 0;max := 0;

for i = 1, . . . , n

sumL := sumL+ li;

sumU := sumU + ui;

m({xi}) := li;

i := i+ 1;

end

[Step 1 Check for proper probability interval.]

if (sumL > 1) or (sumU < 1)

return “Your data are not a proper probability interval.”(Stop)

else

for i = 1, . . . , n

[Step 2 Check for reachable probability interval.]

ai := sumL− li + ui

if (ai > 1) or (sumU − ui + li < 1)

return “Your data are not a reachable probability interval.”(Stop)

end

[Step 3 Check the conditions of probability interval.]

if ai < 1

t := t+ 1;

keep index i in It;

sumUT := sumUT + ui;

else
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keep index i in Xj;

sumUJ := sumUJ + ui;

sumLJ := sumLJ + li;

end

i := i+ 1;

end

[Step 4 Construct the random set.]

if t = 2

max := sumL− lIt1 − lIt2 ;

if max < 1− uIt1
− uIt2

max := 1− uIt1
− uIt2

;

end

m(X � {xIt1
, xIt2

}) := max− sumL+ lIt1 + lIt2 ;

m(X � {xIt1
}) := −max+ 1− uIt1

− lIt2 ;

m(X � {xIt2
}) := −max+ 1− uIt2

− lIt1 ;

m(X) := max− 1 + uIt1
+ uIt2

;

elseif t = 1

m(X � {xIt1
}) := 1− uIt1

− sumL+ lIt1 ;

m(X) := uIt1
− lIt1 ;

elseif t = 0

m(X) := 1− sumL;

else

if l(A) =
∑
xi∈A

li, ∀A ∈ Y − Y ′

b := (t− 2)
∑
i∈I

li +
∑
i∈I

ui −
∑
j∈J

uj +
∑
j∈J

lj − t+ 1;

if b ≥ 0

for i = 1, . . . , j

m(X � {xIti
}) := 1− aIti ;

end

m(X) := b;

else
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return “Your data do not satisfy the condition (I.3).”(Stop)

end

elseif l(A) = 1−
∑
xi∈Ac

ui, ∀A ∈ Y

if t ≤ n− 2

m(XJ) := 1− sumUT − sumLJ ;

for i = 1, . . . , j

m(XJ ∪ {xIti
}) := uIti

− lIti ;

end

elseif t = n− 1

if sumU − uk + lk = 1, k ∈ XJ

for i = 1, . . . , j

m({xk, xIti
}) := 1− sumU + uIti

+ uk − lIti − lk;

end

else

return “Your data do not satisfy the condition (II.2.2).” (Stop)

end

else

return “Your data do not satisfy the condition (II).” (Stop)

end

else

return “Your data do not satisfy the condition (I) and (II).” (Stop)

end

end

return m(A); ∀A ∈ P (X)

end



CHAPTER IV

LINEAR PROGRAMMING PROBLEM WITH

PROBABILITY INTERVAL AND RANDOM SET

PARAMETERS

This chapter, we offer a method for solving a linear programming problem

with probability interval and random set parameters which is in the form

minx c1x1 + c2x2 + . . .+ cnxn

s.t. â11x1 + â12x2 + . . .+ â1nxn ≥ b̂1,

â21x1 + â22x2 + . . .+ â2nxn ≥ b̂2,
...

âk1x1 + âk2x2 + . . .+ âknxn ≥ b̂k,

Bx ≥ d,

x ≥ 0,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.1)

where âij and b̂i, i = 1, 2, . . . , k and j = 1, 2, . . . , n, can be random sets or probabil-

ity intervals. Moreover, we present a code from SAGE which is a free open-source

mathematics software for each method of solving a linear programming problem

with probability interval and random set parameters. We will use Problem A to

explain the method for solving a linear programming with probability interval and

random set parameters.
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Problem A:

min
x

2x1 + 4x2 + 2.5x3

s.t. â11x1 + â12x2 + 4x3 ≥ b̂1 (4.2)

â21x1 + â22x2 + â23x3 ≥ b̂2 (4.3)

x1 + 2x3 ≥ 16

6x1 + 8x2 + 4x3 ≥ 128

x3 ≤ 80

x1, x2, x3 ≥ 0,

where

â11 =

⎧⎪⎪⎨
⎪⎪⎩

3 , p({3}) ∈ [1/6, 1/2]

4 , p({4}) ∈ [1/3, 2/3]

5 , p({5}) ∈ [1/6, 1/2]

â12 = {1, 2, 3} where m({1, 2}) = 1/8, m({2, 3}) = 1/4,

m({1, 3}) = 1/4, m(X) = 3/8

b̂1 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

64 , p({64}) ∈ [1/4, 1/2]

68 , p({68}) ∈ [1/4, 7/16]

72 , p({72}) ∈ [1/8, 3/8]

76 , p({76}) ∈ [1/8, 5/16]

â21 = {1, 2, 3} where m({1}) = 2/5, m({2}) = 1/10, m({3}) = 1/5,

m({1, 2}) = 1/5, m({2, 3}) = 1/10

â22 =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

3 , p({3}) ∈ [1/16, 7/16]

4 , p({4}) ∈ [1/8, 1/2]

5 , p({5}) ∈ [3/16, 9/16]

6 , p({6}) ∈ [1/4, 5/8]
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â23 = {1, 2, 3} where m({1}) = 1/4, m({1, 3}) = 5/16,

m({2, 3}) = 3/16, m(X) = 1/4

b̂2 =

⎧⎪⎪⎨
⎪⎪⎩

70 , p({70}) ∈ [1/8, 7/16]

80 , p({80}) ∈ [3/16, 1/2]

90 , p({90}) ∈ [5/16, 9/16].

In general, the pessimistic and optimistic expected recourse approaches are used

for solving a linear programming problem with uncertainty. First of all, we must

consider the probability interval parameters. If they satisfy the conditions stated

in the previous chapter, we can transform this problem to the problem which has

only random set parameters and use the idea of decision making of random set to

solve it. Otherwise, we must solve this problem with two types of parameters after

we find appropriate distributions for each approach for solving the problem.

We used the program in Appendix A for checking the conditions of probability

interval parameters and found that all of them could be constructed the random

set as shown in Table 4.1.

Table 4.1. The corresponding random set from probability interval parameters in

Problem A

probability interval â11 b̂1 â22 b̂2

set of realizations X = {3, 4, 5} X = {64, 68, 72, 76} X = {3, 4, 5, 6} X = {70, 80, 90}
mass function m({3}) = 1/6 m({64}) = 1/4 m({3}) = 1/16 m({70}) = 2/16

m({4}) = 2/6 m({68}) = 1/4 m({4}) = 2/16 m({80}) = 3/16

m({5}) = 1/6 m({72}) = 1/8 m({5}) = 3/16 m({90}) = 5/16

m(X) = 1/3 m({76}) = 1/8 m({6}) = 4/16 m({80, 90}) = 1/16

m({64, 72, 76}) = 1/16 m(X) = 3/8 m({70, 90}) = 1/16

m({64, 68, 72}) = 1/16 m({70, 80}) = 1/8

m(X) = 1/8 m(X) = 1/8

Therefore, Problem A can be solved as a linear programming problem that has

only random set parameters. However, we will explain how to solve the problem

with two types of parameters before solving the problem with only random set

parameters.
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4.1 Solving linear programming problems with probability

interval and random set parameters

The pessimistic and optimistic expected recourse approaches commonly used

for solving a linear programming problem with probability interval and random

set parameters. It is necessary to find the lowest and largest density functions

of probability intervals and random sets before applying these approaches to our

problem. The lowest density function will provide the smallest expected value

among all probabilities in the set MPI (or MRS) of all probability density func-

tions satisfying the probability interval (or random set) information. Similarly, the

largest density function will provide the largest expected value among all proba-

bilities in MPI (or MRS). More details on solving linear programming problems

with generalized uncertainty can be found in Thipwiwatpojana [15].

4.1.1 The lowest and largest density functions generated

by a random set

Given a random set for a set of realizations X = {x1, x2, . . . , xn}, and an

evaluation function θ on X, where θ(x1) ≤ θ(x2) ≤ . . . ≤ θ(xn), the lowest and

the largest expected values of θ can be evaluated by using the following density

functions f and f , respectively, where

f(x1) = Bel({x1, x2, . . . , xn})− Bel({x2, x3, . . . , xn})
...

f(xi) = Bel({xi, xi+1, . . . , xn})− Bel({xi+1, xi+2, . . . , xn})
...

f(xn) = Bel({xn}),

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.4)
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and

f(x1) = Bel({x1})
...

f(xi) = Bel({x1, x2, . . . , xi})− Bel({x1, x2, . . . , xi−1})
...

f(xn) = Bel({x1, x2, . . . , xn})− Bel({x1, x2, . . . , xn−1}).

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.5)

Nguyen [11] proved that f in (4.4) obtains the lowest density function of θ. More-

over, it was showed that f in (4.5) obtains the largest density function of θ by

Thipwiwatpojana [15]. Before we construct an algorithm for finding the lowest

and largest density functions generated by a random set, we provide the algorithm

for computing the belief measure as follows.

Algorithm 4.2. Algorithm for finding the belief value from a given mass function

#m is the set of domains of mass functions

#f is the set of values of mass functions

def Bel(k):

b=0

for j in range(len(m)):

if m[j].issubset(k):

b=b+f[j]

return b

We use Algorithm 4.2 for computing the lowest and largest density functions

generated by a random set as follows.

Algorithm 4.3. Algorithm for finding f generated by a random set

#n is the set of the domain of mass function used to compute

the lowest density function

A=[] #keep the values of belief function of set n

B=[] #keep the values of the lowest density function of a random set

for i in range(len(n)):
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A.append(Bel(n[i]))

for i in range(len(n)-1):

B.append(A[i]-A[i+1])

B.append(A[len(n)-1])

print ’The lowest density function=’,B

Algorithm 4.4. Algorithm for finding f generated by a random set

#p is the set of the domain of mass function used to compute

the largest density function

C=[] #keep the values of belief function of set p

D=[0] #keep the values of the largest density function of a random set

for i in range(len(p)):

C.append(Bel(p[i]))

D[0]=C[0]

for i in range(0,len(p)-1):

D.append(C[i+1]-C[i])

print ’The largest density function=’,D

In this program, it is necessary to give the information of the random set in

a special form. For example, if we have the random set information of the set

X = {0, 1, 2, 3, 4} as m({0}) = 1/25, m({1}) = 2/25, m({2}) = 4/25, m({3}) =
6/25, m({4}) = 1/25, m({0, 1}) = 3/25, m({1, 2}) = 2/25, m({0, 1, 2}) = 1/25,

m({1, 2, 3}) = 3/25, m({0, 2, 3, 4}) = 1/25 and m(X) = 1/25, then we must type

the information as the following in order to be able to use this program.

m=[{0},{1},{2},{3},{4},{0,1},{1,2},{0,1,2},{1,2,3},{0,2,3,4},{0,1,2,3,4}]

f=[1/25,2/25,4/25,6/25,1/25,3/25,2/25,1/25,3/25,1/25,1/25]

n=[{0,1,2,3,4},{1,2,3,4},{2,3,4},{3,4},{4}]

p=[{0},{0,1},{0,1,2},{0,1,2,3},{0,1,2,3,4}]

the result by using Algorithms 4.3 and 4.4 are

The lowest density function = [7/25, 7/25, 4/25, 6/25, 1/25]

The largest density function = [1/25, 1/5, 7/25, 9/25, 3/25].
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The result for finding the lowest and largest density functions generated by random

sets in Problem A is

a11 -> The lowest density function = [1/2, 1/3, 1/6],

The largest density function = [1/6, 1/3, 1/2]

a12 -> The lowest density function = [3/4, 1/4, 0],

The largest density function = [0, 1/8, 7/8]

b1 -> The lowest density function = [1/2, 1/4, 1/8, 1/8],

The largest density function = [1/4, 1/4, 3/16, 5/16]

a21 -> The lowest density function = [3/5, 1/5, 1/5],

The largest density function = [2/5, 3/10, 3/10]

a22 -> The lowest density function = [7/16, 1/8, 3/16, 1/4],

The largest density function = [1/16, 1/8, 3/16, 5/8]

a23 -> The lowest density function = [13/16, 3/16, 0],

The largest density function = [1/4, 0, 3/4]

b2 -> The lowest density function = [7/16, 1/4, 5/16],

The largest density function = [1/8, 5/16, 9/16].

Next, we will show how to obtain the lowest and largest density functions generated

by a probability interval.

4.1.2 The lowest and largest density functions generated

by a probability interval

Consider X = {x1, x2, . . . , xn} which has the set PL of probability distribu-

tions on X as PL = {p | li ≤ p({xi}) ≤ ui,
∑n

i=1 p({xi}) = 1, ∀i = 1, 2, . . . , n}
where x1 ≤ x2 ≤ . . . ≤ xn. It was shown in [15] that there is an optimal solution

of the problem (4.6)

min
p∈PL

/max
p∈PL

x1p({x1}) + x2p({x2}) + . . .+ xnp({xn}) (4.6)

by using a greedy algorithm.

The lowest density function, f , is an optimal solution for the problem

min
p∈PL

x1p({x1}) + x2p({x2}) + . . .+ xnp({xn}),
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and the largest density function, f , is an optimal solution for the problem

max
p∈PL

x1p({x1}) + x2p({x2}) + . . .+ xnp({xn}).

The following is the greedy algorithm for finding the lowest and largest density

functions generated by a probability interval.

Algorithm 4.5. Algorithm for finding f generated by a probability interval

# l is a set of lower bound

# u is a set of upper bound

L=[0,0] #initial list for keeping the value of the lowest density function

L[0]=u[0]

sum=1-L[0]

for i in range(2,len(l)):

L.append(l[i])

sum=sum-l[i]

L[1]=sum

print ’The lowest density function =’,L

Algorithm 4.6. Algorithm for finding f generated by a probability interval

U=[] #initial list for keeping the value of the largest density function

sum=1-u[len(u)-1]

for i in range(len(u)-2):

U.append(l[i])

sum=sum-l[i]

U.append(sum)

U.append(u[len(u)-1])

print ’The largest density function =’,U

For example, if we have the probability interval information of the set X =

{x1, x2, x3, x4} as L = {[l1, u1] = [1/4, 1/2], [l2, u2] = [1/4, 7/16], [l3, u3] = [1/8, 3/8],

[l4, u4] = [1/8, 5/16]}, we must type the information as the following in order to

be able to use this program.
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l=[1/4,1/4,1/8,1/8]

u=[1/2,7/16,3/8,5/16]

the result by using Algorithms 4.5 and 4.6 are

The lowest density function = [1/2, 1/4, 1/8, 1/8]

The largest density function = [1/4, 1/4, 3/16, 5/16].

The result for finding the lowest and largest density functions generated by prob-

ability intervals in Problem A is

a11 -> The lowest density function = [1/2, 1/3, 1/6],

The largest density function = [1/6, 1/3, 1/2]

b1 -> The lowest density function = [1/2, 1/4, 1/8, 1/8],

The largest density function = [1/4, 1/4, 3/16, 5/16]

a22 -> The lowest density function = [7/16, 1/8, 3/16, 1/4],

The largest density function = [1/16, 1/8, 3/16, 5/8]

b2 -> The lowest density function = [7/16, 1/4, 5/16],

The largest density function = [1/8, 5/16, 9/16].

After we can find the lowest and largest density functions generated by a probabil-

ity interval and a random set, we can find the pessimistic and optimistic expected

recourse values as follows.

4.1.3 Pessimistic and optimistic expected recourse models

Consider Problem (4.1), we assume there are αij realizations for each âij; i.e.,

a1ij, a
2
ij, . . . , a

αij

ij with probability density mass values gij(a
1
ij), gij(a

2
ij), . . . , gij(a

αij

ij ),

respectively and there are βi realizations for each b̂i; i.e.,b
1
i , b

2
i , . . . , b

βi

i , with proba-

bility density mass values hi(b
1
i ), hi(b

2
i ), . . . , hi(b

βi

i ), respectively, where

αij∑
k

gij(a
k
ij) =

1 and

βi∑
k

hi(b
k
i ) = 1. Let Ki =

n∏
j=1

αijβi be the number of scenarios with respect

to the ith constraint of Problem (4.1). We can transform Problem (4.1) to the
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expected recourse model as follows

minx c1x1 + c2x2 + . . .+ cnxn+

s1
∑K1

L=1 f
L
1 w

L
1 + s2

∑K2

L=1 f
L
2 w

L
2 + . . .+ sm

∑Km

L=1 f
L
mw

L
m

s.t. w1
1 ≥ b11 − a111x1 − a112x2 − . . .− a11nxn,

...

wK1
1 ≥ bβ1

1 − aα1111 x1 − aα1212 x2 − . . .− aα1n1n xn,
...

w1
k ≥ b1k − a1k1x1 − a1k2x2 − . . .− a1knxn,

...

wKk
k ≥ bβk

k − aαk1k1 x1 − aαk2k2 x2 − . . .− aαknkn xn

Bx ≥ d,

x, w ≥ 0,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.7)

where wi = max{0, bi − ai1x1 − ai2x2 − . . .− ainxn} is a recourse variable, si is the
positive penalty price for each ith constraint of (4.1), fL

i is the joint probability

for wL
i that fL

i = hi(b
l
i)gi1(−al1i1)gi2(−al2i2) . . . gin(−aln1n) with the assumption that

all variables are independent and L is the scenario (l, l1, l2, . . . , ln) .

Let Mi be the set of all joint probabilities satisfying the information on the

ith constraint of (4.1), therefore Mi = {fi |
Ki∑
L=1

fL
i = 1, fL

i = hL
i g

L
i1g

L
i2 . . . g

L
in}.

Moreover, we define Ξ as the the feasible set of the constraints in (4.7) and M :=

{f = (f1, f2, . . . , fm) | fi ∈ Mi, i = 1, 2, . . . , k}.
The optimistic expected recourse value is the objective value of the problem

(4.8).

minf∈M min(x,w)∈Ξ c1x1 + c2x2 + . . .+ cnxn+

s1
∑K1

L=1 f
L
1 w

L
1 + s2

∑K2

L=1 f
L
2 w

L
2 + . . .+ sk

∑Kk

L=1 f
L
k w

L
k .

⎫⎬
⎭ (4.8)

On the other hands, the pessimistic expected recourse value is the objective

value of the problem (4.9).

maxf∈M min(x,w)∈Ξ c1x1 + c2x2 + . . .+ cnxn+

s1
∑K1

L=1 f
L
1 w

L
1 + s2

∑K2

L=1 f
L
2 w

L
2 + . . .+ sk

∑Kk

L=1 f
L
k w

L
k .

⎫⎬
⎭ (4.9)



39

It was also shown in Thipwiwatpojana [15] that finding the solutions of the

problems (4.8) and (4.9) are equivalent to finding the solutions of the problems

(4.10) and (4.11), respectively.

min
(x,w)∈Ξ

c1x1 + c2x2 + . . .+ cnxn + s1f 1
w1 + s2f 2

w2 + . . .+ skfk
wk. (4.10)

min
(x,w)∈Ξ

c1x1 + c2x2 + . . .+ cnxn + s1f 1w1 + s2f 2w2 + . . .+ skfkwk. (4.11)

The following algorithm is the program of finding the optimistic and pessimistic

expected values of Problem A.

Begin with computing the joint probability of each constraint. Since the joint

probability of each constraint depends on the number of uncertain parameters in

the constraint, there is no unique algorithm for computing the joint probability.

However, we can compute the maximum and minimum joint probabilities of each

constraint at the same time. We use the largest density function, f , from Algo-

rithms 4.4 and 4.6 and the lowest density function, f , from Algorithms 4.3 and 4.5

for computing the maximum and minimum joint probability.

Consequently, we use the maximum and minimum joint probability for find-

ing the pessimistic and optimistic recourse values, respectively. We use Problem

A to explain how to use the algorithm for finding the pessimistic and optimistic

expected recourse values.

Consider Problem A, there are two constraints containing uncertain parame-

ters, constraints (4.2) and (4.3). However, the number of uncertain parameters in

these constraints are not equal. Then, we can not use the same algorithm to find

the joint probability. There are three uncertain parameters in constraint (4.2), so

an algorithm finding the joint probability has three loops. Thus, there are four

loops in the algorithm finding the joint probability of constraint (4.3) with the

same reason, as follows.

Algorithm 4.7. Algorithm for finding the maximum and minimum joint proba-

bilities of constraint (4.2) in Problem A

minf1=[] #keep the minimum joint probability of each scenario
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maxf1=[] #keep the maximum joint probability of each scenario

A11=[] #keep index of parameter a11 of each scenario

A12=[] #keep index of parameter a12 of each scenario

B1=[] #keep index of parameter b1 of each scenario

for i in range(len(mpa11)):

for j in range(len(mpa12)):

for k in range(len(mpb1)):

A11.append(i)

A12.append(j)

B1.append(k)

minf1.append(Mpa11[i]*Mpa12[j]*mpb1[k])

maxf1.append(mpa11[i]*mpa12[j]*Mpb1[k])

print ’The minimum joint probability =’,minf1

print ’The maximum joint probability =’,maxf1

Algorithm 4.8. Algorithm for finding the maximum and minimum joint proba-

bilities of constraint (4.3) in Problem A

minf2=[] #keep the minimum joint probability of each scenario

maxf2=[] #keep the maximum joint probability of each scenario

A21=[] #keep index of parameter a21 of each scenario

A22=[] #keep index of parameter a22 of each scenario

A23=[] #keep index of parameter a23 of each scenario

B2=[] #keep index of parameter b2 of each scenario

for i in range(len(mpa21)):

for j in range(len(mpa22)):

for k in range(len(mpa23)):

for l in range(len(mpb2)):

A21.append(i)

A22.append(j)

A23.append(k)

B2.append(l)



41

minf2.append(Mpa21[i]*Mpa22[j]*Mpa23[k]*mpb2[l])

maxf2.append(mpa21[i]*mpa22[j]*mpa23[k]*Mpb2[l])

print ’The minimum joint probability =’,minf2

print ’The maximum joint probability =’,maxf2

Before we use Algorithms 4.7 and 4.8, we must type the information of the

lowest and largest density functions from Algorithms 4.3, 4.4, 4.5 and 4.6 as follows.

In the algorithm, we use variables Mp and mp to represent f and f , respectively.

#The largest density function

#constrain (4.2) in Problem A

Mpa11=[1/6, 1/3, 1/2] #The largest density function of parameter a11

Mpa12=[0, 1/8, 7/8]

Mpb1= [1/4, 1/4, 3/16, 5/16]

#constrain (4.3) in Problem A

Mpa21=[2/5, 3/10, 3/10]

Mpa22=[1/16, 1/8, 3/16, 5/8]

Mpa23=[1/4, 0, 3/4]

Mpb2=[1/8, 5/16, 9/16]

#The lowest density function

#constrain (4.2) in Problem A

mpa11=[1/2, 1/3, 1/6]

mpa12=[3/4, 1/4, 0]

mpb1= [1/2, 1/4, 1/8, 1/8]

#constrain (4.3) in Problem A

mpa21=[3/5, 1/5, 1/5]

mpa22=[7/16, 1/8, 3/16, 1/4]

mpa23=[13/16, 3/16, 0]

mpb2= [7/16, 1/4, 5/16]

The next algorithm is an algorithm for solving Problem A. If we want to find the

optimistic expected recourse value, we set the value of f1 and f2 in the algorithm
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as f1=minf1 and f2=minf2. Otherwise, if we want to find the pessimistic expected

recourse value, we set f1=maxf1 and f2=maxf2.

Algorithm 4.9. Algorithm for solving Problem A

# Declare the value of each parameter and variable

a11=[3,4,5] # value of a11

a12=[1,2,3] # value of a12

b1=[64,68,72,76] # value of b1

a21=[1,2,3] # value of a21

a22=[3,4,5,6] # value of a22

a23=[1,2,3] # value of a23

b2=[70,80,90] # value of b2

s1=1 # value of penalty price for constraint (4.2)

s2=1 # value of penalty price for constraint (4.3)

# Construct the object for LP problem

p = MixedIntegerLinearProgram(maximization=False)

# Declare variable

x = p.new_variable(dim=1)

w1 = p.new_variable(dim=1) # recourse variable for constraint (4.2)

w2 = p.new_variable(dim=1) # recourse variable for constraint (4.3)

# Add objective function

a=2*x[0]+4*x[1]+2.5*x[2]

b=0

c=0

for i in range(len(f1)):

b=b+(f1[i]*w1[i])

for i in range(len(f2)):

c=c+(f2[i]*w2[i])

p.set_objective(a+s1*b+s2*c)

# Add constraints

p.add_constraint(x[0]+2*x[2]>=16)
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p.add_constraint(6*x[0]+8*x[1]+4*x[2]>=128)

p.add_constraint(x[2]<=80)

for i in range(len(f1)):

p.add_constraint(w1[i]>= b1[B1[i]]-a11[A11[i]]*x[0]-

a12[A12[i]]*x[1]-4*x[2])

for i in range(len(f2)):

p.add_constraint(w2[i]>= b2[B2[i]]-a21[A21[i]]*x[0]-

a22[A22[i]]*x[1]-a23[A23[i]]*x[2])

p.show()

The result of this algorithm is shown in Table 4.11 in the last part of this

chapter.

4.2 Solving problem with only random set parameters

We use the decision making of random set for solving this type of the problem.

There are three approaches for solving the decision making based on distribution

functions of random sets, which are

(a) expectation with respect to a distribution function

(b) expectation of a function of a random set

(c) maximum entropy distribution.

The detail of this can be found in Hung T. Nguyen [11]. However, there are two

of these approaches that relate with our objective, i.e., the approaches (a) and

(b). The result of using the approach (a) is the same as finding the lowest density

function generated by a random set. Therefore, we obtain the optimistic expected

recourse value when we use the distribution function from this approach. The

distribution function of a random set used the approach (b) is in the form of

f ∗(xi) = ρf(xi) + (1− ρ)f(xi), (4.12)
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where ρ ∈ [0, 1]. The value of this distribution function depends on the parameter

ρ. If we use ρ = 1, then we obtain the largest density function. If ρ = 0, then we

obtain the lowest density function. However, we can use any value of ρ ∈ [0, 1].

This leads to the results not only pessimistic or optimistic ones but also all of the

results that a supply may want to know. Therefore, solving a problem with only

random set parameters is to solve the following problem

min
(x,w)∈Ξ

c1x1 + c2x2 + . . .+ cnxn + s1f
∗
1w1 + s2f

∗
2w2 + . . .+ skf

∗
kwk. (4.13)

We must find the values of f ∗ before using the Algorithm 4.9 for solving a problem

with only random set parameters. However, we must define the value of ρ before

finding f ∗. For example, if we set ρ = 0.5, then we can evaluate f ∗ using the

following program.

Algorithm 4.10. Algorithm for finding f ∗

p=0.5

f1=[]

f2=[]

for i in range(len(minf1)):

f1.append((p*maxf1[i])+((1-p)*minf1[i]))

for i in range(len(minf2)):

f2.append((p*maxf2[i])+((1-p)*minf2[i]))

Table 4.11. The result of Problem A using different values ρ

ρ 0 (optimistic) 0.25 0.5 0.75 1 (pessimistic)

objective value 70.93052 79.08351 85.07783 89.62387 93.625

x1 6.85714 10.0 17.42857 20.85714 20.83333

x2 8.7619 8.0 6.28571 4.71429 5.5

x3 4.57143 4.0 0.0 0.0 0.0



CHAPTER V

CONCLUSION

In this thesis, we study the relationship of probability intervals and random

sets. We discovered the conditions of a given probability interval which can be

represented as a unique random set with the same information, i.e., a reachable

probability interval containing at most two indices, say i1, i2, such that
∑
j �=i1

lj+ui1 <

1 and
∑
j �=i2

lj+ui2 < 1 as we state in Theorem 3.2. However, a reachable property is

not enough for t indices of i satisfying the condition
∑
j �=i

lj+ui < 1 when 2 < t ≤ n.

We extend the conditions of a reachable probability interval, and we find that the

reachable probability interval must satisfy either one of the following conditions

for guarantee that there is a random set which has the same information.

(I) (I.1) l(A) =
∑
xi∈A

li, ∀A ∈ Y − Y ′, and

(I.2) l(X � {xik}) = 1− uik , ∀ik ∈ It, and

(I.3) (t− 2)
∑

i∈I li +
∑

i∈I ui −
∑

j∈J uj +
∑

j∈J lj ≥ t− 1.

(II)(II.1) l(A) = 1−
∑
xi∈Ac

ui, ∀A ∈ Y , and

(II.2) only one of the following

(II.2.1) t ≤ n− 2, or

(II.2.2) t = n− 1 and
∑
j �=ik

uj + lik = 1, ik ∈ J .

We construct the algorithm for checking and constructing a random set from a

given probability interval.

In addition, we solved the uncertain linear programming problems with prob-

ability interval and random set parameters. In general, we use the optimistic and
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pessimistic approaches for solving these type of problems. If all of the probability

interval parameters satisfy our conditions, we can transform the problem to the

problem which has only random set parameters. So, we can use an idea from de-

cision making theory with random sets for solving this problem. We explain all of

these solving in Chapter IV.
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APPENDIX

Appendix A: Algorithm for constructing a random set from a given

probability interval

# I is a set of all indices

# l is a set of lower bound

# u is a set of upper bound

sumL=sum(l) #sum all of lower bounds

sumU=sum(u) #sum all of upper bounds

sumUT=0 #sum of upper bounds that index i satisfy ’<’

sumUJ=0 #sum of upper bounds that index i satisfy ’=’

sumLJ=0 #sum of lower bounds that index i satisfy ’=’

t=0 #number of index i satisfy ’<’

r=0 #number of l(A)=sum l(A)

s=0 #number of l(A)=1-sum u(A^c)

J=[] # index i that satisfy ’=’

max=0

e=0 #check that P.I. is reachable probability interval

a=[]

It=[] # index i that satisfy ’<’

# Step 1 : Check for proper probability interval

if sumL>1 or sumU<1: #check proper probability interval

print "Your data are not proper probability interval."

e=1

else:

for i in range(len(I)):

# Step 2 : Check for reachable probability interval

a.append(sumL-l[i]+u[i]) #first property of reachability

if a[i]>1 or sumU-u[i]+l[i]<1:

print "Your data are not reachable probability interval."

e=1
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break

# Step 3 : Check the conditions of probability interval

elif a[i]<1:

t=t+1

It.append(i) #keep index i that satisfy ’<’ in list It

sumUT=sumUT+u[i]

else:

J.append(i) #keep index i that satisfy ’=’ in list J

sumUJ=sumUJ+u[i]

sumLJ=sumLJ+l[i]

print ’t=’,t

# Step 4 : Construct the random set.

if t==2 and e==0: #return mass functions that only two indices

satisfy ’<’

max=sumL-l[It[0]]-l[It[1]]

if max<1-u[It[0]]-u[It[1]]:

max=1-u[It[0]]-u[It[1]]

print ’m(X\{x_’,It[0],’,x_’,It[1],’}) =’,max-sumL+l[It[0]]+l[It[1]]

print ’m(X\{x_’,It[0],’}) =’,-max+1-u[It[0]]-l[It[1]]

print ’m(X\{x_’,It[1],’}) =’,-max+1-u[It[1]]-l[It[0]]

print ’m(X) =’,max-1+u[It[0]]+u[It[1]]

elif t==1 and e==0 : #return mass functions that only one indix

satisfy ’<’

print ’m(X\{x_’,It[0],’}) =’,1-u[It[0]]-sumL+l[It[0]]

print ’m(X) =’ ,u[It[0]]-l[It[0]]

elif t==0 and e==0: #return mass functions that all indices satisfy ’=’

print ’m(X) =’ ,1-sumL

elif t>2 and e==0:

p=list(I.subsets()) #list of power set of I

IT=Set(It) #set of all index i that satisfy ’<’

XJ=Set(J) #set of all index i that satisfy ’=’
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Y=[] #set of set that J is subset

L=[] #list of value of [sum of l(i),x(i) in A] of set Y

U=[] #list of value of [1- sum of u(i),x(i) in A^c] of set Y

for j in range(len(p)):

if XJ.issubset(p[j]) and len(p[j])>=2:

Y.append(p[j])

for i in range(len(Y)):

L.append(0) #initial value of sum of l(i),x(i) in A

U.append(1-sumU) #initial value of 1- sum of u(i),x(i) in A^c

for i in range(len(Y)):

for j in range(len(Y[i])):

L[i]=L[i]+l[Y[i][j]] #compute sum of l(i),x(i) in A

U[i]=U[i]+u[Y[i][j]] #compute 1- sum of u(i),x(i) in A^c

for i in range(len(Y)):

#check that it satisfies the condition (I) or (II)

if L[i]>=U[i]:

r=r+1

if U[i]>=L[i]:

s=s+1

if r==(len(Y)-t-1) or t==len(I):

#all of l(A) satisfy sum l(A);[condition (I.1)]

b=(t-2)*sumL+sumU-sumUJ+sumLJ-t+1

if b>=0:

for i in range(t):

print ’m(X\{x_’,It[i],’}) =’ ,1-a[It[i]]

print ’m(X) =’ ,b

else:

print "You data do not satisfy the condition (I.3)"

elif s==len(Y): #all of l(A) satisfy 1-sum u(A^c);

[condition (II.1)]

if t<= (len(I)-2):
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print ’m(’,XJ,’})=’,1-sumUT-sumLJ

for i in range(t):

print ’m(’,XJ,’+x_’,It[i],’})=’,u[It[i]]-l[It[i]]

elif t== (len(I)-1): #satisfy condition (II.2.2)

if sumU-u[J[0]]+l[J[0]]==1:

for i in range(t):

print ’m(x_’,J[0],’,x_’,It[i],’})=’,

1-sumU+u[It[i]]+u[J[0]]-l[It[i]]-l[J[0]]

else:

print "Your data do not satisfy the condition

(II.2.2)."

else:

print "Your data do not satisfy the condition (II)."

else:

print "Your data do not satisfy the condition (I) and (II)."

else:

print "Your probability interval can’t convey to random set."

In this program, it is necessary to give the information of the probability interval

that we want to convert to a random set with the same information. For example, if

we have the probability interval information as L = {[l1, u1] = [1/4, 1/2], [l2, u2] =

[1/4, 7/16], [l3, u3] = [1/8, 3/8], [l4, u4] = [1/8, 5/16]}, then we must type the infor-
mation as the following for using this program

I=Set([0,1,2,3])

l=[1/4,1/4,1/8,1/8]

u=[1/2,7/16,3/8,5/16].

The result by using this algorithm is

t= 2

m( X \ {x_ 1 ,x_ 3 }) = 0

m( X \ {x_ 1 }) = 1/16
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m( X \ {x_ 3 }) = 1/16

m( X ) = 1/8.

Appendix B: Sufficient conditions of a reachable probability interval

Consider X = {x1, x2, . . . , xn}, n ≥ 3, and let L = {[li, ui] | 0 ≤ li ≤ ui ≤ 1, i =

1, 2, . . . , n} be reachable probability interval. Suppose the condition (3.3) holds.

We consider all possible cases to verify the sufficient conditions of this probability

interval, which PIP = PRS.

Proof. WLOG, let i1 = 1, i2 = 2, i3 = 3 and set m({xi}) = li, ∀i = 1, . . . , n.

In case n = 3, consider X = {x1, x2, x3}. Since li + lj < 1 − uk, we then get

l({xi, xj}) = 1− uk from Equation (2.3). So,

m({xi, xj}) = l({xi, xj})− li − lj = 1− uk − li − lj = 1− (uk + li + lj︸ ︷︷ ︸
<1

) ≥ 0.

Now, let’s consider m(X).

m(X) = 1−
∑

m({xi})−
∑

m({xi, xj})
= 1− l1 − l2 − l3 − (1− u1 − l2 − l3 + 1− u2 − l1 − l3 + 1− u3 − l1 − l2)

= l1 + l2 + l3 + u1 + u2 + u3 − 2 =
3∑

i=1

li +
3∑

i=1

ui − 2. (5.1)

As we want m(X) ≥ 0, the probability interval must have the condition that∑
li +

∑
ui ≥ 2.

In case n = 4, we get
∑
j �=4

lj + u4 = 1 by the property of reachable probability

intervals.

By Lemma 3.1, we getm({x1, x2}) = m({x1, x3}) = m({x2, x3}) = m({x1, x2, x3}) =
0.

Hence, we must consider the remaining basic probability assignment functions

which are

m({x1, x4}),m({x2, x4}),m({x3, x4}),m({x1, x2, x4}),m({x1, x3, x4}),m({x2, x3, x4})
and m(X). If all of them are nonnegative, we can conclude that it is possible to

construct a random set which has the same information as this probability interval.
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We obtain li+lj+lk < 1−ul, ∀l ∈ 1, 2, 3, by the condition (3.3), so l({xi, xj, xk}) =
1− ul from Equation (2.3).

Due to the condition Bel(A) = l(A), then we obtain the system of equations as

follows:

l1 + l4 +m({x1, x4}) = l({x1, x4})
l2 + l4 +m({x2, x4}) = l({x2, x4})
l3 + l4 +m({x3, x4}) = l({x3, x4})
l1 + l2 + l4 +m({x1, x4}) +m({x2, x4}) +m({x1, x2, x4}) = 1− u3

l1 + l3 + l4 +m({x1, x4}) +m({x3, x4}) +m({x1, x3, x4}) = 1− u2

l2 + l3 + l4 +m({x2, x4}) +m({x3, x4}) +m({x2, x3, x4}) = 1− u1∑
li +

∑
m({xi, xj}) +

∑
m({xi, xj, xk}) +m(X) = 1.

Thus, we can write this system of equations in the form of matrix notation by using

unknown variablesm({x1, x4}),m({x2, x4}),m({x3, x4}),m({x1, x2, x4}),m({x1, x3, x4}),
m({x2, x3, x4}) and m(X).⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

1 1 0 1 0 0 0

1 0 1 0 1 0 0

0 1 1 0 0 1 0

1 1 1 1 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m({x1, x4})
m({x2, x4})
m({x3, x4})
m({x1, x2, x4})
m({x1, x3, x4})
m({x2, x3, x4})
m(X)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l({x1, x4})− l1 − l4

l({x2, x4})− l2 − l4

l({x3, x4})− l3 − l4

1− u3 − l1 − l2 − l4

1− u2 − l1 − l3 − l4

1− u1 − l2 − l3 − l4

1− l1 − l2 − l3 − l4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m({x1, x4})
m({x2, x4})
m({x3, x4})
m({x1, x2, x4})
m({x1, x3, x4})
m({x2, x3, x4})
m(X)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

−1 −1 0 1 0 0 0

−1 0 −1 0 1 0 0

0 −1 −1 0 0 1 0

1 1 1 −1 −1 −1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l({x1, x4})− l1 − l4

l({x2, x4})− l2 − l4

l({x3, x4})− l3 − l4

1− u3 − l1 − l2 − l4

1− u2 − l1 − l3 − l4

1− u1 − l2 − l3 − l4

1− l1 − l2 − l3 − l4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l({x1, x4})− l1 − l4

l({x2, x4})− l2 − l4

l({x3, x4})− l3 − l4

1 + l4 − (l({x1, x4}) + l({x2, x4}) + u3)

1 + l4 − (l({x1, x4}) + l({x3, x4}) + u2)

1 + l4 − (l({x2, x4}) + l({x3, x4}) + u1)

l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

So,

m({x1, x4}) = l({x1, x4})− l1 − l4 (5.2)

m({x2, x4}) = l({x2, x4})− l2 − l4 (5.3)

m({x3, x4}) = l({x3, x4})− l3 − l4 (5.4)

m({x1, x2, x4}) = 1 + l4 − (l({x1, x4}) + l({x2, x4}) + u3) (5.5)

m({x1, x3, x4}) = 1 + l4 − (l({x1, x4}) + l({x3, x4}) + u2) (5.6)

m({x2, x3, x4}) = 1 + l4 − (l({x2, x4}) + l({x3, x4}) + u1) (5.7)

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2 (5.8)
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Since l(A) = max(
∑
xi∈A

li, 1−
∑
xi∈Ac

ui), Equations (5.2), (5.3) and (5.4) are nonneg-

ative.

Consider Equation (5.5), we do not know the exact values of l({x1, x4}) and
l({x2, x4}). Thus, we can consider Equation (5.5) in 4 cases.

Case A1: Suppose l({x1, x4}) = l1 + l4 and l({x2, x4}) = l2 + l4.

m({x1, x2, x4}) = 1 + l4 − (l({x1, x4}) + l({x2, x4}) + u3)

= 1 + l4 − l1 − l4 − l2 − l4 − u3 = 1− (u3 + l1 + l2 + l4︸ ︷︷ ︸
<1

) ≥ 0.

We have u3 + l1 + l2 + l4 < 1, by the condition (3.3) that
∑
j �=3

lj + u3 < 1.

Case A2: Suppose l({x1, x4}) = l1 + l4 and l({x2, x4}) = 1− u1 − u3.

m({x1, x2, x4}) = 1 + l4 − (l({x1, x4}) + l({x2, x4}) + u3)

= 1 + l4 − l1 − l4 − 1 + u1 + u3 − u3 = u1 − l1 ≥ 0.

Case A3: Suppose l({x1, x4}) = 1− u2 − u3 and l({x2, x4}) = l2 + l4.

m({x1, x2, x4}) = 1 + l4 − (l({x1, x4}) + l({x2, x4}) + u3)

= 1 + l4 − 1 + u2 + u3 − l2 − l4 − u3 = u2 − l2 ≥ 0.

Case A4: Suppose l({x1, x4}) = 1− u2 − u3 and l({x2, x4}) = 1− u1 − u3.

m({x1, x2, x4}) = 1 + l4 − (l({x1, x4}) + l({x2, x4}) + u3)

= 1 + l4 − 1 + u2 + u3 − 1 + u1 + u3 − u3 = u1 + u2 + u3 + l4︸ ︷︷ ︸
≥1

−1 ≥ 0.

We have u1+u2+u3+ l4 ≥ 1 from the property of a reachable probability interval.

All of these 4 cases, we conclude that m({x1, x2, x4}) ≥ 0. We can consider

Equations (5.6) and (5.7) in the similar way. Moreover, we obtainm({x1, x3, x4}) ≥
0 and m({x2, x3, x4}) ≥ 0.

To complete the case n = 4, we must consider Equation (5.8) when we ob-

tain m(X) ≥ 0. Since we do not know the values of l({x1, x4}), l({x2, x4}) and
l({x3, x4}), we consider Equation (5.8) in 8 cases.
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Case B1: Suppose l({x1, x4}) = l1 + l4, l({x2, x4}) = l2 + l4 and l({x3, x4}) =
l3 + l4.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= l1 + l4 + l2 + l4 + l3 + l4 + u3 + u2 + u1 − l4 − 2

= l1 + l2 + l3 + l4︸ ︷︷ ︸
<1

+u1 + u2 + u3 + l4︸ ︷︷ ︸
≥1

−2 (5.9)

As we want m(X) ≥ 0, the probability interval must have the condition that∑
li +

∑
ui − u4 + l4 ≥ 2.

Case B2: Suppose l({x1, x4}) = 1−u2−u3, l({x2, x4}) = l2+l4 and l({x3, x4}) =
l3 + l4.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= 1− u2 − u3 + l2 + l4 + l3 + l4 + u3 + u2 + u1 − l4 − 2

= u1 + l2 + l3 + l4︸ ︷︷ ︸
<1

−1 < 0 (5.10)

We have u1 + l2 + l3 + l4 < 1, by the condition (3.3) that
∑
j �=1

lj + u1 < 1. Since

m(X) < 0, we cannot construct the random set which has the same information

as this probability interval in this case.

Case B3: Suppose l({x1, x4}) = l1+l4, l({x2, x4}) = 1−u1−u3 and l({x3, x4}) =
l3 + l4.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= l1 + l4 + 1− u1 − u3 + l3 + l4 + u3 + u2 + u1 − l4 − 2

= u2 + l1 + l3 + l4︸ ︷︷ ︸
<1

−1 < 0 (5.11)

Similar to Case B2, we cannot construct the random set which has the same

information as this probability interval in this case.

Case B4: Suppose l({x1, x4}) = l1 + l4, l({x2, x4}) = l2 + l4 and l({x3, x4}) =
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1− u1 − u2.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= l1 + l4 + l2 + l4 + 1− u1 − u2 + u3 + u2 + u1 − l4 − 2

= u3 + l1 + l2 + l4︸ ︷︷ ︸
<1

−1 < 0 (5.12)

We cannot construct the random set which has the same information as this prob-

ability interval in this case with the same reason as Case B2 and Case B3.

Case B5: Suppose l({x1, x4}) = l1+l4, l({x2, x4}) = 1−u1−u3 and l({x3, x4}) =
1− u1 − u2.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= l1 + l4 + 1− u1 − u3 + 1− u1 − u2 + u3 + u2 + u1 − l4 − 2 = l1 − u1 ≤ 0

If l1 = u1, then we can construct the random set. Otherwise, we cannot.

Case B6: Suppose l({x1, x4}) = 1−u2−u3, l({x2, x4}) = l2+l4 and l({x3, x4}) =
1− u1 − u2.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= 1− u2 − u3 + l2 + l4 + 1− u1 − u2 + u3 + u2 + u1 − l4 − 2 = l2 − u2 ≤ 0

If l2 = u2, then we can construct the random set. Otherwise, we cannot.

Case B7: Suppose l({x1, x4}) = 1 − u2 − u3, l({x2, x4}) = 1 − u1 − u3 and

l({x3, x4}) = l3 + l4.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= 1− u2 − u3 + 1− u1 − u3 + l3 + l4 + u3 + u2 + u1 − l4 − 2 = l3 − u3 ≤ 0

If l3 = u3, then we can construct the random set. Otherwise, we cannot.

Case B8: Suppose l({x1, x4}) = 1 − u2 − u3, l({x2, x4}) = 1 − u1 − u3 and

l({x3, x4}) = 1− u1 − u2.

m(X) = l({x1, x4}) + l({x2, x4}) + l({x3, x4}) + u3 + u2 + u1 − l4 − 2

= 1− u2 − u3 + 1− u1 − u3 + 1− u1 − u2 + u3 + u2 + u1 − l4 − 2

= 1− (u1 + u2 + u3 + l4︸ ︷︷ ︸
≥1

) ≤ 0. (5.13)
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If u1 + u2 + u3 + l4 = 1, then we can construct the random set. Otherwise, we

cannot.

When n ≥ 5, we have i = 1, 2, 3 such that
∑
j �=i

lj + ui < 1. Therefore,

l2 + l3 + l4 + . . .+ ln < 1− u1,

l1 + l3 + l4 + . . .+ ln < 1− u2, and

l1 + l2 + l4 + . . .+ ln < 1− u3.

So, l({x2, x3, x4, . . . , xn}) = 1− u1, l({x1, x3, x4, . . . , xn}) = 1− u2 and
l({x1, x2, x4, . . . , xn}) = 1− u3, by Equation (2.3).

For i �= 1, 2, 3, we get
∑
j �=i

lj + ui = 1. We obtain m(A) = 0, ∀A ∈ P (X � {xi}),

by Lemma 3.1. Thus, we have m(A) = 0, ∀A ∈ P (X)� Y
where Y = {{x4, . . . , xn}, {x1, x4, . . . , xn}, {x2, x4, . . . , xn}, {x3, x4, . . . , xn},
{x1, x2, x4, . . . , xn}, {x1, x3, x4, . . . , xn}, {x2, x3, x4, . . . , xn}, X}.
So, we must consider the values of m(A), ∀A ∈ Y when they have positive values.
Due to the condition Bel(A) = l(A), we obtain the system of equations as follows:

l4 + . . .+ ln +m({x4, . . . , xn}) = l({x4, . . . , xn}),
l1 + l4 + . . .+ ln +m({x4, . . . , xn}) +m({x1, x4, . . . , xn}) = l({x1, x4, . . . , xn}),
l2 + l4 + . . .+ ln +m({x4, . . . , xn}) +m({x2, x4, . . . , xn}) = l({x2, x4, . . . , xn}),
l3 + l4 + . . .+ ln +m({x4, . . . , xn}) +m({x3, x4, . . . , xn}) = l({x3, x4, . . . , xn}),
l1 + l2 + l4 + . . .+ ln +m({x4, . . . , xn}) +

∑
i∈{1,2}

m({xi, x4, . . . , xn}) +m({x1, x2, x4, . . . , xn}) = 1− u3,

l1 + l3 + l4 + . . .+ ln +m({x4, . . . , xn}) +
∑

i∈{1,3}
m({xi, x4, . . . , xn}) +m({x1, x3, x4, . . . , xn}) = 1− u2,

l2 + l3 + l4 + . . .+ ln +m({x4, . . . , xn}) +
∑

i∈{2,3}
m({xi, x4, . . . , xn}) +m({x2, x3, x4, . . . , xn}) = 1− u1,

∑
li +m({x4, . . . , xn}) +

3∑
i=1

m({xi, x4, . . . , xn}) +
∑

i,j∈{1,2,3}
m({xi, xj , x4, . . . , xn}) +m(X) = 1.

Thus, we can write this system of equations in the form of matrix notation by us-

ing m({x4, . . . , xn}),m({x1, x4, . . . , xn}),m({x2, x4, . . . , xn}),m({x3, x4, . . . , xn}),
m({x1, x2, x4, . . . , xn}),m({x1, x3, x4, . . . , xn}),m({x2, x3, x4, . . . , xn}) andm({X})
as the unknown variables.

AU = b
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where A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0

1 0 1 0 0 0 0 0

1 0 0 1 0 0 0 0

1 1 1 0 1 0 0 0

1 1 0 1 0 1 0 0

1 0 1 1 0 0 1 0

1 1 1 1 1 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, U =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m({x4, . . . , xn})
m({x1, x4, . . . , xn})
m({x2, x4, . . . , xn})
m({x3, x4, . . . , xn})
m({x1, x2, x4, . . . , xn})
m({x1, x3, x4, . . . , xn})
m({x2, x3, x4, . . . , xn})
m(X)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and

b =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l({x4, . . . , xn})− l4 − . . .− ln

l({x1, x4, . . . , xn})− l1 − l4 − . . .− ln

l({x2, x4, . . . , xn})− l2 − l4 − . . .− ln

l({x3, x4, . . . , xn})− l3 − l4 − . . .− ln

1− u3 − l1 − l2 − l4 − . . .− ln

1− u2 − l1 − l3 − l4 − . . .− ln

1− u1 − l2 − l3 − l4 − . . .− ln

1− l1 − l2 − l3 − . . .− ln

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
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Consequently,

U =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0

−1 1 0 0 0 0 0 0

−1 0 1 0 0 0 0 0

−1 0 0 1 0 0 0 0

1 −1 −1 0 1 0 0 0

1 −1 0 −1 0 1 0 0

1 0 −1 −1 0 0 1 0

−1 1 1 1 −1 −1 −1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

b

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l({x4, . . . , xn})− l4 − . . .− ln

l({x1, x4, . . . , xn})− l({x4, . . . , xn})− l1

l({x2, x4, . . . , xn})− l({x4, . . . , xn})− l2

l({x3, x4, . . . , xn})− l({x4, . . . , xn})− l3

1− u3 + l({x4, . . . , xn})− l({x1, x4, . . . , xn})− l({x2, x4, . . . , xn})
1− u2 + l({x4, . . . , xn})− l({x1, x4, . . . , xn})− l({x3, x4, . . . , xn})
1− u1 + l({x4, . . . , xn})− l({x2, x4, . . . , xn})− l({x3, x4, . . . , xn})
λ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where λ = −l({x4, . . . , xn})+l({x1, x4, . . . , xn})+l({x2, x4, . . . , xn})+l({x3, x4, . . . , xn})+
u3 + u2 + u1 − 2.

So,

m({x4, . . . , xn}) = l({x4, . . . , xn})− l4 − . . .− ln, (5.14)

m({x1, x4, . . . , xn}) = l({x1, x4, . . . , xn})− l({x4, . . . , xn})− l1, (5.15)

m({x2, x4, . . . , xn}) = l({x2, x4, . . . , xn})− l({x4, . . . , xn})− l2, (5.16)

m({x3, x4, . . . , xn}) = l({x3, x4, . . . , xn})− l({x4, . . . , xn})− l3, (5.17)

m({x1, x2, x4, . . . , xn}) = 1− u3 + l({x4, . . . , xn})− l({x1, x4, . . . , xn})
− l({x2, x4, . . . , xn}), (5.18)
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m({x1, x3, x4, . . . , xn}) = 1− u2 + l({x4, . . . , xn})− l({x1, x4, . . . , xn})
− l({x3, x4, . . . , xn}), (5.19)

m({x2, x3, x4, . . . , xn}) = 1− u1 + l({x4, . . . , xn})− l({x2, x4, . . . , xn})
− l({x3, x4, . . . , xn}), (5.20)

m(X) = −l({x4, . . . , xn}) + l({x1, x4, . . . , xn}) + l({x2, x4, . . . , xn})
+ l({x3, x4, . . . , xn}) + u3 + u2 + u1 − 2. (5.21)

Since l(A) = max(
∑
xi∈A

li, 1 −
∑
xi∈Ac

ui), Equation (5.14) is nonnegative. Therefore,

m({x4, . . . , xn}) = l({x4, . . . , xn})− l4 − . . .− ln ≥ 0.

Next, consider Equation (5.15), we separate our consideration into 2 cases.

Case C1: Suppose l({x1, x4, . . . , xn}) = l1 + l4 + . . . + ln, that is l1 + l4 +

. . . + ln > 1 − u2 − u3, then we also get l({x4, . . . , xn}) = l4 + . . . + ln. (From

l4 + . . .+ ln > 1− u2 − u3 − l1 ≥ 1− u2 − u3 − u1. )

m({x1, x4, . . . , xn}) = l1 + l4 + . . .+ ln − l4 − . . .− ln − l1 = 0.

Case C2: Suppose l({x1, x4, . . . , xn}) = 1 − u2 − u3, that is 1 − u2 − u3 >

l1 + l4 + . . .+ ln,

l1 + l4 + . . .+ ln + u2 + u3 < 1. (5.22)

Case C2.1: Suppose l({x4, . . . , xn}) = l4 + . . .+ ln.

m({x1, x4, . . . , xn}) = 1− u2 − u3 − l4 − . . .− ln − l1

= 1− (u2 + u3 + l4 + . . .+ ln + l1︸ ︷︷ ︸
<1, from (5.22)

) ≥ 0.

Case C2.2: Suppose l({x4, . . . , xn}) = 1− u1 − u2 − u3.

m({x1, x4, . . . , xn}) = 1− u2 − u3 − 1 + u1 + u2 + u3 − l1 = u1 − l1 ≥ 0.

Both of these cases, we conclude that m({x1, x4, . . . , xn}) ≥ 0. We can consider

Equations (5.16) and (5.17) in the similar way. Moreover, we obtain

m({x2, x4, . . . , xn}) ≥ 0 and m({x3, x4, . . . , xn}) ≥ 0.
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Next, consider Equation (5.18). We can consider this equation into 4 cases.

Case D1: Suppose l({x1, x4, . . . , xn}) = l1+l4+. . .+ln and l({x2, x4, . . . , xn}) =
l2 + l4 + . . .+ ln. Then we get l({x4, . . . , xn}) = l4 + . . .+ ln.

m({x1, x2, x4, . . . , xn}) = 1− u3 + l4 + . . .+ ln − l1 − l4 − . . .− ln − l2 − l4 − . . .− ln

= 1− (u3 + l1 + l2 + l4 + . . .+ ln︸ ︷︷ ︸
<1

) ≥ 0.

We have u3+ l1+ l2+ l4+ . . .+ ln < 1, by the condition (3.3) that
∑
j �=3

lj +u3 < 1.

Case D2: Suppose l({x1, x4, . . . , xn}) = l1 + l4 + . . .+ ln, then we get

l({x4, . . . , xn}) = l4 + . . .+ ln and l({x2, x4, . . . , xn}) = 1− u1 − u3.

m({x1, x2, x4, . . . , xn}) = 1−u3+l4+. . .+ln−l1−l4−. . .−ln−1+u1+u3 = u1−l1 ≥ 0.

Case D3: Suppose l({x1, x4, . . . , xn}) = 1− u2 − u3 and l({x2, x4, . . . , xn}) =
l2 + l4 + . . .+ ln, then we get l({x4, . . . , xn}) = l4 + . . .+ ln.

m({x1, x2, x4, . . . , xn}) = 1−u3+l4+. . .+ln−1+u2+u3−l2−l4−. . .−ln = u2−l2 ≥ 0.

Case D4: Suppose l({x1, x4, . . . , xn}) = 1− u2 − u3 and l({x2, x4, . . . , xn}) =
1− u1 − u3.

Case D4.1: Suppose l({x4, . . . , xn}) = l4 + . . .+ ln, that is l4 + . . .+ ln >

1− u1 − u2 − u3.

l4 + . . .+ ln + u1 + u2 + u3 > 1. (5.23)

Then,

m({x1, x2, x4, . . . , xn}) = 1− u3 + l4 + . . .+ ln − 1 + u2 + u3 − 1 + u1 + u3

= l4 + . . .+ ln + u1 + u2 + u3︸ ︷︷ ︸
>1, from (5.23)

−1 ≥ 0

Case D4.2: Suppose l({x4, . . . , xn}) = 1− u1 − u2 − u3.

m({x1, x2, x4, . . . , xn}) = 1− u3+1− u1 − u2 − u3 − 1+ u2+ u3 − 1+ u1+ u3 = 0.

All of these cases, we conclude that m({x1, x2, x4, . . . , xn}) ≥ 0. We can

consider Equations (5.19) and (5.20) in the similar way. Moreover, we obtain

m({x1, x3, x4, . . . , xn}) ≥ 0 and m({x2, x3, x4, . . . , xn}) ≥ 0.
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Finally, by considering Equation (5.21), we do not know the values of l({x4, . . . , xn}),
l({x1, x4, . . . , xn}), l({x2, x4, . . . , xn}) and l({x3, x4, . . . , xn}).
Let Z = {{x1, x4, . . . , xn}, {x2, x4, . . . , xn}, {x3, x4, . . . , xn}}. If there exists S ∈ Z

such that l(S) =
∑

xi∈S li, then l({x4, . . . , xn}) = l4 + . . .+ ln.

Therefore, we can consider Equation (5.21) in to 4 cases.

Case E1: Let for all S ∈ Z, l(S) =
∑

xi∈S li.

m(X) = −l4 − . . .− ln + l1 + l4 + . . .+ ln + l2 + l4 + . . .+ ln + l3 + l4 + . . .+ ln

+ u3 + u2 + u1 − 2

=
∑
i

li︸ ︷︷ ︸
≤1

+(l4 + . . .+ ln + u1 + u2 + u3︸ ︷︷ ︸
>1, from (5.23)

)− 2. (5.24)

Since we want m(X) ≥ 0, the probability interval must have the condition
∑

li +∑
ui − (u4 + . . .+ un) + l4 + . . .+ ln ≥ 2.

Case E2: There exists only one of S ∈ Z, l(S) =
∑

xi∈S li. WLOG, let

l({x1, x4, . . . , xn}) = l1 + l4 + . . .+ ln.

m(X) = −l4 − . . .− ln + l1 + l4 + . . .+ ln + 1− u1 − u3 + 1− u1 − u2 + u3 + u2 + u1 − 2

= l1 − u1 ≤ 0.

If l1 = u1, then we can construct the random set. Otherwise, we cannot.

Case E3: There exists only one of S ∈ Z, l(S) = 1 −
∑
xi∈Sc

ui. WLOG, let

l({x1, x4, . . . , xn}) = 1− u2 − u3.

m(X) = −l4 − . . .− ln + 1− u2 − u3 + l2 + l4 + . . .+ ln + l3 + l4 + . . .+ ln

+ u3 + u2 + u1 − 2

= (l2 + . . .+ ln + u1︸ ︷︷ ︸
<1

)− 1 < 0. (5.25)

We have u1 + l2 + . . .+ ln < 1, by the condition (3.3) that
∑
j �=1

lj + u1 < 1.

Since m(X) < 0, we cannot construct the random set which has the same infor-

mation as this probability interval in this case.

Case E4: Let for all S ∈ Z, l(S) = 1−
∑
xi∈Sc

ui.
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Case E4.1: Suppose l({x4, . . . , xn}) = l4 + . . .+ ln.

m(X) = −l4 − . . .− ln + 1− u2 − u3 + 1− u1 − u3 + 1− u1 − u2 + u3 + u2 + u1 − 2

= 1− (l4 + . . .+ ln + u3 + u2 + u1︸ ︷︷ ︸
>1, from (5.23)

) < 0. (5.26)

Case E4.2: Suppose l({x4, . . . , xn}) = 1− u1 − u2 − u3.

m(X) = −1 + u1 + u2 + u3 + 1− u2 − u3 + 1− u1 − u3 + 1− u1 − u2 + u3 + u2 + u1 − 2

= 0. (5.27)

This case, we can construct the random set when all the values of l({x4, . . . , xn}),
l({x1, x4, . . . , xn}), l({x2, x4, . . . , xn}) and l({x3, x4, . . . , xn}) equal to 1−

∑
xi∈Ac

ui.

As the result, the probability interval must have one of the following conditions

for guarantee that there is the random set which has the same information.

(i) (i.1) l(A) =
∑
xi∈A

li, ∀A ∈ Y − Y ′, and

(i.2) l(X � {xik}) = 1− uik , ∀ik ∈ It, and

(i.3)
∑

i∈I li +
∑

i∈I ui −
∑

j∈J uj +
∑

j∈J lj ≥ 2.

( see Equations (5.1), (5.9) and (5.24) )

(ii)(ii.1) l(A) = 1−
∑
xi∈Ac

ui, ∀A ∈ Y , and

(ii.2) only one of the following

(ii.2.1) 3 ≤ n− 2 ( see Equation (5.27) ) or

(ii.2.2) 3 = n− 1 and
∑
j �=ik

uj + lik = 1, ik ∈ J . ( see Equation (5.13) )

In the other cases when there exist A,B ∈ Y − Y ′ that l(A) =
∑
xi∈A

li and l(B) =

1 −
∑
xi∈Bc

ui, we cannot construct the random set as we can see from Equations

(5.10), (5.11), (5.12), (5.25) and (5.26).
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