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CHAPTER I

INTRODUCTION

To promote a system’s reliability, there are many attempts in the software ver-

ification domain to determine whether an implementation conforms to its specification

which can be a program specification, a communication protocol, etc. The reason is

that unexpected behaviors of an implementation may cause the system errors or the

communicating interruption in the composited application. This motivates the study of

conformance verification that will be investigated in this dissertation.

Typically, the considered implementations are software components, services, or

modules that assume to be modeled as finite state machines which are widely used to

model systems in diverse areas. Given a formal model which acts as specification, a num-

ber of studies have been presented to ensure the correct implementations. The proposed

methodologies can be categorized into two main categories based on the knowledge of

the internal structures of the implementation: conformance verification and conformance

testing.

The works in conformance verification approach assume that the implementation

is white-box, i.e., its internal structures can be directly observed and mapped to a formal

language. Then the formal model of the implementation can be used to check the confor-

mance criteria against the given specification. To the best of our knowledge, notations and

semantics of the formal languages which are used in these works are more or less based on

Petri net, process algebra, or automata. Moreover, different notions of the conformance

relation between the specification and the implementation have been formally defined

with respect to their formalism. However, the assumption that the implementations are

white-box does not need to be the case, since some applications can be only observed

their external behavior, e.g., third party applications or the applications implemented by

Java or .NET.

For checking the conformance of a black-box implementation, the technique so-

called model-based testing has been used for a long time in both academic and industrial

section. In this approach, it is assumed that a correct formal model which acts as specifi-

cation is given, typically as finite state machine (FSM) or labelled transition system (LTS).
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Then we want to generate a set of tests (each test is a pair of input sequence and expected

output sequence), or test suite, from the given model in order to compare with the real

system. By applying each test, if the actual output sequence differs from the expected

output sequence, then a fault has been detected. Otherwise, it can be concluded that an

implementation conforms to the specification under some assumptions, e.g., the number

of states of the implementation is smaller than a given bound m. Interesting source of

techniques and tools of model-based testing can be found in the book by Broy et al.

(2005). Further detailed of conformance testing can be found in (Lee and Yannakakis,

1996; Fujiwara et al., 1991; Hierons, 2004) for FSM-based specification and (Tretmans,

2008; Frantzen et al., 2009) for LTS-based specification.

Learning in the context of model checking has been used for several purposes in

the software verification literature. For example, Chaki et al. (2008) used the approach

for checking component substitutability of evolving software systems. The approach was

also used by Cobleigh et al. (2003) to automatically generate assumptions for assume-

guarantee verification of systems. Black box checking (Peled et al., 1999) and adaptive

model checking (Groce et al., 2002) are other example applications of this approach in

order to verify correctness of the system in the case of specification is not available or in-

complete, respectively. The most well-known learning algorithm in this field was proposed

by Angluin (1987), namely L∗, for deterministic finite-state automata (DFA) inference.

Moreover, recently Shahbaz and Groz (2009) proposed an algorithm LM
∗ that adopt from

Angluin’s work for Mealy machine inference.

In this dissertation, an automata learning technique is introduced in order to solve

the conformance verification problem of black box implementations. Since the practical

limitation of current works in conformance verification is that the internal structures of

implementations have to be explicit, our approach can be used without this limitation by

observing behavior of the implementation through its interface. Moreover, unlike testing

our approach is applicable regardless of preset test environment, such as characterizing

set, state cover set, transition cover set, etc. Given a black box implementation, our

method synthesizes a behavioral model by asking queries to test (observe) its internal

behavior. As a result, the tests used here are generated online while constructing the

model.



3

1.1 Our Method for a Conformance Verification

Suppose we are given a Labelled Transition System (LTS) specification SSpec
i of an

implementation i in the protocol. First we use a learning algorithm to infer an implemen-

tation model of the implementation as a Finite State Machine (FSM). Then, in order to

check the conformance criterion, we transform the FSM to the corresponding LTS SImp
i

and use model checking to perform the conformance analysis based on a relation between

the LTSs of specification model and the learning model, i.e., SSpec
i and SImp

i .

For the notion of conformance used in this dissertation, we assume that the im-

plementation conforms to the specification if it implements all and only the observable

behaviors allowed by the specification. The reason is if the implementation can perform

the actions which are not foreseen by the given specification or cannot perform the ac-

tions which are desired by the given specification, this may cause the interruption in the

communication. This conformance criterion is called a trace equivalence relation of LTS

and will be formally defined in the next chapter.

1.2 Objectives of Research

• To propose an alternative approach for conformance verification that can be applied

with black-box implementations.

• To propose a novel active learning algorithm that can be extended to non-deterministic

finite state machines inference.

• To propose the use of a model checking to answer the equivalence query of the

learning algorithm using compositional reachability analysis of LTSs.

1.3 Scope and Assumption

The scope of this dissertation is limited to the following:

• This dissertation considers the stateful implementations.

• This dissertation focuses only functional properties of the system. Other aspects,

such as, timing, performance, security, etc. are not considered.

• The proposed method does not rely on specific implementation languages.
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Additionally, in this dissertation, we assume the following:

• The protocol specification is given in terms of Finite State Process (FSP) notations

that are the textual representations of LTS.

• The input/output interfaces of the implementations are known and observable.

• The implementations can be modeled as deterministic FSMs, i.e., they exhibit reg-

ular and deterministic behaviors. Later this assumption will be relaxed to non-

deterministic case in Chapter 5.

• An abstraction technique is applied for variables in the specification model and the

learned model.

1.4 Summary of Contributions

This dissertation provides an alternative approach for conformance verification of

a black-box implementation for which we can only observe its external behavior. The

proposed technique is applicable regardless of a preset test suite; therefore, it can endure

with changes in the specification and in the application. The learning algorithm requires

only information of i/o interface of the implementation. This property is suitable for the

practical application such as one that developed by third party.

Furthermore, we also propose the novel learning algorithm that can infer behavioral

model of the implementation as a non-deterministic finite state machine (NFSM). This

relaxes the assumption that the implementation have to deterministic, since it may be

too restricted in some applications such as a concurrent communication system.

1.5 Dissertation Organization

The rest of the dissertation is organized as follows. The next chapter recalls the

basic definitions and notions which are used globally in the dissertation. Chapter 3

overviews the background work and surveys the state-of-the-art in the domain of con-

formance verification, conformance testing, and automata learning. Chapter 4 describes

our proposed method for conformance verification based on the Web services case study.

Chapter 5 presents the extended work towards inferring NFSMs. Finally, a discussion

and conclusions of the dissertation are presented in Chapter 6.



CHAPTER II

DEFINITIONS AND NOTATIONS

This chapter briefly recalls the basic definitions and notations that will be used

later in the forthcoming chapters. The definitions and most of the notations follow (Broy

et al., 2005; Lee and Yannakakis, 1996; Fujiwara et al., 1991; Hierons, 2004).

2.1 Labelled Transition System

Let L be the universal set of observable actions (or labels), and let Act = L ∪ {τ},

where τ denotes an internal action that is unobservable by the environment. Moreover,

we use π to denote a special error state, which models the state that has no outgoing

transitions.

Definition 2.1 (Labelled Transition System) A Labelled Transition System (LTS)

P is a 4-tuple ⟨S,Σ,∆, s0⟩ where S is the finite non-empty set of states including the

error state π, Σ ⊆ L is the finite non-empty set of observable actions called the alphabet

of P , ∆ ⊆ S − {π} × Σ ∪ {τ} × S is the transition relation that maps from a state and

an action onto another state, and s0 ∈ S is the initial state.

0 1 2

a a

b

P1

0

a
a

b

P2

1

Figure 2.1: Example of LTS P1 = ⟨S1,Σ1,∆1, s10⟩ (left) and LTS P2 = ⟨S2,Σ2,∆2, s20⟩ (right)
with Σ1 = Σ2 = {a, b}.

To note that, an LTS P is non-deterministic if it contains τ -transitions or if there

exist (s, a, s′), (s, a, s′′) ∈ ∆ but s′ ̸= s′′. Otherwise, P is deterministic.

Definition 2.2 (Transit) An LTS P = ⟨S,Σ,∆, s0⟩ transits into an LTS P ′ with action

a ∈ Act, denoted as P a−→ P ′, if:

(a) P ′ = ⟨S,Σ,∆, s′0⟩, where s′0 ̸= π and (s0, a, s
′
0) ∈ ∆, or
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(b) P ′ = Π, where s′0 = π

We use Π to denote the LTS that is allowed to have the error state π as its initial

state (i.e., LTS ⟨{π},Σ, ∅, π⟩).

Definition 2.3 (Parallel Composition) Given two LTSs P1 = ⟨S1,Σ1,∆1, s10⟩ and

P2 = ⟨S2,Σ2,∆2, s20⟩, the parallel composition of P1 and P2, donoted by P1 ∥ P2, is

defined as follows:

(a) If P1 = Π or P2 = Π, then P1 ∥ P2 = Π.

(b) Otherwise, P1 ∥ P2 is an LTS P = ⟨S,Σ,∆, s0⟩, where S = S1 × S2, Σ = Σ1 ∪ Σ2,

s0 = (s10, s
2
0), and ∆ is the smallest relation satisfying the following rules, where a

is either observable action or τ , i.e., a ∈ Σ ∪ {τ}:

P1
a−→ P ′

1, a ̸∈ Σ2

P1 ∥ P2
a−→ P ′

1 ∥ P2

P2
a−→ P ′

2, a ̸∈ Σ1

P1 ∥ P2
a−→ P1 ∥ P ′

2

P1
a−→ P ′

1, P2
a−→ P ′

2, a ̸= τ

P1 ∥ P2
a−→ P ′

1 ∥ P ′
2

According that the parallel composition is both commutative and associative, the

order in which LTSs are composed is not significant, e.g., P1 ∥ P2 is equivalent to P2 ∥ P1.

Definition 2.4 (Trace and Language) A trace σ of an LTS P is a sequence of ob-

servable actions that P can perform, starting from the initial state. We use Tr(P ), called

the language of P , to mean the set of all traces of P .

Definition 2.5 (Trace Inclusion) For any two LTSs P1 = ⟨S1,Σ1,∆1, s10⟩ and P2 =

⟨S2,Σ2,∆2, s20⟩ where Σ1 ⊆ Σ2, we write P1 ≤tr P2 to denote the trace inclusion relation

that means all traces of P1 are also in P2. Formally, P1 ≤tr P2 if and only if Tr(P1) ⊆

Tr(P2).
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In practice, when checking P1 ≤tr P2, firstly an error LTS of P2 denoted P2err
is

created. It can be created by adding the error state π and traps possible violations with

this state. For instance, Figure 2.2 shows the error LTSs of both LTSs in Figure 2.1.

0 1 2

a a

b

P1err

0

a
a

b

P2err

1

� �

b
b

ab

Figure 2.2: Error LTSs of the LTSs in Figure 2.1.

Note that the error LTS is complete, meaning each state other than the error state

has outgoing transitions for every action in the alphabet. Formally, the error LTS of LTS

P = ⟨S,Σ,∆, s0⟩ is Perr = ⟨S ∪ {π},Σ,∆′, s0⟩, where ∆′ = ∆ ∪ {(s, a, π)|a ∈ Σ and

̸ ∃s′ ∈ S : (s, a, s′) ∈ ∆}.

After that, the parallel composition P1 ∥ P2err
is computed. If the π state is

reachable in P1 ∥ P2err
, then P1 ̸≤tr P2; that means there exists at least one trace σ that

occurs in P1 but does not occur in P2, i.e., ∃σ, σ ∈ Tr(P1) ∧ σ ̸∈ Tr(P2).

0,0 1,1 2,1

a a

b

P1 || P2err

0,0 1,1 2,1

a a

b

P1err 
|| P2

�

b

ab

Figure 2.3: The parallel composition between P1 ∥ P2err (left) and P1err ∥P2 (right).

For example, in Figure 2.3 (left), since the π state cannot be reached in P1 ∥ P2err
,

then that means P1 ≤tr P2. However, since the π state is reachable in P1err
∥P2 as shown

in Figure 2.3 (right), then that means P2 ̸≤tr P1 (e.g., a ·b ∈ Tr(P2) ∧ a · b ̸∈ Tr(P1)).

The trace inclusion relation is a preorder and can be extended to define an equiva-

lence:

Definition 2.6 (Trace Equivalence) The trace equivalence relation between two LTSs
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P1 and P2, written P1 =tr P2, holds iff P1 ≤tr P2 and P2 ≤tr P1.

In other words, two equivalent LTSs have the same observable behaviors, formally

Tr(S1) = Tr(S2).

2.2 Finite State Machine

From this point forward, the term “finite state machines” (FSMs) will be referred

to as “Mealy machines”, which represent outputs on their transitions. Moreover, both

terms are used interchangeably in this dissertation.

Definition 2.7 (Finite State Machine) A finite state machine (FSM) M is a 5-tuple

⟨Q, I,O, δ, q0⟩, where Q, I,O are the non-empty finite sets of states, input symbols, and

output symbols, respectively; q0 ∈ Q is the initial state; and δ : Q× I → 2Q×O \ {∅} is the

transition function, where 2Q×O is the power set of Q×O and ∅ is the empty set.

a/1

b/0

b/1

a/0

�Ù

a/0 �Ú a/0�Û

Figure 2.4: Example of an finite state machine.

At any point in time, the machine is currently at state q ∈ Q. It is possible to

give inputs to the machine. By receiving an input i ∈ I, the machine may produce an

output o ∈ O and change to the next state q′ ∈ Q if and only if (q′, o) ∈ δ(q, i). For

example, Figure 2.4 shows an FSM with state Q = {q0, q1, q2}, input symbols I = {a, b},

and output symbols O = {0, 1}. Applying a starting in state q0 produces output 0 and

moves to the next state q1, since (q1, 0) ∈ δ(q0, a).

As usual, the function δ can be extended to take an input sequence, i.e., δ : Q×I∗ →

2Q×O∗ . For example, here δ(q0, a · b) = {(q2, 0 · 0)}.
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Recall from (Hierons, 2004) that the projections of the function δ, called δQ and

δO, are possible to define such that δQ : Q× I∗ → 2Q and δO : Q× I∗ → 2O
∗ will give the

states reached and the output sequences produced, respectively, from a state and a given

input sequence. For example, in Figure 2.4, δQ(q2, a) = {q0, q2} and δO(q2, a) = {0, 1}.

Suppose that x̄ denotes an input sequence x1 · x2 · . . . · xk of input symbols from I,

and that ȳ denotes an output sequence y1 ·y2 · . . . ·yk of output symbols from O. An input/

output sequence is a sequence x̄/ȳ = x1/y1 ·x2/y2 · . . . ·xk/yk for some x1, . . . , xk ∈ I and

y1, . . . , yk ∈ O. Next, the following properties are usually referred to in the model:

Property 1 (Deterministic). An FSM is deterministic if, for all states q ∈ Q and all

input i ∈ I, |δ(q, i)| ≤ 1. Otherwise, an FSM is non-deterministic.

Property 2 (Initially Connected). An FSM is initially connected if every state q ∈ Q

can be reached from the initial state q0, i.e., ∀q ∈ Q,∃x̄ ∈ I∗ such that q ∈ δQ(q0, x̄).

Property 3 (Completely Specified). An FSM is completely specified if, for all of the

states, it has transitions for every input. Formally, ∀q ∈ Q, ∀i ∈ I, |δ(q, i)| ≥ 1.

However, if the machine is not completely specified, called a partially specified FSM,

it can be transformed to a completely specified FSM by adding either a sink state sΩ or

loop back transition, with a designated error symbol Ω for all inputs that do not occur in

the original machine.

Property 4 (Observable). An FSM is observable if, for every state q ∈ Q, input i ∈ I,

and output o ∈ O, it has at most one transition leaving q with input i and output o, that

is, |{q′ ∈ Q | (q′, o) ∈ δ(q, i)}| ≤ 1.

This property ensures that, with the same input, the machine will never move to

different states with the same output. This scenario aids us in determining the target

state of the machine by observing only its output.

Property 5 (Reduced). An FSM is reduced (or minimized) if it is initially connected and

no two states are equivalent. In other words, there always exists an input sequence that

can distinguish between any two states, i.e., ∀q, q′ ∈ Q and ∃x̄ ∈ I∗, δO(q, x̄) ̸= δO(q
′, x̄).
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Definition 2.8 (Language) Given an FSM M = (Q, I,O, δ, q0), an associated language

of M from a state q ∈ Q, denoted by LM (q), is the set of input/output sequences allowed

by M from q. More formally, LM (q) = {x̄/ȳ | x̄ ∈ I∗ ∧ ȳ ∈ δO(q, x̄)}. We use L(M),

called the language of M , to mean the set LM (q0).

Definition 2.9 (Reduction) Given two FSMs M1 = (Q1, I1, O1, δ1, q10) and M2 =

(Q2, I2, O2, δ2, q20), where I1 = I2, FSM M1 is a reduction of FSM M2, denoted by

M1 ≼M2, if and only if L(M1) ⊆ L(M2).

Definition 2.10 (Equivalence) The equivalence relation between the two FSMs M1 and

M2, written M1 =M2, holds if and only if M1 ≼M2 and M2 ≼M1, i.e., L(M1) = L(M2).

2.3 General Notations

Some of general notations used in the dissertation are summarized in the Table 2.1

and Table 2.2 as follows.

Table 2.1: Notations for labelled transition system.

Notation Meaning

τ an internal action
π a special error state
Π an LTS⟨{π},Σ, ∅, π⟩
P

a−→ P ′ transit (See Definition 2.2)
P1 ∥ P2 parallel composition (See Definition 2.3)
Perr the error LTS of LTS P (See Definition 2.5)
Tr(P ) a language of LTS P (See Definition 2.4)
P1 ≤tr P2 the trace inclusion relation (See Definition 2.5)
P1 =tr P2 the trace equivalence relation (See Definition 2.6)

Table 2.2: Notations for finite state machine.

Notation Meaning

Ω an error output symbol
sΩ a sink state
δQ the projection of the function δ to give the states reached
δO the projection of the function δ to give the output sequences produced
x̄/ȳ input/output sequence
L(M) a language of FSM M (See Definition 2.8)
M1 ≼M2 the reduction relation (See Definition 2.9)
M1 =M2 the equivalence relation (See Definition 2.10)



CHAPTER III

BACKGROUND AND RELATED WORK

This chapter overviews the background work and surveys the state-of-the-art in the

domain of Web service choreography, conformance verification, conformance testing, and

automata learning techniques.

3.1 Web Services Choreography Preliminaries

Web Services Choreography is a specification protocol defining the order of the

observable message exchanges among the participating services in a business process.

Starting from this global description, each party can then extract out the local descriptions

for building own Web services independently. There are several languages have been

proposed to specify a choreography such as WS-CDL, Let’s Dance (Zaha et al., 2006),

and MAP (Barker et al., 2009). A basic building block of these choreography languages

is an activity, either basic or structured one. The basic activity corresponds to an atomic

action such as: a request action, a response action, a request-response action, a variable

assignment action. On the other hand, the structured activity defines the control flow

among activities that includes: a sequence activity, a non-deterministic activity, a choice

activity, a parallel activity. However, it is not within the scope of this work to provide a

further detailed formalization of the languages.

For simplicity, this dissertation uses the Message Sequence Chart (MSC) to graph-

ically represented a choreography between Web services as shown in Figure 3.1. More

precisely we assume that formal specification of a Web service in choreography is given

in terms of Finite State Process (FSP) notations that are the textual representations of

LTS.

Figure 3.1 illustrates a Request For Quotation (RFQ) example of choreography

between three participating services, namely buyer, seller, and shipper. They can interact

by sending messages to each other and the choreography specifies the sequence of the

interactions.
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RequestQuote

ConfirmRequest

RequestQuoteReply

ConfirmRequestReply

UpdateQuote

UpdateQuoteReply

Initial

InitialReply

Buyer Seller

ShippingOrder

ShippingOrderReply

alt

Shipper

Figure 3.1: An RFQ example of Web service choreography specified by Message Sequence Chart.

To note that, FSP specifications that are used as formal specification in our work

will be translated to the corresponding finite LTSs in order to analyze and verify some

properties. For example, from Figure 3.1, we can extract an LTS model of seller Web

service as shown in Figure 3.2.

0 1 2 3 4 5 

rq resp_rq uq resp_uq cf sh 

6 

resp_sh resp_cf 

cf 

7 8 

Figure 3.2: LTS SSpec
Seller of seller Web service.

3.2 Conformance Verification

Formal methods are introduced to the Web service design and specification in order

to promote the system reliability by analyzing and verifying some required properties.

Given formal models of choreography specification and a set of implementations, there

are many efforts in the literature for checking a conformance between both models with

respect to some conformance criteria. For example, Busi et al. (2005) propose formal

languages for describing choreography and orchestration based on process algebra where

a notion of conformance takes the form of bisimulation-like relation. In (Kazhamiakin

and Pistore, 2006) the authors present a formal framework for conformance verification

that allows for modeling the data-flow and control-flow of web service composition. The

conformance criterion is the behaviors of the implemented composition and the choreog-

raphy are the same. The work in (Yeung, 2006) formalizes WS-CDL and BPEL using

process algebra CSP, where conformance can be carried out based on the concept of traces-

refinement in CSP. Foster et al. (2006) translate WS-CDL specification and BPEL4WS,
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the early version of BPEL, to the FSP process algebra model, then a conformance relation

is defined by equivalent of the interaction traces. Furthermore, the conformance in this

work can be checked using the model checker LTSA.

However, the aforementioned works verify a conformance based on the behavior of

composition of local implementations against the choreography specification. Obviously,

using model checking to verify in such a case may face with state explosion problem.

There are several works apply the projection techniques in order to extract the behavior

of the considered role in a choreography, hence the conformance checking procedure can

be done locally without considering other services. Among the works on this technique,

Zhao et al. (2006) introduce a formal model for WS-CDL, and a simple projection from

choreography to orchestration is given. Li et al. (2007) propose two formal languages for

describing choreography and orchestration. In order to do the verification, the definition

of endpoint projection and process refinement are presented in this work. Moreover,

the work in (Tasharofi and Sirjani, 2009) uses Reo and Constraint Automata with State

Memory (CASM) as a unified formalism for describing both WS-CDL and BPEL. By using

endpoint projection on CASM, the behavior of an interested party in the choreography is

obtained and can be used to compare with the CASM model of BPEL of the interested

party based on the simulation relation in CASM.

3.3 Conformance Testing

The problem of conformance testing has been investigated by many works in the

literature. Given a formal model which acts as specification and a black box implementa-

tion, called implementation under test (IUT), for which we can only observe its external

behavior, we want to check whether the IUT conforms to the given specification. There-

fore, in this approach it is assumed that a specification model of the system is given,

typically in the form of FSM or LTS. Based on these models, there are many attempts

proposing techniques and algorithms to construct a test suite in order to test the IUT.

In this work, we classify the existing works of model-based testing into two categories,

FSM-based and LTS-based testing, with respect to the specification model.

For FSM-based testing, various test sequence generation techniques have been pub-

lished to either a deterministic finite state machine (DFSM) or a non-deterministic finite

state machine (NFSM) specification. The well-known methods based on DFSM specifica-
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tion are Transition tour (TT) method, W-method, Wp-method, Distinguishing sequence

(DS) method, Unique input/output (UIO) method, and UIOv-Method. These methods

generate the test suites which have different length and fault detection coverage. Further

details and comparisons of the DFSM-based techniques can be found in the Chapter 4 of

(Broy et al., 2005). On the other hand, most approaches for selecting a test suite from

NFSM are based on the method so-called state counting, which can be applied to the

case in which the IUT is known to be deterministic (Hierons, 2004), or non-deterministic.

Last but not least, the necessary assumptions of all referred FSM-based test generation

methods are (i) the specification FSM is assumed to be reduced or minimal, initially

connected, completely specified and observable, and (ii) there is an upper bound on the

number of states in the IUT.

For LTS-based testing, there are a large number of methods have been proposed

in the literature. Among these works, the most of well-known methods are based on

the construction of a canonical tester from, e.g., LOTOS specification, refusal graphs, or

the Compulsory and Options sets (CO-OP method). However, some drawbacks of these

methods from the practical used have been reported, such as the LTS models do not

distinguish between inputs and outputs. To the best of our knowledge, the well-accepted

testing relation for LTS (with inputs and outputs) is ioco (Tretmans, 2008).

According to the recent surveys of testing Web services composition (Canfora and

Penta, 2009), several approaches exist to deal with conformance problem of the Web

service implementations to the specification models (e.g., a finite state machine, a graph

grammar). For example, Bertolino and Polini (2005) propose an approach to test that a

black-box Web service conforms to a specification before the service will be added into

an UDDI registry. The behavior of the service in this work is described by a finite state

machine. In (Heckel and Mariani, 2005) the authors use graph grammars to represent the

mutually agreed behavior between two partners, called contract, in order to enable the

automatic derivation of the test suite.

The closest idea to our approach is (Frantzen et al., 2009) in which the authors

propose the verification framework, called JAMBITION, to test whether an implemented

Web service conforms to a design specification. This framework uses a Symbolic Transition

System (STS) diagram as a specification model and tests the Java Web services, and then
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the test cases will be generated on-the-fly, i.e., the next input will be guided by the

observed output from the IUT. Furthermore, test generation method can be based on

full state and/or transition coverage criteria with respect to sioco testing relation (i.e.,

a sound and complete adaptation of ioco for STS). Unfortunately, test cases generated

based on state or transition coverage cannot detect some faults in the IUT.

3.4 Automata Learning Preliminaries

In this section we start by reviewing the automata learning approach in general,

and then we focus on the learning algorithms that usually used in software engineering

domain and the algorithm used in our approach.

The field of automata learning has been studied for decades as one branch of gram-

matical inference. The early research in grammatical inference is to solve the problems in

three main areas: computational linguistics, inductive inference, and pattern recognition.

Later, it has been introduced to other domains such as bio-informatics and automata

learning. The good source of techniques and applications of grammatical inference can

be found in the book of de la Higuera (2010).

Given an unknown language U over the alphabet Σ, the goal of automata learning

is to infer an automaton that can recognize the language U . In the following subsections,

we describe the concepts of the two general categories of automata learning techniques:

passive learning and active learning.

3.4.1 Passive Learning Approaches

In this approach, we are given a finite set of the observations (or informants) that

are the strings from the alphabet Σ of an unknown language U . Then the algorithms

in this paradigm try to estimate a model of the language from these observations. The

challenge of this concept is that the learning process is bounded to identify the automaton

in the limit of samples. If the strings are the words of the language, they are called positive

samples. Otherwise, they are called negative samples. From a set of positive and negative

samples, Gold (1978) proved that finding a minimum machine, more precisely a minimum

deterministic finite automaton (DFA), of the targeted language from the given set of both

samples is hard (i.e., NP-Complete). However, the research was continued to find probably
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approximately correct (PAC) model that could learn concepts with a high probability but

in low complexity.

3.4.2 Active Learning Approaches

Instead of using given samples, the algorithms in active learning paradigm have an

ability to collect observations by asking queries. It is typically assumed that there exists

an Oracle who knows the language and can correctly answer some queries in this setting.

The most well-known algorithm in active learning approach is provided by Angluin,

namely L∗, which can efficiently learn an unknown regular language U and produce a

minimum DFA that accepts U in polynomial time. In the setting of L∗, the learning

algorithm is called a Learner and an Oracle is called a minimally adequate Teacher (or

Teacher for short).

There are two types of queries in L∗. The first type is a membership query, consisting

of a string σ ∈ Σ∗. The response is “0” (in case σ ̸∈ U) or “1” (in case σ ∈ U) that will be

recorded in an observation table. The Learner asks the membership queries and recorded

the responses from the Teacher until some conditions on the observation table have been

met. These conditions will be described further in the next subsection together with the

case of Mealy machine inference. Then, the Learner constructs a conjecture that is a

candidate DFA M whose language the algorithm L∗ believes to be identical to U . The

second type of question is called an equivalence query that consists of the conjecture. The

Teacher’s answer is true if L(M) = U . Otherwise the Teacher returns a counterexample

showing a discrepancy between the machine L(M) and U .

3.4.3 Learning Algorithms for Mealy Machine Inference

The learning algorithm that plays an important role in our approach was proposed

by Shahbaz and Groz (2009), namely LM
∗. It adopts the Angluin’s algorithm L∗ (An-

gluin, 1987) to Mealy machine inference. Even though L∗ can learn an unknown regular

language in polynomial time, its adaptations to Mealy Machines are not obviously effi-

cient as discussed in (Shahbaz and Groz, 2009). For example, the direct adaptations can

be performed through model transformation techniques by mapping from inputs I and

outputs O of the Mealy Machine to letters of a DFA’s alphabet Σ, such that Σ = I ∪ O
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(Hungar et al., 2003) or Σ = I ×O (Mäkinen and Systä, 2001). However, these methods

are confronted by complexity problems because the cost of L∗ is polynomial based on

the size of Σ. Shahbaz and Groz (2009) observed that, by slightly modifying the struc-

ture of the observation table and the way in which the counterexample is processed, their

proposed method, namely LM
+, can learn deterministic Mealy machines more effectively.

Similar to L∗, in order to infer the Mealy machine from a black box machine, the

algorithm LM
∗ needs to ask two types of questions to a Teacher that is assumed to

correctly answer the questions. Let MU be a black box machine whose input set I is

known. The first type is an output query, consisting of a string σ ∈ I+. This is similar to

the concept of membership queries in L∗. The different is that instead of “0” or “1”, the

Teacher replies with the complete output strings which will be recorded in an observation

table.

The second type of question is an equivalence query, consisting of a candidate

Mealy machine M whose language the algorithm LM
∗ believes to be identical to MU .

The answer is true if L(M) = L(MU ). Otherwise the Teacher returns a counterexample

which is a string σ showing a discrepancy between the machine M and MU . The detailed

description of an observation table and the procedure of LM
∗ will be defined as follows.

3.4.4 Observation Table

The structure of an observation table, denoted by (S,E, T ), of the algorithm LM
∗

consists of three parts: S,E, and T where

• S,E are the non-empty finite sets of prefix-closed and suffix-closed, respectively,

input strings from I+.

• T is a finite function that map (S ∪ S · I)× E to the output string from O+.

Intuitively, an observation table can be visualized as a two-dimensional array with

rows labelled by elements of (S ∪S · I) and columns labelled by elements of E. The entry

corresponding to row s in (S ∪ S · I) and column e in E equals to T (s · e) containing the

last output symbol of the output string as suf |1|(λ(q0, s ·e)), where suf |k|(ω) denotes the

suffix of a string ω of length k.
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Definition 3.1 (Row Equivalence) Let s, t ∈ S∪S ·I be two rows in the table (S,E, T ),

then s and t are row equivalence, denoted by s ∼=E t, if and only if T (s, e) = T (t, e), for

all e ∈ E. Moreover, we used [s] to denote the equivalence class of rows that are row

equivalence to s.

Definition 3.2 (Closed and Consistent Observation Table) An observation table

is called closed if and only if for each t ∈ S · I, there existed an s ∈ S such that

s ∼=E t. An observation table is called consistent if and only if for each s1, s2 ∈ S such

that s1 ∼=E s2, then s1 · i ∼=E s2 · i, for all i ∈ I.

If the table (S,E, T ) is closed and consistent, we can construct a Mealy machine

conjecture as defined in (Shahbaz and Groz, 2009).

3.4.5 The Algorithm LM
∗

As shown in (Shahbaz and Groz, 2009), the Algorithm LM
∗ starts by initializing

the observation table (S,E, T ) with S = {ϵ} and E = I. Then LM
∗ asks the output

queries constructed from the table to determine T . For each row s ∈ S∪S · I and column

e ∈ E, a query is constructed as s · e. The corresponding output string from the query

s · e is recorded to the entry (s, e), i.e., row s and column e, of the table with the help of

function T where T (s, e) = suf |1|(λ(q0, s · e)).

After filling the initial table with the result of the queries, LM
∗ starts the loop for

testing whether the current table is closed and consistent. If it is not closed that means

∃t ∈ S · I such that s ̸∼=E t, for all s ∈ S. Then LM
∗ finds and moves t to S and T (t · i, e)

is determined for all i ∈ I, e ∈ E in S · I. If the table is not consistent that means

∃s1, s2 ∈ S, i ∈ I, and e ∈ E such that s1 ∼=E s2, but T (s1 · i, e) ̸= T (s2 · i, e). Then LM
∗

finds and adds the string i · e to E and extends the table by asking the output queries for

the missing elements.

These two operations are performed repeatedly until the table is closed and con-

sistent. From the closed and consistent table (S,E, T ), LM
∗ makes a Mealy machine

conjecture M and asks it to the Teacher. The Teacher replies either “yes”, showing that

the conjecture is correct, or with a counterexample σ. If the Teacher replies yes, LM
∗

terminates with the correct Mealy machine M . Otherwise, the Teacher replies with a
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counterexample σ, then LM
∗ adds σ and all its prefixes to S and extends (S,E, T ) by

the output queries. Then the algorithm repeats the main loop until (S,E, T ) is closed

and consistent, followed by making a new conjecture.



CHAPTER IV

CONFORMANCE VERIFICATION FOR WEB

SERVICE COMPOSITION

In this chapter, we provide the detailed explanation of our research methodology

based on the Web services composition.

4.1 The Approach

In a sense, Web service can be considered as a reactive system that can be invoked by

the environment, i.e., service consumer. Typically, Web service receives a request message

from the environment, performs some computations or invokes other Web services, takes

decisions on its internal transitions, and finally sends the corresponding response message

back to the environment. For this reason, the behaviors of Web service can be naturally

modeled by a Mealy machine that is specifically designed for an I/O based system.

As mentioned in Chapter 1, in order to analyze a conformance between the spec-

ification and the implementation, we verify whether the implementation has the same

observable behaviors as described in the specification, i.e., the conformance criterion is

the trace equivalence between the specification model and the implementation model, as

described by Definition 2.6.

To obtain the model of the implementation, our framework uses the learning al-

gorithm LM
∗ in an iterative fashion as shown in Figure 4.1. After each iteration, the

algorithm provides a Mealy machine conjecture of the implementation Web service that

can be used as a source for performing model checking. However, without any assumptions

the learning from the implementation is impossible.

• We assume that the Web service is available and accessible, e.g., no network con-

nection problem, no message loss.

• The inferred Web service is input deterministic. This means the Web service will

produce the same output sequence from each input sequence that is sent to it.
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Figure 4.1: Web service conformance verification framework.

Suppose we have a specification LTS SSpec
i of Web service i that is assumed to be correctly

specified. Our framework consists of the following four steps:

4.1.1 Step 1: Learning the Implementation model

The first step is to learn the behavioral model from the actual implementation of

Web service using LM
∗. Table 4.1 is an example of an observation table that is inferred

from the seller Web service in RFQ example; moreover, a Mealy machine conjecture

M Imp
Seller constructed from the table is shown in Figure 4.2.

0 1

rq / resp_rq uq / resp_uq

rq

resp_sh

S



rq

resp_sh

uq

cf

resp_sh

rq

uq

cf

resp_sh

3

cf / sh

2

uq / resp_uq

cf / sh

rq

uq

cf

resp_sh / resp_cf

Figure 4.2: Mealy machine conjecture of seller Web service from Table 4.1.

Note that, the error outputs are recorded as Ω in the table. Furthermore, for

simplicity, we do not show Ω on the transition of Mealy machine, such as uq is used
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Table 4.1: Closed and Consistent Observation Table T1 for learning seller service.

T1 E
rq uq cf resp_sh

S

ϵ resp_rq Ω Ω Ω
rq Ω resp_uq Ω Ω
uq Ω Ω Ω Ω
rq, uq Ω resp_uq sh Ω
rq, uq, cf Ω Ω Ω resp_cf

S · I

cf Ω Ω Ω Ω
resp_sh Ω Ω Ω Ω
rq, rq Ω Ω Ω Ω
rq, cf Ω Ω Ω Ω
rq, resp_sh Ω Ω Ω Ω
uq, rq Ω Ω Ω Ω
uq, uq Ω Ω Ω Ω
uq, cf Ω Ω Ω Ω
uq, resp_sh Ω Ω Ω Ω
rq, uq, rq Ω Ω Ω Ω
rq, uq, uq Ω resp_uq sh Ω
rq, uq, resp_sh Ω Ω Ω Ω
rq, uq, cf, rq Ω Ω Ω Ω
rq, uq, cf, uq Ω Ω Ω Ω
rq, uq, cf, cf Ω Ω Ω Ω
rq, uq, cf, resp_sh Ω Ω Ω Ω

instead of uq/Ω.

4.1.2 Step 2: Transforming Mealy Machine to LTS

An intention of this step is to transform the Mealy machine conjecture, from the

previous step, to the model checking formalism LTS. The LTS for a given Mealy machine

model in the trace semantics, called the corresponding LTS, is defined as follows:

Definition 4.1 (Corresponding LTS) Given a Mealy machine M = ⟨Q, I,O, δ, q0⟩

where Q, I,O are the non-empty finite sets of states, input symbols, and output symbols

respectively, δ : Q× I → 2Q×O \ {∅} is the transition function, q0 ∈ Q is the initial state.

The corresponding LTS with regard to M is an LTS P = ⟨S,Σ,∆, s0⟩, where

• s0 = q0

• Σ = I ∪O

• For all qi ∈ Q and all a ∈ I, there exists a one-to-one mapping ψ : Q → S1 and

γ : Q× I → S2 where S = S1 ∪ S2 and S1 ∩ S2 = ∅ such that

– (ψ(qi), a, ψ(qj)) ∈ ∆ if and only if (qj ,Ω) ∈ δ(qi, a)

– (ψ(qi), a, γ(qi, a)), (γ(qi, a), b, ψ(qj)) ∈ ∆ if and only if (qj , b) ∈ δ(qi, a) where

b ∈ O and b ̸= Ω
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– ψ(sΩ) = π, where sΩ is the sink state, i.e., the state that has no outgoing

transition to other states

For example, Figure 4.3 shows the corresponding LTS SImp
Sellererr

of the Mealy ma-

chine in Figure 4.2. To note that, the corresponding LTS is not only an error LTS, but

also a deterministic LTS.

1 2 3 4 5

rq resp_rq uq resp_uq cf sh

6 7

resp_sh

cf

�

uq

0

resp_cf

8

Figure 4.3: The corresponding LTS of the Mealy machine in Figure 4.2.

4.1.3 Step 3: Verifying SSpec
i ≤tr S

Imp
i

The two following steps intend to check whether the implementation model of Web

service conforms to the choreography specification. In this step our framework verifies that

all observable traces from the specification have been implemented, i.e., SSpec
i ≤tr S

Imp
i .

As mention in Definition 2.5, in order to check SSpec
i ≤tr S

Imp
i , we check whether the π

state is reachable in SSpec
i ∥ SImp

ierr
.

For instance, using the LTS SSpec
Seller (Figure 3.2) as specification model and LTS

SImp
Sellererr

(Figure 4.3) as an error LTS of implementation model, we verify that whether

an error state π is reachable in SSpec
Seller ∥ S

Imp
Sellererr

.

4.1.4 Step 4: Verifying SImp
i ≤tr S

Spec
i

In this phase we verify that SImp
i ≤tr S

Spec
i to guarantee that the actual system has

implemented only the traces foreseen by the protocol. To do this, we create the error LTS

of the specification model, i.e., SSpec
ierr

, which traps all possible traces that do not occur

from the specification with the error state.

For example, Figure 4.4 shows the error LTS SSpec
Sellererr

of seller Web service specifi-

cation. In addition, we transform the error LTS SImp
ierr

of the implementation to the LTS
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Figure 4.4: Error LTS of SSpec
Seller in Figure 3.2.

SImp
i . This can be done easily by removing the error state and all transitions that lead

to it. Then we check whether the π state is reachable in SSpec
ierr

∥ SImp
i .

Finally, the verification process is terminated and returns that the implementation

model conforms to choreography specification, if a counterexample is not found from both

step 3 and step 4. Otherwise, we have a counterexample from either step 3 or step 4 which

shows the different behavior between the implementation model and specification. Then

we check whether the counterexample is spurious or not with the real implementation.

If the counterexample trace is found in an actual execution, we can conclude that the

implementation does not conform to the specification by using the counterexample as

evidence. On the other hand, this situation implies that the current inferred model of the

implementation is inaccurate. As a result, the counterexample is fed back to the learning

algorithm to construct a new better conjecture in the next iteration.

4.2 Preliminary Experiment

In order to demonstrate the feasibility of applying our framework to a practical

system, we used a modified version of the Request For Quotation (RFQ) (Kazhamiakin

and Pistore, 2006) as a case study. In this experiment, we applied our framework to verify

whether the implementation of the seller Web service conforms to the role of seller that

was defined by the given choreography model.

4.3 Description

There are three participating services, namely buyer, seller, and shipper, in the

RFQ case study. The MSC diagram in Figure 3.1 presents the choreography model that

specifies the sequence of interactions among these Web services. First, the buyer accepts
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an initial message from its environment to activate the conversation. After that the buyer

sends a request requestQuote message to the seller. The seller replies a requestQuoteReply
offer back to the buyer. In this situation, the buyer can make a decision to either accept

the offer by sending a confirmRequest message, or request a new offer by sending an

updateQuote message to the seller. If the seller receives the confirmRequest message from

the buyer, the seller will send a shippingOrder request to the shipper. Otherwise, the

seller replies an updateQuoteReply to offer a new quotation to the buyer. Finally, when

the seller received the shippingOrderReply message, it sends the confirmRequestReply reply

to the buyer and the buyer sends a reply to the environment.

4.4 Implementation

We have implemented the seller service using JAX-WS (2012) to handle Web service

in Java. Thanks to the help of NetBeans IDE (2012), when we compiled and deployed

the seller Web service, the tool automatically generated and installed the Web service

and its WSDL file to the application server, e.g., GlassFish (2012). According to the

choreography, the implemented seller Web service has three public operations, namely

requestQuote, updateQuote, and confirmRequest, which are specified by tag <operation

name> in the WSDL. However, unlike BPEL, we had to manually handle states and

instances of the stateful Web service in JAX-WS. Furthermore, in order to reduce the

time used in the verification process, we expect that the implemented Web service should

throw an exception whenever an explicit error occurs. For instance, if the requestQuote
operation of the seller Web service has already been invoked and the same operation is

invoked again, the service should throw an exception immediately.

4.5 Learning Algorithm in Practice

We have also implemented a Learner and a Teacher of LM
∗ in Java. The Learner is

simply implemented with respect to the algorithm. On the other hand, an implementation

of a Teacher is quite complicated. For the reason that we have to provide a Teacher that is

able to answer both kinds of questions: “membership queries” and “equivalence queries”.
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4.5.1 Membership Queries

The membership queries are asked by the Learner in step 1 of the verification pro-

cess. In order to answer this kind of question, we created the Teacher which is composed

of two parts, main part and monitoring part, based on the given WSDL of a targeted

Web service.

Suppose we know the set of input symbols and the set of output symbols of the

Learner. The main part implements the methods to invoke the public operations of the

targeted Web service. When the main part has received the sequence of input symbols

from the Learner, it maps each symbol to the public operation, creates a SOAP message

corresponding to the operation, and sends the message to the Web service.

Simultaneously, while the main part sends the SOAP message to the implemen-

tation, the monitoring part is used to monitor the output that will be sent from it. If

the output message is received on time, the Teacher maps the message back to the cor-

responding output symbol and replies it to the Learner. Otherwise, if either the error

message is received or the timeout has expired, the Teacher replies with the symbol Ω.

Our implementation of this part was modified from TcpMon (2012).

4.5.2 Equivalence Queries

The conjectures are constructed and presented to the Teacher in steps 2-4 of the

verification process. To answer the question, the model checker Labelled Transition System

Analyser LTSA (Magee and Kramer, 2006) is employed to check the trace equivalence

relation between the LTSs of implementation SImp
i and specification SSpec

i . In step 2,

the Mealy machine conjecture is automatically transformed to the corresponding LTS

according to Definition 4.1. After that we performed a model checking based on a trace

equivalence relation. Step 3 of our framework verifies that all observable traces from the

specification have been implemented, i.e., SSpec
i ≤tr S

Imp
i . Next, in step 4, we verify that

SImp
i ≤tr S

Spec
i to guarantee that the actual system has implemented only the traces

foreseen by the protocol. If we have a counterexample provided by LTSA from either step

3 or step 4, the Teacher replies with the counterexample. Otherwise, the Teacher replies

“yes” to the Learner.
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4.6 Experimental Result

Given the set of input symbols I = {rq, uq, cf, resp_sh} for requestQuote, update-
Quote, confirmRequest, and shippingOrderReply message respectively, and the set of output

symbols O = {resp_rq, resp_uq, resp_cf, sh,Ω} for requestQuoteReply, updateQuoteRe-
ply, confirmRequestReply, shippingOrder message and the special symbol Ω representing

the error message respectively. From step 1, the observable table (S,E, T ) is initialized

and the algorithm is applied until the table is closed and consistent. Table 4.1, in the

previous section, is the closed and consistent table from the first iteration. Figure 4.2

presents the Mealy machine conjecture M Imp
Seller from Table 4.1.

After transforming the Mealy machine conjecture to the corresponding LTS model

SImp
Sellererr

(step 2), we checked that every observable traces from the specification have

been implemented by verifying SSpec
Seller ∥ SImp

Sellererr
(step 3). Using LTSA, we found that

the π state is not reachable.

However, the trace σ = rq · resp_rq · uq · resp_uq · uq, as shown by dotted line in

Figure 2.2, is a counterexample from verifying SSpec
Sellererr

∥ SImp
Seller (step 4) with LTSA. After

checking with the implementation of seller Web service, we found that the counterexample

is the actual run of the service. As a result, we can conclude that the current implemented

seller Web service does not conform to the given choreography specification; moreover, the

counterexample trace can be used to refine either the specification or the implementation

of the service.

4.7 Summary

Although the notions of conformance between Web service choreography and or-

chestration has been formally defined in the literatures, the practical limitation of the

verification process is that the internal structures of implemented orchestration have to

be explicit such as BPEL. In this chapter, we presented a framework for verifying the con-

formance between choreography specification and the black box implementation of Web

service using the learning algorithm LM
∗ and the model checker LTSA. As an application

to a practical system, we conducted an experiment to verify the seller Web service imple-

mented in Java of the RFQ case study. From the experimental result, we were able to

detect the execution trace of the seller service that does not conform to the specification.



CHAPTER V

NON-DETERMINISTIC FINITE STATE MACHINES

INFERENCE

5.1 Motivation

In the former chapters, we assume that the behaviors of the implementation are

deterministic and can be described by DFSMs. On the other hand, nondeterminism in

specifications and practical applications is not unusual in certain systems that are com-

posed of a number of components that participate concurrently, such as a communication

system, a component-based system, and a service-oriented system. Such nondetermin-

ism could arise from the asynchronous communication between different components, as

well as from unpredictable activities such as interleaving between components. A non-

deterministic finite state machine (NFSM) is preferred for specifying such a system in a

more neutral manner because it has both an input/output structure and nondeterminism.

Even though the NFSM has received much attention in a wide range of test generation

methods (see, for example, (AboElFotoh et al., 1993; Hierons, 2004; Ipate, 2006; Luo

et al., 1994)), it has received less examination in the automata learning literature. Nev-

ertheless, the relationship between model-based testing and automata learning can be

found in (Berg et al., 2005a; Lee and Yannakakis, 1996).

Most of the studies on automata inferencing of nondeterministic machines, both the

active and passive approaches, are based on a class of non-deterministic finite automata

(NFAs). For example, Yokomori (1995) presented an active algorithm for inferring NFAs

using contradiction backtracking. In (Denis et al., 2000, 2004), the authors introduced a

subclass of NFAs, namely residual finite state automata (RFSAs), and provided passive

learning algorithms for RFSAs that operate in a manner similar to that of the classical

RPNI algorithm (Oncina and Garcia, 1992). Moreover, they argued in (Denis et al., 2004)

that the resulting NFAs of (Yokomori, 1995) are actually RFSAs. Another subclass of

NFAs, called unambiguous finite automata (UFAs), was defined and studied in (Coste and

Fredouille, 2003). A recent survey and comparisons of passive learning for NFAs can be
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found in (García et al., 2008). In addition, for active procedure, the most recent RFSAs’

learning algorithm, called NL∗, is presented in (Bollig et al., 2009).

Inferencing in a class of NFSMs, i.e., finite automata with outputs and with non-

determinism, has been studied in (Berg et al., 2006; Shahbaz et al., 2007), for example.

The closest idea to our approach can be found in (Shahbaz et al., 2007), in which the

authors extend the concept of L∗ to a more expressive model called a parameterized finite

state machine (PFSM), which has nondeterministic structures. For the same determin-

istic input, i.e., the same input symbol but with different input parameters, a PFSM

could produce different outputs. In contrast, we consider in this study an NFSM model

that, for the identical inputs, i.e., the same input symbol and the same input parameter,

could produce different outputs. Thus, we have studied a model with a higher degree of

nondeterminism.

There are two main reasons as to why we cannot use an algorithm to determinise

an NFSM to an equivalent deterministic FSM (DFSM), and then apply the DFSM’s

learning algorithms. First, unlike finite automata, there are NFSMs for which there is no

equivalent DFSM (Hierons, 2004). Second, even though some NFSMs can be converted

into equivalent DFSMs, the corresponding DFSM could have exponentially more states

than the original NFSM, which would be an obstacle in the learning process because

its efficiency depends on this factor. Thus, specific learning algorithms for NFSMs are

needed.

In this chapter, we propose an active-style learning algorithm called LNM
∗ for

NFSM inferencing. To apply the algorithm, an input/output query (i/o query) that ex-

tends the concept of an output query (Shahbaz and Groz, 2009) is introduced. Because

some NFSMs might be partially specified, as studied in (Petrenko and Yevtushenko,

2006) for conformance testing approach, we present an optimization that can optionally

be invoked in this specific case of NFSMs. We also provide a time complexity analy-

sis together with a proof of correctness because our algorithm can be terminated by an

incorrect conjecture that has more states than the original machine when the complete

testing assumption (Hierons, 2004) does not hold. We implemented the algorithm and

studied its efficiency using a suite of experiments. From the experimental results, we

draw conclusions regarding the applicability and scalability of our algorithm, as well as
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the effect of our implemented optimization. Moreover, these results allow us to perform

a tighter analysis of the worst-case time complexity of LNM
∗.

5.2 Inference of Non-deterministic FSMs
b/x

b/x

a/y

a/y b/y

a/y

a/xb/y

b/y

�Ù �Ú �Û

�Ü

Figure 5.1: Example of a non-deterministic finite state machine.

Even though Angluin’s algorithm L∗ can efficiently learn an unknown regular lan-

guage U and produce a minimal DFA that accepts U in polynomial time, its adaptations

to FSMs are not obviously efficient, as discussed in (Shahbaz and Groz, 2009). For exam-

ple, the direct adaptations can be performed through model transformation techniques by

mapping from inputs and outputs of the FSM to letters of a DFA’s alphabet Σ, such that

Σ = I∪O (Hungar et al., 2003) or Σ = I×O (Mäkinen and Systä, 2001). However, these

methods are confronted by complexity problems because the cost of L∗ is polynomial,

based on the size of Σ. Shahbaz and Groz (2009) observed that, by slightly modifying the

structure of the observation table and the way in which the counterexample is processed,

their proposed method, namely LM
+, can learn deterministic FSMs, specifically Mealy

machines, more effectively.

As usual in L∗-based algorithms’ settings, a learning algorithm, called Learner,

needs to ask two types of questions to a Minimally Adequate Teacher, called Teacher for

short, which is assumed to correctly answer the questions. The first type of question

is called a membership query in L∗, which consists of a string σ from Σ∗. The Teacher

replies either true if σ ∈ U or false otherwise. Later, this concept is adapted to the output

query in LM
+, which consists of a string σ from I+. The difference is that, instead of

true or false, the Teacher of LM
+ replies with the output string from O+, which will be

processed and recorded in an observation table.

The second type of question is called an equivalence query, which consists of a



31

candidate DFA M , whose language the Learner believes to be identical to U (i.e., L(M) =

U) in the case of L∗, or a candidate Mealy machine M , whose language the Learner

believes to be identical to the language of an unknown Mealy machine MU (i.e., L(M) =

L(MU )) in the case of LM
+. The answer is true if it is a correct conjecture; otherwise,

the Teacher returns a counterexample, which is a string in the symmetric difference of

L(M) and U in L∗ or L(M) and L(MU ) in LM
+.

In our setting, the algorithm asks input/output queries (i/o queries) that are input/

output sequences x̄/ȳ, where x̄ is in I∗ and ȳ is in O∗, followed by an input sequence z̄

in I+, and obtains the corresponding answer from the Teacher. This concept is similar

to that of the output queries of LM
+. However, we modify the Teacher to answer the i/

o queries with the output sequences from O+ that have the output sequence ȳ as their

prefix. Note that, after each query, the unknown machine must be returned to the initial

state by a reset input.

Moreover, we need to ask the same i/o query k times for each input/output sequence

to observe every possible output sequence from an unknown NFSM (if the complete testing

assumption holds for k).

Let M = (Q, I,O, δ, q0) be an unknown NFSM that is initially connected, com-

pletely specified, observable, and reduced. A detailed description of an observation table

and the procedure of LNM
∗ will be described in this section.

5.2.1 Observation Table

At a higher level, the observation table is composed of two parts: an upper and

a lower part. Each row in the upper part represents a candidate state of the unknown

machine, while each row in the lower part represents the target state of a candidate state

and an input. Formally, the structure of an observation table (denoted by (S,E, T )) of

the algorithm LNM
∗ consists of three parts: S,E, and T , where

• S is the non-empty finite set of prefix-closed input/output sequences x̄/ȳ, where

x̄ ∈ I∗, ȳ ∈ O∗, and S always contains the empty sequence ϵ.

• E is the non-empty finite set of suffix-closed input sequences from I+.
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• T is a finite function that maps (S ∪S · I/O)×E to a set of output sequences from

2O
|E| .

Intuitively, an observation table can be visualized as a two-dimensional array with

rows labelled by elements of S and S · I/O (i.e., S ∪ S · I/O) and columns labelled by

elements of E. The entry corresponding to row s in (S∪S ·I/O) and column e in E equals

to T (s, e), which contains the set of the output sequences from suff |e|(δO(q0, s ·e)), where

suff k(S) denotes the set of k-length suffixes of every sequence from a set S. For example,

let S = {y · x · x, y · x · y, y · y · y}, suff 1(S) = {x, y} and suff 2(S) = {x · x, x · y, y · y}.

Table 5.1: Example of an observation table.

T1
E

a b
S ϵ {y} {y}

S · I/O a/y {y} {x, y}
b/y {y} {y}

Definition 5.1 (Row Equivalence) Let s, t be two rows in the table (S,E, T ), i.e.,

s, t ∈ S ∪ S · I/O. Then, s and t are row equivalent, denoted by s ∼=E t, if and only if

T (s, e) = T (t, e) for all e ∈ E. Moreover, we used [s] to denote the equivalence class of

rows that are row equivalent to s.

For example, Table 5.1 is an example of the observation table used for learning the

NFSM M0 in Figure 5.1. From this table, the row ϵ is equivalent to b/y (i.e., ϵ ∼=E b/y)

but is not equivalent to a/y (i.e., ϵ ̸∼=E a/y).

Definition 5.2 (Closed Observation Table) An observation table is called closed if

and only if for each t ∈ S · I/O, there exists an s ∈ S such that s ∼=E t.

For example, Table 5.1 is not closed because a/y ∈ S · I/O but ∀s ∈ S, s ̸∼=E a/y.

However, Table 5.2 is a closed observation table because, for each row t in S · I/O, there

exists a row s in S such that s ∼=E t.

From the closed observation table, we can construct an NFSM conjecture as follows:
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Table 5.2: Closed observation table.

T1
E

a b

S
ϵ {y} {y}
a/y {y} {x, y}
a/y · b/x {x} {x}

S · I/O

b/y {y} {y}
a/y · a/y {y} {y}
a/y · b/y {y} {y}
a/y · b/x · a/x {x} {x}
a/y · b/x · b/x {y} {y}

Definition 5.3 (NFSM Conjecture) Given a closed observation table (S,E, T ), LNM
∗

obtains an NFSM conjecture M = (Q, I,O, δ, q0), where

• q0 = [ϵ],

• Q = {qi | qi = [s] for 1 ≤ i ≤ |S| − 1, ∀s ∈ S ∧ s ̸= ϵ},

• δ(q, i) = {(q′, o) | q = [s], q′ = [s · i/o], ∀s ∈ S,∀i ∈ I, ∀o ∈ T (s, i)}.

The conjecture M0
(1) shown in Figure 5.2 is constructed from Table 5.2, which is a

closed observation table, according to Definition 5.3.
a/y

a/y, b/y
b/x

a/x

b/y

b/x

�Ù �Ú

�Û

Figure 5.2: The NFSM conjecture M0
(1) from Table 5.2.

Theorem 5.4 Let (S,E, T ) be a closed (and consistent) observation table, and let M be

the NFSM conjecture that is constructed from (S,E, T ). The conjecture M is consistent

with the finite function T . Any other NFSM that is consistent with T but not equivalent

to M must have more states.

Proof. Since the observation table (S,E, T ) in the setting of LNM
∗ preserves the prefix-

closed and suffix-closed properties of S and T , respectively, the conjecture is proven to

be consistent with the observation table that has been given by Niese (2003). Moreover,
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because the conjecture M is the reduced NFSM by construction, any other NFSM that

consistent with T but not equivalent to M must have at least one more state. �

5.2.2 The Algorithm

We now describe LNM
∗, which takes a set of input symbols I and a time to query

k as input. Its pseudocode is given in Algorithm 1.

Algorithm 1: The algorithm LNM
∗.

input : A set of input symbols I, time to query k
output: NFSM conjecture M

// Construct the initial observation table (S,E, T )
1 set S = {ϵ}, E = I, and update T using i/o queries ;
2 add ϵ · i/o to S · I/O for all i ∈ I, o ∈ T (ϵ, i), and update T using i/o queries ;
3 repeat

// Check whether the table is closed
4 while found t ∈ S · I/O such that t ̸∼=E s, for all s ∈ S do
5 move t to S;
6 add t · i/o to S · I/O for all i ∈ I, o ∈ T (t, i), and update T using i/o queries ;
7 end
8 make the NFSM conjecture M from (S,E, T ) ;
9 if the Teacher replies with a counterexample ce then

10 if any prefix of ce has been recorded in T with a different value then terminate ;
11 else
12 find the longest u ∈ S ∪ S · I/O such that ce = u · v ;
13 add the input sequence of v and all of its suffixes to E, and update T using i/o

queries ;
14 end
15 end
16 until the Teacher replies “yes”;
17 return the conjecture M ;

The algorithm starts by initialising an observation table (S,E, T ) with S = {ϵ} and

E = I. Then, it asks the i/o queries to fill the upper part of the table, i.e., T (ϵ, e), ∀e ∈ E

(line 1). Next, it uses the observed outputs from the upper part to construct the i/o

queries to fill the lower part, namely S · I/O, of the table, i.e., T (ϵ · i/o, e),∀i ∈ I, ∀e ∈

E, ∀o ∈ T (ϵ, i) (line 2).

After initialising the table, LNM
∗ repeatedly checks whether the current table is

closed (line 4). If it is not closed that means there exists row t ∈ S · I/O such that t ̸∼=E s

for all s ∈ S. Then, LNM
∗ finds and moves row t to S (line 5). Next, t · i/o is added to

S · I/O, and T (t · i/o, e) is determined by the i/o queries for all i ∈ I, e ∈ E, o ∈ T (t, i)

(line 6).

When the table is closed, LNM
∗ makes an NFSM conjecture M from the table
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according to Definition 5.3 and verifies it with the Teacher by equivalence query (line 8).

The Teacher replies either yes, acknowledging that the conjecture is correct, or with a

counterexample. If the Teacher says yes, then LNM
∗ terminates with the correct NFSM

M (line 16). Otherwise, the Teacher replies with a counterexample. The counterexample

is analysed as to whether it is false (line 10). If it is a false counterexample, then the

procedure terminates; otherwise, it will be used for extending the table accordingly (lines

12 − 13). The method for processing a counterexample will be described in the next

subsection. With the extended table, the algorithm repeats the checking loop (lines

4− 6) again until the table is closed, followed by making a new conjecture.

Note that, according to the complete testing assumption, for each i/o query, LNM
∗

needs to ask the same query k times to explore every possible output from the machine.

Therefore, an answer of an i/o query is a set of output sequences.

5.2.3 Counterexample

To the best of our knowledge, the crucial improvement in the methods for process-

ing counterexamples of the original Angluin’s algorithm L∗ was proposed by Rivest and

Schapire (1993). They observed that the handling of counterexamples as in L∗ could lead

to inconsistency in an observation table (S,E, T ). Informally, the table is inconsistent if

two (or more) rows in the upper part of the table that represent the same potential state

in the conjecture have different target states when applied to some inputs. More precisely,

∃s, t ∈ S and ∃i ∈ I, such that s ∼=E t but s · i ̸∼=E t · i. This scenario implies that the

rows s and t must be distinguished. Fortunately, Rivest and Schapire suggested that, by

adding a distinguishing sequence from the counterexample to the set E, inconsistency will

never occur. The reason is that the method will never directly add a new row to S, and

consequently, the rows in S will remain inequivalent. Furthermore, this condition will

always hold trivially. However, the method requires a relaxation on the prefix-closed and

suffix-closed properties of the table. For more details and proofs of the method, interested

readers can refer to the original paper (Rivest and Schapire, 1993).

In (Shahbaz and Groz, 2009), the authors modified the method for processing the

counterexample based on Rivest and Schapire’s idea. Their method starts by finding the

longest prefix of the counterexample that has already been observed in the table, i.e.,

S ∪ S · I. Then, the remaining string and all of its suffixes are added to E. Unlike
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the previous methods, the observation table preserves the prefix-closed and suffix-closed

properties, and, therefore, the constructed conjecture is proved to be consistent with the

table.

Our treatment of counterexamples is adapted straight from (Shahbaz and Groz,

2009). Let ce be the counterexample for the current conjecture. We find the longest

prefix u ∈ S ∪ S · I/O of ce such that ce = u · v, and v = x̄/ȳ is the remaining input/

output sequence of ce. Then, we add the input sequence of v (i.e., x̄) and all of its suffixes

to E.

We have observed that, when processing a counterexample in this setting, the table

preserves the prefix-closed and suffix-closed properties of S and E, respectively. Thus,

the output conjecture is proved to be consistent with the observation table.

5.2.4 Correctness

As usual in an active learning procedure, our algorithm asks increasingly longer i/

o queries to the Teacher to observe all of the possible states of an unknown machine,

and the corresponding sets of output sequences are recorded in an observation table

(S,E, T ). According to the structure of the observation table, the set S contains uniquely

potential states of the conjecture, and the set E contains the sequences that can be used

to distinguish these states from each other. This scenario means that every row in S can

be distinguished when applying some e ∈ E. In other words, any rows in the table (i.e.,

S ∪S · I/O) that represent the same state must not be distinguished by any sequences in

E.

In the case of a deterministic machine, when the same states are applied by any

distinguishing sequences, the machine always responds with the same set of output se-

quences. However, this scenario is not always the case for a non-deterministic machine.

The reason is that if the complete testing assumption does not hold, the Learner may

observe a different set of output sequences when the state is applied more than once by

the same input/output sequence. This situation could lead the Learner to infer an incor-

rect conjecture. Nevertheless, the learning procedure will always terminate, which will be

proved as follows.
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Proposition 5.5 Suppose that MU = (Q, I,O, δ, q0) is an unknown NFSM. Let qi be a

state in Q, and let Oqi,a be a set of possible outputs of a state qi under an input a in I.

Clearly, Oqi,a ⊆ O. Let Lqi,a be the set of all combinations of outputs of the state qi under

the input a. Then, Lqi,a = 2Oqi,a \ {∅} and |Lqi,a| = 2|Oqi,a
| − 1.

Proposition 5.5 claims that the number of possible distinct output sets that can be

observed and added to the observation table is finite.

Theorem 5.6 Given an unknown NFSM MU = (Q, I,O, δ, q0), LNM
∗ will eventually

provide a closed table (S,E, T ) in each iteration, regardless of the complete testing as-

sumption.

Proof. Now assume that s is a row in S and t is a row in S ·I/O and that they represent

the same state qi in Q. Therefore, s ∼=E t, which means that T (s, e) = T (t, e) must hold

for all e in E with respect to Definition 5.1. If the complete testing assumption holds,

then we know that δO(qi, a) = Oqi,a for ∀a ∈ I and ∀qi ∈ Q. Since e is I+, we have

T (s, e) = T (t, e) = Oqi,e. Thus, the table is closed.

In contrast, when the complete testing assumption does not hold, we know that

δO(qi, a) ⊆ Oqi,a. Thus, there may exist an e in E such that T (s, e) ̸= T (t, e), i.e., the

different subsets of Oqi,a have been observed as outputs for T (s, e) and T (t, e). This leads

the Learner to consider moving row t, which represents a spurious state, to S. Thus,

there are two possible cases, as follows:

• If t is not a new row in S, then the table is now closed.

• Otherwise, row t is moved to S, and the learning process can continue. In this case,

the number of the remaining elements in Lqi,a must decrease by at least one for each

iteration.

By Proposition 5.5, because the set Lqi,a is finite, the maximum number of spurious

states for a state qi for all inputs is bounded by
∑

a∈I |Lqi,a|, which is also finite. As a

result, from (i) and (ii), the learning process eventually provides a closed table. �
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Theorem 5.7 Given an unknown NFSM MU = (Q, I,O, δ, q0), let M be a corresponding

conjecture that is constructed from a closed table (S,E, T ) in each iteration. When

LNM
∗ terminates, if the complete testing assumption holds, then M is guaranteed to be

isomorphic with MU .

Proof. Theorem 5.6 ensures that LNM
∗ always provides a closed table in each iteration.

Whenever the table is closed, the corresponding NFSM conjecture is constructed based

on Definition 5.3. Since, by Theorem 5.4, the conjecture M is consistent with the finite

function T . For the case in which the complete testing assumption holds, according to

the correctness of the Teacher’s answer for the equivalence query, we either obtain a

counterexample from the conjecture for extending the table, or the learning procedure

terminates with a correct conjecture that is isomorphic to MU . �

Note that, when the complete testing assumption does not hold, there may exist

some rows, which represent spurious states, are recorded in the table. Thus, the conjecture

M , which is consistent with the table, may have these spurious states. With respect to

the correctness of the answer for the equivalence query, if M contains the spurious states,

then LNM
∗ terminates. In summary, our algorithm does not necessarily provide an NFSM

that is isomorphic to MU in this case.

5.2.5 Complexity

We analysed a theoretical upper bound for the number of i/o queries asked by

LNM
∗. Similar to the membership queries of L∗ or the output queries of LM

+, the

maximum number of i/o queries also corresponds to the worst-case size of the observation

table.

Let |I| and |O| be the sizes of the input set I and the output set O, respectively.

Let n be the number of states of the NFSM, and let m be the maximum length of any

counterexamples that are provided by the Teacher for equivalence queries. The size of

the table has at most n + n|I||O| rows (n rows in the upper part + their successors)

and |I| + m(n − 1) columns because E contains |I| elements initially, and at most m

suffixes of the maximum n − 1 counterexamples are added. In addition, with respect

to complete testing assumption, each query must be asked k times to observe every

possible output. Thus, LNM
∗ produces a correct conjecture by asking a maximum of
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k(S ∪ S · I/O)× E = O(kn|I|2|O|+ kmn2|I||O|) i/o queries.

5.2.6 Optimization

As mentioned in (Shahbaz and Groz, 2009), reactive systems can be naturally mod-

elled as (non-deterministic) finite state machines. These models are very useful for check-

ing some properties before implementing the system or testing whether the implementa-

tion conforms to the specification models. However, these models might come up with

partial transition relations (Petrenko and Yevtushenko, 2006). To apply our method, one

necessary assumption is that the FSM models must be completely specified.

Any (non-deterministic) FSM can be transformed into a completely specified FSM

by adding a sink state that loops itself for all inputs, i.e., a state that has no outgoing

transition to other states, and adding transitions for the missing inputs from any states

in the original FSM to the sink state, with a designated error output symbol.

b/ ·

a/0

a/ ·
a/ ·

a/1b/0
b/1

a/1

b/ ·

�Ù �Ú
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a/0

a/1b/0
b/1

a/1

�Ù �Ú

�Û

Figure 5.3: A partially specified NFSM (left) and the corresponding completely specified NFSM
(right).

Consider an NFSM example, shown in Figure 5.3, in which the input symbols are

{a, b} and the output symbols are {0, 1}. Here, an NFSM on the left side is partially

specified since it is missing input b of state q1 and input a of state q2. Thus, a sink state

π is introduced, and new transitions are added between state q1 under input b and state

q2 under input a to the sink state, as shown in Figure 5.3 (right). In this figure, an error

output symbol is represented by Ω.

Thus, if we know that any sequence t will lead the machine to enter the sink state,

then every sequence that has t as its prefix will also lead the machine to enter the sink

state. We can then use this characteristic to reduce the number of i/o queries asked to the

Teacher. Before asking each query, the Learner must first test whether it is an extension

of an input/output sequence that has already been observed with an error output. If so,
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the Learner can then immediately record the result of the query as an error in the table.

Note that, when we obtain a correct conjecture, which is a completely specified

FSM with a sink state, from LNM
∗, it can be transformed back to the original machine

easily by removing the sink state and all of the transitions that lead to it.

5.2.7 Example

We illustrate the algorithm LNM
∗ on the NFSM M0 given in Figure 5.1. The

algorithm initializes (S,E, T ) with S = {ϵ} and E = I = {a, b}. Moreover, we set k = 10

in this example. Then, LNM
∗ asks the i/o queries to fill the upper part of the table, i.e.,

T (ϵ, a) = y and T (ϵ, b) = y. Next, it uses the known outputs to construct the queries to

fill the lower part of the table. The initial table is shown in Table 5.1.

When the initial table is filled, LNM
∗ repeatedly tests whether the table is closed.

Table 5.1 is not closed because the row a/y in S · I/O is not equivalent to any row in

S. Therefore, the algorithm moves the row a/y to S and extends the table by adding

a/y · a/y, a/y · b/x, and a/y · b/y to S · I/O. Then, the queries are constructed for the

missing elements of the observation table.

The new table is closed, as shown in Table 5.2; thus, LNM
∗ makes a conjecture

M0
(1) from it, which is shown in Figure 5.2. Since the conjecture M0

(1) is not correct, the

Teacher replies with a counterexample ce. In this case, we assume that the counterexample

ce is a/y · b/y ·a/y · b/x (a/y · b/y ·a/y · b/x ∈ L(M0
(1)) but a/y · b/y ·a/y · b/x ̸∈ L(M0)).

Table 5.3: Processing the counterexample a/y · b/y · a/y · b/x for M0
(1).

(a) Adding the suffixes of a · b to E.

T2
E

a b a · b

S

ϵ {y} {y} {y · x, y · y}
a/y {y} {x, y} {y · y}
a/y · b/x {x} {x} {x · x}

S · I/O

b/y {y} {y} {y · x, y · y}
a/y · a/y {y} {y} {y · x, y · y}
a/y · b/y {y} {y} {y · y}
a/y · b/x · a/x {x} {x} {x · x}
a/y · b/x · b/x {y} {y} {y · x, y · y}

(b) Moving the rows a/y · b/y to S.

T2
E

a b a · b

S

ϵ {y} {y} {y · x, y · y}
a/y {y} {x, y} {y · y}
a/y · b/x {x} {x} {x · x}
a/y · b/y {y} {y} {y · y}

S · I/O

b/y {y} {y} {y · x, y · y}
a/y · a/y {y} {y} {y · x, y · y}
a/y · b/x · a/x {x} {x} {x · x}
a/y · b/x · b/x {y} {y} {y · x, y · y}
a/y · b/y · a/y {y} {y} {y · y}
a/y · b/y · b/y {y} {y} {y · x, y · y}

According to the method for processing the counterexample, LNM
∗ adds a ·b, which
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is the remaining input sequence of ce, and all of its suffixes, i.e., b and a ·b, to E, as shown

in Table 5.3a. This table is not closed because the row a/y · b/y is not equivalent to any

rows in S. Thus, the row a/y · b/y is moved to S, and the table is extended accordingly.

The resulting table after filling in the missing elements by asking i/o queries is Table 5.3b.

Next, LNM
∗ checks whether Table 5.3b is closed. This table is closed, so LNM

∗

constructs a new conjecture that is isomorphic to M0. Thus, the Teacher replies yes to

this conjecture and LNM
∗ terminates with the correct conjecture as its output. The total

number of i/o queries asked by the algorithm during this run is 300.

5.3 Experiments

We have performed a suite of experiments to demonstrate the applicability and

scalability of our algorithm in practice. This suite is composed of (i) 9 samples of (partially

and completely specified) NFSMs, either inspired by different papers (Hierons, 2004; Miao

et al., 2010) or specifically designed, and (ii) random (partially specified) NFSMs with

arbitrary sizes for the number of states. Furthermore, we have implemented our algorithm

in Java, together with our proposed optimization.

We have also simulated the Teacher to answer the equivalence query by using the

model checker Labelled Transition System Analyser (LTSA) (Magee and Kramer, 2006).

To apply the LTSA, we first transform the NFSM to the corresponding Labelled Tran-

sition System (LTS). The transformation technique is straightforwardly modified from

(Pacharoen et al., 2011). Then, the model checking tool checks the trace equivalence

relation between two corresponding LTSs of the learned NFSM and the targeted NFSM.

As mentioned in (Berg et al., 2005b), the performance of the Teacher in answering

an equivalence query depends on the method that is used to realize it. Thus, the time

spent by the equivalence query is disregarded from the measurement. To evaluate the

execution time of the algorithm, we measured the total execution time except for the

time utilized for the equivalence queries.

The experiments were conducted using a Windows 7 system with an Intel Core i5,

2.67 GHz and 4 GB of memory, and LTSA version 3.0. In addition, the Learner and the

Teacher were running on the same machine.
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5.3.1 Sample Machines

The first set of experiments was conducted on 9 sample FSMs, 1 DFSM and 8

NFSMs, to evaluate our algorithm. All of the examples are different sizes in terms of the

number of states. Moreover, we started with the time to query (k) to 1, and learned 10

times for each machine.

Table 5.4: Runs from 9 sample machines.

Machines No. of States k I/O Queries EQ Avg. time
(ms)

M1 3 1 14 1 7.2
M2 3 8 144 1 103.1
M3 4 7 140 1 65.9
M4 4 10 260 1 363
M5 4 7 154 1 95.8
M6 6 11 462 2 251.9
M7 6 6 336 3 176.1
M8 7 10 510 2 307.6
M9 8 10 570 2 329.4

Experiences

The learned machines are isomorphic to the original FSMs, as expected. With re-

spect to the number of states of each sample machine (No. of States) and the time to

query (k), which can guarantee the complete testing assumption, Table 5.4 shows the ex-

perimental results, including the number of used input/output queries (I/O Queries), the

number of used equivalence queries (EQ), and the average execution time in milliseconds

(Avg. time).

From the table, LNM
∗ can be applied with both DFSM (e.g., M1) and NFSM (e.g.,

M2–M9). In addition, k = 1 is obviously sufficient for learning any DFSM. Note that

the efficiency of the algorithm not only depends on the number of states and the size of

the input alphabet, but it also depends on the value of k. Let us consider machines M2

and M3, which have 3 and 4 states, respectively. Learning M3, which has more states, is

expected to require more I/O queries; however, because the value of k for inferring M3 is

less than that for inferring M2, learning M2 requires slightly more queries than M3.
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5.3.2 Random Arbitrary Machines

Apart from the sample machines, we also performed a second set of experiments on

random examples by varying the number of states. Specifically, we generated and learned

NFSMs with sizes ranging between 10 and 100 states (in steps of 10), with an input size

of 10 and an output size of 5. For each number of states n, we randomly generated 10

NFSMs, which have n − 1 states plus one sink state, to observe the effectiveness of our

optimization.

First, we fixed the time to query to 5. However, we found that we cannot guarantee

the complete testing assumption with this value. To compare the scalability of LNM
∗, we

varied the number of states of the target machines and fixed the time to query. Thus, in

this experiment, we set the time to query to 20, and we leave the topic of how to define

this value to be discussed in the next section.
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Figure 5.4: Random NFSM examples learned with normal LNM
∗ and with optimization, using

|I| = 10, |O| = 5, and k = 20.

Experiences

We observed that the number of i/o queries relative to the number of states is linear

and conforms to the part kn|I|2|O| in the complexity calculation (see Figure 5.4, in which

we vary the number of states but fix the other factors such that |I| = 10, |O| = 5 and

k = 20).

The number of i/o queries is reduced by an average of approximately 39% using the

optimized version compared to the basic LNM
∗ algorithm. Moreover, the best reduction

that we achieved in this setting was 43% in an NFSM with 10 states. With the specific

example of a size of 100 states, the optimized Learner took approximately 10 minutes
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with 138,546 i/o queries, a reduction of approximately 38%. The detailed results can be

found in Table 5.5, in which it can be seen that the optimized Learner performs better in

every case. This scenario might indicate that, for an NFSM with a certain structure, we

can make the algorithm perform better through our optimization.

Note that, because the number of equivalence queries in the optimized version does

not change from the number in the basic algorithm, we do not report the query in this

experiment.

Table 5.5: Comparison of normal LNM
∗ with the optimized version using the random NFSM

examples.

No. of States I/O Queries I/O Queries Saved Queries
(with opt.) (%)

10 22000 12620 43
20 44200 26020 41
30 66200 38760 41
40 87400 50900 42
50 109200 67640 38
60 132200 81760 38
70 158552 94950 40
80 176202 108366 38
90 198200 127960 35
100 222402 138546 38

Interestingly, when we plotted a graph to study the relationship between the actual

number and the theoretical upper bound of the I/O queries, as shown in Figure 5.5,

we observed that the part kn|I|2|O| of the calculated upper bound is far closer to the

experimental results than the other part, i.e., kmn2|I||O|. The reason for this similarity

is that the Learner in our setting asks few equivalence queries in practice. Thus, a small

number of columns will be added to the observation table, i.e., the maximum number of

columns is |I|+ ε, where ε is a small integer.

As a result, the revised calculation of the worst-case time complexity of the algo-

rithm LNM
∗ in our setting is O(kn|I|2|O|) since the table has at most n + n|I||O| rows

and |I|+ ε columns.

5.4 Discussion and Summary

In this chapter we have presented a novel algorithm for NFSM inference, namely

LNM
∗, which uses active-style learning similar to the original L∗ algorithm. This algo-

rithm can be applied to both deterministic and non-deterministic FSMs. However, to
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Figure 5.5: Comparison of the actual number of I/O queries of the normal LNM
∗ algorithm and

the theoretical upper bound on the random NFSM examples.

infer the correct conjecture, the complete testing assumption must hold in the case of

NFSMs. We have calculated the worst-case time complexity of LNM
∗, together with a

refinement from the experimental results. Moreover, when LNM
∗ deals with NFSMs that

have a particular structure, i.e., partially specified NFSMs, the algorithm offers a faster

run by our proposed optimization. From the experimental results, the optimized Learner

can reduce the number of i/o queries by approximately 39% on average.

In our setting, we used the LTSA model checker as the Teacher to answer equivalence

queries. The results from testing the trace equivalent relation between the two LTSs that

represent the learned NFSM and the targeted NFSM can be automatically provided in

a short time, e.g., approximately 5 milliseconds for NFSMs with 90 states. Clearly, our

method for answering equivalence queries does not work when the prior knowledge of the

targeted NFSM is not given. However, it can easily be replaced by other methods, such

as a conformance testing approach, with the additional cost of the test suite generation.

To answer the question of how to define the proper value of k to guarantee the

complete testing assumption, we usually set the value of k to be a small integer, e.g.,

k = |O|. Because our algorithm is assured to terminate regardless of the complete testing

assumption, we eventually obtain a conjecture NFSM. Using the equivalence query, the

Learner can receive either the answer yes or a counterexample. We found that, if the

provided counterexample has already been observed in the table but the recoded value

is not the same. This situation means that we cannot explore every possible output of

the machine with the current value of k. Therefore, we restart the algorithm with an

increased value of k. On the other hand, if the provided counterexample has not been
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observed in the table, the counterexample will be used to extend the table, as described

in Section 5.2.3. Although this process can be run incrementally, performing incremental

steps appears to be inefficient. Thus, it is a challenge to obtain a method for selecting the

most appropriate value of k that may not necessarily be minimal but that is sufficient to

ensure the complete testing assumption.



CHAPTER VI

CONCLUSION

6.1 Dissertation Summary

In this dissertation, we consider the conformance problem that whether an imple-

mentation conforms to the given formal specification. There are a number of attempts

to solve this problem; however, the crucial limitation of the traditional techniques in

verification process is that the internal structures of implementation have to be explicit.

It does not need to be the case, since some implementations can be only observed their

external behavior such as third party applications, or the applications implemented by

the programming language like Java or .NET.

To solve such a problem, this dissertation proposes a novel method for conformance

verification based on a technique so-called automata learning. Inspired by many works in

the software verification literature, the automata learning technique is introduced to infer

a behavioral model of the black box implementation in our approach. More specifically,

we infer the Mealy machine from the implementation using the learning algorithm LM
∗.

By transforming the obtained Mealy machine to the modeling formalism LTS, the model

checker LTSA can be used for checking a trace equivalence relation which is the confor-

mance criterion in this work. We also implemented a prototype of our framework based

on the Web services composition, and the preliminary experimentation shows promising

results.

Moreover, the assumption that the implementations have to be deterministic may be

too restricted in some applications, such as a communication system or a component-based

system. We present a novel algorithm for NFSM inference, namely LNM
∗, which uses an

active-style learning similar to the original L∗. The proposed algorithm can be applied to

both deterministic and non-deterministic FSMs. In addition, we have demonstrated the

worst-case time complexity analysis and a proof of correctness of LNM
∗. However, to infer

the correct conjecture in the case of NFSMs, the complete testing assumption must hold.

Furthermore, when LNM
∗ deals with partially specified NFSMs, the algorithm offers a
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faster run by our optimization.

6.2 Discussion on Limitations and Future Works

Despite of several benefits, there are some limitations that should be mentioned

here. First, since the learning algorithm used in our approach is based on active learning

paradigm, it could not be applied to the implementations from which we have only the

given observations (e.g., log files).

Second, even though the proposed verification process can guarantee the confor-

mance relation, it may be a time-consuming task which does not appropriate to some

applications such as a simple program with a few states. If one may want to test such a

system, the lower fault coverage process with lower cost such as some conformance testing

methods seems more suitable.

Third, in case of non-deterministic implementation, the time complexity of the

proposed learning algorithm LNM
∗ is depend on the factor k. Since the used value of

k in this dissertation is derived from the verification process, we have to increase this

value several times before we can find the suitable one. Thus it is a challenge to find the

heuristic method for selecting a proper value of k that can ensure the complete testing

assumption.

Last but not least, this dissertation mainly focusses on the approach for applying

formal method to the practical applications. Because the proposed method for confor-

mance verification might not fit with some implementations in other domains, we intend

to continue our future research in this direction to obtain further improvements on our

results.

6.3 Concluding Remark

Since our conformance verification method can be applied without knowledge of the

internal structures of the implementation, we believe that the proposed approach could

alleviate the tradition process in software verification. Moreover, the proposed approach

and the proposed algorithm in this dissertation would be one prominent instance that

promotes the use of formal methods to practical systems.
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