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CHAPTER I 

 INTRODUCTION  

1.1 Background  

Online social media such as social networking, blogging and video sharing sites are one 

of the most popular technologies in the Web 2.0 Age. Applications like Facebook, YouTube, 

and Twitter enable ordinary users to post their own content, share information, and connect with 

large audiences. They have changed how people communicate and connect to each other. Not 

only have they enabled users to present themselves more easily and freely than before, but they 

also help create other benefits such as relationship building, democracy of information and 

social capital. Moreover, despite serving as a form of entertainment, social media have also 

played a vital role in political and social activism. In Egypt, Tunisia, Iran, Bahrain and Thailand, 

for example, democracy advocates have relied heavily on Facebook and Twitter to mobilize 

supporters and organize mass rallies. 

Table 1.1 Social media growth in 2006 – 2012 

Year Facebook Twitter LinkedIn Wordpress Tumblr 

2006 12,000,000 1,000 8,000,000 600,000 0 

2007 50,000,000 750,000 15,000,000 2,000,000 170,000 

2008 100,000,000 5,000,000 33,000,000 4,300,000 1,000,000 

2009 350,000,000 75,000,000 50,000,000 8,000,000 2,000,000 

2010 600,000,000 145,000,000 75,000,000 11,100,000 7,000,000 

2011 800,000,000 300,000,000 135,000,000 50,000,000 38,000,000 

2012 1,000,000,000 500,250,000 200,000,000 60,830,000 86,800,000 

Source: http://www.dstevenwhite.com 
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Figure 1.1 Illustration of social media growth from 2006 to 2012 (White, 2013) 

White (2013) has studied the social media growth from 2006 to 2012 based on 

information gathered from Facebook, Twitter, LinkedIn, Wordpress, Tumblr, and presents an 

estimate of total unique users for each of the sites investigated as shown in Table 1.1. The 

numbers are approximate as estimated on the best available public information. Data was 

collected for three social media sites – Facebook, Twitter and LinkedIn – and two blog hosting 

sites – WordPress and Tumblr. Estimates for the latter two represent the number of bloggers 

using the site (not the number of site visits or blog postings, which are much higher). 

 

 

 

 

As shown in Figure 1.1, the growth patterns of each site look nearly identical. It is 

clearly that social media have passed the innovator and early adopter stages and is moving into 

the early majority stage, according to the diffusion of innovation model (Rogers, 2003) as 

shown in Figure 1.2. 
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Figure 1.2 Illustration of diffusion of innovation model (Rogers, 2003) 

 

Not only have social media gained wide popularity through growing number of users, 

but they have also enjoyed the increased time spent online continuously. comScore (2012) finds 

that social networking is the main Internet site that U.S. Internet users visited these days with 

approximately 1 out of every 6 minutes spent online. As a percentage of all the time users spent 

online, social networking activity has more than tripled in the last few years (comScore Data 

Mine, 2012). Figure 1.3 illustrated that social networking ranked as the most popular content 

category in time spent online. 

 

 
Figure 1.3 Illustration of time spent online in the U.S. (comScore Data Mine, 2012) 

 



4 
 

 
 

In addition, today Americans get most of their news from the Internet according to   

Pew Research Center (2012). As shown in Figure 1.4, online news is now the main sources of 

Americans and has already surpassed newspaper and cable TV already. 

 

 

Figure 1.4 Illustration of news source in the U.S. (Pew Research Center, 2012) 

 

Not only do social media offer people a new frontier of information delivery, but they 

also give freedom to express and broadcast what people could not have done before in 

traditional media, especially political views. The so-called Twitter revolution in Iran in 2009 

was an example of social media that has proven to be a reliable way to communicate and to 

spread information in a quick and efficient way (Celli et al., 2010). In terms of marketing, 

customers speak about brands everyday, on their own blogs, web forums and in social media. 

Gaining access to those opinions will help businesses identify key actions to respond to 

customer needs. 

However, rise of social media and Internet freedom also induces governments around 

the world to control the flow of information and the freedom of expression, which are actually 

the strength of social media. According to the study by Freedom House (2009), there are clear 

emergences of negative trends to Internet freedom as follows: 
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a) Expanding forms of censorship – Censorship could take place through technical 

filtering, formal or informal government intimidation, requests from private sectors, and judicial 

decisions. 

b) Privatization of censorship – Censorship has been outsourced to private companies 

such as Internet Service Providers (ISPs), Online Service Providers (OSPs), cyber-cafes, and 

mobile phone operators, to censor and monitor information and communication technologies 

(ICTs). 

c) Lack of transparency and accountability – There is a lack of transparency and 

accountability of censorship scheme in both democratic and authoritarian countries. Although 

governments censor content like political issues or pornography legitimately, they hardly 

declare what are censored and why and it is less than possible to appeal for the censorship. 

d) Legal threats – Legal control and censorship commonly used in traditional media are 

moving into the new media sphere. Bloggers in many countries are sentenced to prison or 

penalized with a high fine. 

e) Technical attacks – Hacking or denial-of-service are another method to attack 

Internet users in many countries other than legal threats and intimidation. 

These trends and threats, especially censorship, are emerging around the world even in 

the developed countries. Sniderman (2011) stated that France’s government banned the use of 

the words “Twitter” and “Facebook” on broadcast news saying that it constituted unsolicited 

advertising, while U.K. government has warned British soldiers about how they use social 

media lest that information also end up in enemy hands. What happens is that governments are 

looking at and using social media the same way they always do with traditional media like the 

print and broadcast. The new Internet restrictions around the globe are partly a response to the 

explosion in the popularity of advanced applications like Facebook, YouTube, and Twitter 

(Freedom House, 2011). Censorship is thus a main problem many countries are facing along 

with the growth of social media. This problem would threaten user’s freedom of expression, 

lessen transparency and impede business capability in using social media. 
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1.2 Situation in Thailand 

The Internet growth in Thailand is currently evolving in a similar pattern to those in the 

world. As shown in Figure 1.5, Internet users in Thailand have increased dramatically in recent 

years according to the Thailand National Statistical Office Ministry of Information and 

Communication Technology (2012). The growth of social media has also been phenomenal. 

These gains have been driven by declining prices of Internet access as well as an increased 

demand for alternative sources of information and platforms for networking and sharing 

information amid the country’s ongoing political crisis (Freedom House, 2011). These platforms 

offer Thais an important alternative space to seek information and engage in political expression 

more freely and anonymously (Bangkok Post, 2010). 

 

 

Figure 1.5 Illustration of Internet users in Thailand (National Statistical Office, 2012) 

 

According to the social media survey usage in Asia-Pacific studied by                  

Burson-Marsteller (2011), social media penetration has increased rapidly across all Asian 

countries, and Internet users are spending more time creating, consuming and sharing 

information. In Thailand, social media websites usage has already surpassed mainstream media 

websites (Burson-Marsteller, 2011). Not only have Facebook, Twitter, Youtube, Sanook, Pantip 
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and many other social media services in Thailand gained more users, but also the time spent on 

the Internet has seen significant growth throughout the past few years (Gibbins, 2011). 

While Internet usage and social media growth in Thailand have increased significantly 

in the past few years, the restrictions on Internet content have expanded in recent years, in terms 

of both the number of websites targeted and the scope of topics censored. According to a local 

research on control and censorship of online media through the use of laws and the imposition 

of Thai state policies (iLaw, 2010), the suppression on the dissemination of computer data by 

Court orders have dramatically increased from 2007 to 2010 as shown in Table 1.2 and Figure 

1.6. 

Table 1.2 The statistics of content suppression by Court orders in Thailand (2007 – 2010) 

Content 

2007 2008 2009 2010* Total 

Court 
order 

URL Court 
order 

URL Court 
order 

URL Court 
order 

URL Court 
order 

URL 

Lèse majesté 0 0 7 1,937 30 16,525 25 38,868 62 57,330 

Obscene or 
pornographic 

0 0 4 96 27 11,609 12 5,035 43 16,740 

Abortion  
pills 

0 0 1 37 3 320 0 0 4 357 

Encourage 
gambling 

0 0 0 0 2 246 0 0 2 246 

Depreciate 
the religion 

1 2 1 1 1 2 0 0 3 5 

Other 0 0 0 0 1 3 2 5 3 8 

Total 1 2 13 2,071 64 28,705 39 43,908 117 74,686 

Remark: *Statistics in 2010 collected from January to November. 

Source: iLaw, 2010 
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Court order   URL 

Figure 1.6 Illustration of content suppression by court orders in 2007 – 2010 (iLaw, 2010) 

According to the study by Freedom House (2011), Thailand is at particular risk of 

suffering setbacks related to Internet freedom in 2011 and 2012. The Internet in the country is 

now not free and in significant danger of repression (Figure 1.7). Moreover, filtering or 

censorship is inconsistent, with different ISPs blocking different information due to the 

provisions of the computer crime law in 2007 are vague and overbroad, and allow for the 

subjective interpretation by state officials and preemptive action by ISPs and content hosts 

(ARTICLE 19, 2011). For example, the provisions in Section 14 and 15 of Computer-Related 

Offence Act B.E. 2550 (2007) allow the prosecution of any content providers or    

intermediaries – such as Webmaster, administrators, and managers – who are accused of posting 

or allowing the dissemination of content that is considered harmful to national security or public 

order. Therefore, online service providers (OSPs) or online intermediaries in the context of Web 

2.0, also known as social media, are compelled to control illegal content including content that 

are deemed lèse majesté (defaming the royal family). In some cases, Webmaster or 

administrators have indeed been charged under Section 15 for content posted by other users on 
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websites or discussion board they hosted. This situation leads to induced self-censorship of 

intermediaries, often resulting in overblocking or excessive removal of content to avoid 

violating the law. Such filtering flaw both infringes users’ freedom of expression and impedes 

the business of OSPs in Thailand. 

 

 

*A green-colored bar represents a status of “Free”, a yellow-colored one, the status of 

 “Partly Free”, and a purple-colored one, the status of “Not free”. 

Figure 1.7 Illustration of Freedom of the Net (Freedom House, 2011) 

 

1.3 Research Questions 

Intermediary censorship has emerged as a contentious issue in the scholarly area of 

Internet filtering in recent years. In the context of Web 2.0, OSPs or social media like online 

discussion forums, social networking services and blogging services have become important 

public sphere whereby users are provided with space to generate their own content. This should, 

in any general context, promote freedom of expression of Net users. 
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However, many regimes around the world have not been accommodating for this novel 

opportunity as they have made OSPs new choking points for Internet control by transferring to 

them the liability related to content published online, which Zuckerman (2009) refers to as 

“intermediary censorship”. In fact, cyber crime laws in some countries have made intermediary 

liability a major regulatory component. Such is the case with Thailand’s relatively new, yet 

highly controversial, Computer-Related Offence Act B.E. 2550 (2007) which requires online 

intermediaries to remove potentially infringing content, particularly those that may fall under 

lèse majesté – damaging or defaming the king and royal family – a historically serious crime in 

Thailand (Bangkok Post, 2009). 

According to a local research on control and censorship of online media through the use 

of laws and the imposition of Thai state policies (iLaw, 2010), censorship and lawsuits have 

dramatically increased particularly under charges of defamation and lèse majesté as shown in 

Figure 1.8 and Figure 1.9. Also, according to the study on the impact of defamation law on 

freedom of expression in Thailand by ARTICLE 191 (2009), the Ministry of Information and 

Communications Technology (MICT) has shut down more than 2,000 websites alleged to have 

contained lèse majesté material. Based on reviews of related research and unobtrusive 

observation, however, the emerging filtering scheme at the intermediary level has led to a 

subjective censorship practice of sort (MacKinnon, 2009). 

 

 

 

                                                           
1 ARTICLE 19 was established in 1987 in the UK and has worked and partnered with 

many international organizations such as UN, Amnesty International and International Media 

Support, and governments such as the UK and Brazil. ARTICLE 19 monitors, researches, 

publishes, advocates, campaigns, sets standards and litigates on behalf of freedom of expression 

wherever it is threatened to strengthen national capacities, and build or reform institutions and 

policies to protect transparency and the free flow of information. 
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Figure 1.8 Illustration of number of cases under Computer Crime Act during  

2007-2010 (iLaw, 2010) 

 

                      

            Figure 1.9 Illustration of numbers of cases segregated by content (iLaw, 2010) 

 

Online social media such as discussion forums, social networking, blogging and video 

sharing sites are among the most popular technologies emerging in the Web 2.0 age. Such 

applications like Facebook, YouTube, and Twitter enable ordinary users to post their own 

content, share information, and connect with large audiences. They have changed how people 

communicate and connect to each other. Not only have they enabled users to present themselves 

more easily and freely than before, but they also help create other benefits e.g. relationship 

building, democracy of information and social capital. Moreover, despite serving as a form of 
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entertainment, social media have also played a vital role in political and social activism. In 

Egypt, Tunisia, Iran, Bahrain and Thailand, for example, democracy advocates have relied 

heavily on Facebook and Twitter to mobilize supporters and organize mass rallies. 

Pantip.com is an example of online social media as it is a public forum for users to 

share information and opinions on a designated issue. To date, it is the most popular discussion 

forum website, which had attained a traffic rank of 9th in Thailand (Alexa, 2011), and was one 

of the first websites established in Thailand when the Internet was being introduced in the 

country in the 1990s. Due to diversity of forums and users, Pantip.com has faced many issues of 

illegal content on the website. It has then resorted several tools to limit the adverse effect from 

illegal content posted by users. One of the most well-known filtering schemes is the “one ID one 

account” policy, which is the process requiring 13-digit national ID number or passport ID 

number for subscription. Users have to comply with the policy and try not to break the 

regulation of the forum; otherwise they would be banned and could not re-subscribe ever. 

Most social media services utilize both manual and auto filtering method to cope with a 

broad range of content on the website. However, some intermediaries including Pantip.com have 

resorted to excessive removal of content or overblocking to avoid violating the law. Inevitably, 

media freedom and Net users’ freedom of expression have been violated as well. When users 

feel lack of free speech online or cannot speak out in a certain social media service, they would 

move to another easily and that would diminish the business of the deserted OSP. Overblocking 

not only threatens free expression and Internet companies, but also innovation and economic 

growth. This situation of Internet control in Thailand and filtering flaw in social media has led 

this researcher to an important line of inquiry about censorship in online intermediaries, which 

has been formulated into the following questions: 

1) What are the criteria of censorship in online social media, based on the case study of 

Pantip.com, in Thailand? 

2) What types of content are filtered by intermediaries, based on the case study of 

Pantip.com, in Thailand? 

3) Does overblocking happen in online social media, based on the case study of 

Pantip.com, in Thailand? 
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1.4 Objectives 

To answer those questions, a framework of Innovative Retrieval System (IRS) is 

introduced to investigate the intermediary censorship scheme by exploring and retrieving the 

content filtered by OSPs. The classification of filtered content will be identified to show what 

content is blocked and what influence has induced the censorship. The results of this study are 

expected: 

1) To expose criteria or pattern of censorship in online social media, based on the case 

study of Pantip.com, in Thailand. 

2) To increase accountability and transparency of OSPs to users, via the creation of a 

tangible and systematic data, which would likely contribute to users’ informed judgment in use 

selection of social media websites. 

3) To create base-line knowledge on censorship scheme and overblocking practiced by 

OSPs in Thailand. 

1.5 Definitions 

1) Intermediary censorship – The online censorship or Internet filtering occurred in 

social media or by online service providers (OSPs) (Zuckerman, 2009). 

2) Internet Service Provider (ISP) – A company that provides access to the Internet for 

a monthly fee; the service provider supplies customers with a software package, username, 

password and access telephone number (Freedom House, 2009). 

3) Online Service Provider (OSP) – An organization that offers a service via the 

Internet. The service includes such things as email service, discussion forum, online banking, 

online shopping, social networking service, and blogging service. 

4) Online Social Media – The integration of technology with social interaction to create 

value. It rests on Internet tools that enable shared community experiences through 

multidirectional conversations that create, organize, edit, combine, and share content. Typical 

tools and applications include blogging services, social networking services, and online 

discussion forums (Serrat, 2010). 
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5) Web 2.0 – Applications that facilitate interactive information sharing, 

interoperability, user-centered design, and collaboration on the Internet. These are the result of 

cumulative changes in the ways software developers and users employ the Internet as an 

information transport mechanism. Typical features and techniques include search, links, 

authoring, tags, extensions, and signals (Serrat, 2010). 

1.6 Contributions 

Contributions from this research can be categorized in two groups as follow: 

1) Practical contribution 

a)  The IRS software aims to expose/identify pattern of censorship in social media 

and to increase accountability and transparency of OSPs to users, which would 

likely contribute to users’ informed judgment in use selection of social media 

websites. 

2) Academic contribution 

a) The development of universally applicable software of IRS will contribute to 

innovative model of investigating intermediary censorship in social media. 

b) The content filtered by OSPs will be identified and analyzed to reveal how self-

censorship of intermediary is administered. The results of this research contribute to the  base-

line knowledge on censorship scheme or criteria practiced by OSPs. 
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CHAPTER II 

LITERATURE REVIEW 

2.1 Approaches and Context of Internet Filtering 

McCrea et al. (1998) indicated that there are various strategies available for blocking 

Internet content, mainly blocking at the application level and at the packet level. OpenNet 

Initiative (ONI) has concluded the approaches of Internet censorship and content restrictions 

normally used today in Table 2.1. 

Table 2.1 Approaches of Internet Filtering 

Approaches Description 

Technical 

blocking 

There are three commonly used techniques to block access to Internet sites: 

IP blocking, DNS tampering, and URL blocking using a proxy. These 

techniques are used to block access to specific Webpages, domains, or IP 

addresses and are most frequently used where direct jurisdiction or control 

over websites are beyond the reach of authorities. Keyword blocking, which 

blocks access to websites based on the words found in URLs or blocks 

searches involving blacklisted terms, is a more advanced technique that a 

growing number of countries are employing. Denial of service attacks 

produce the same end result as other technical blocking techniques—

blocking access to certain websites—carried out through indirect means. 

Search result 

removals 

In several instances, companies that provide Internet search services 

cooperate with governments to omit illegal or undesirable websites from 

search results. Rather than blocking access to the targeted sites, this strategy 

makes finding the sites more difficult. 
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Approaches Description 

Take-down Where regulators have direct access to and legal jurisdiction over web 

content hosts, the simplest strategy is to demand the removal of websites 

with inappropriate or illegal content. In several countries, a cease and desist 

notice sent from one private party to another, with the threat of subsequent 

legal action, is enough to convince web hosts to take down websites with 

sensitive content. Where authorities have control of domain name servers, 

officials can deregister a domain that is hosting restricted content, making the 

website invisible to the browsers of users seeking to access the site. 

Induced self-

censorship 

A common and effective strategy to limit exposure to Internet content by 

encouraging self-censorship both in browsing habits and in choosing content 

to post online. This may take place through the threat of legal action, the 

promotion of social norms, or informal methods of intimidation. Arrest and 

detention related to Internet offenses, or on unrelated charges, have been 

used in many instances to induce compliance with Internet content 

restrictions. In many cases, the content restrictions are neither spoken nor 

written. The perception that the government is engaged in the surveillance 

and monitoring of Internet activity, whether accurate or not, provides another 

strong incentive to avoid posting material or visiting sites that might draw the 

attention of authorities. 

Source: http://opennet.net/about-filtering 

Deibert (2009) has explained the process of Internet content filtering by classifying into 

three approaches: inclusion filtering (whitelisting), exclusion filtering (blacklisting), and content 

analysis. Inclusion filtering allows users only to access a short list of approved sites, known as 

white list, while other content are blocked. Exclusion filtering restricts users to access the 

blocked sites, called black list, while other content are allowed. Content analysis restricts user 

access by dynamically analyzing the content of a site and blocking sites that contain forbidden 

keywords, graphics or other specific criteria. 

 

http://opennet.net/about-filtering
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However, all processes have received a fair amount of criticism for their tendencies to 

overblock. For example, the use of blacklists entails handing over power and decision-making 

capacity to another agent so the standard of each agent is different or inconsistent. While content 

analysis is not an approach for understanding information in context. The synonyms might be 

blocked unintentionally. Deibert has also documented the blocked content in his research, which 

mainly includes pornography and other culturally sensitive material. However, in some 

countries including Thailand, content beyond pornography, for instance political, social, 

conflict-related, and security content, is targeted for filtering as well. 

Then what contexts or criteria should be used for Internet filtering? Similarly, Weckert 

(2000) stated that three areas of content on the Internet subject to regulation are pornography, 

hate language, and potentially harmful information. He indicated that there are moral 

justifications for regulation of the media and they should be applied to the Internet as well. 

However, he claimed that Internet regulation must be international agreements so that nobody 

should be charged if the offence took place in a country in which it was legal. 

According to Faris and Villeneuve (2008), there are basically three main contexts for 

filtering Internet content, which are politics, social norms and morals, and security issues. 

Subjects, including Internet tools i.e. social networking services, blogging services, and other 

Web-based applications, are subject to filtering (Table 2.2). Filtering political dissent is also a 

common form of censorship founded in many countries including Thailand. Pornographic and 

gambling-related content are basic examples of what is filtered for social and cultural reasons. 

Hate speech and political satire are also the target of Internet filtering in some countries. 

Infringing content, including those that may fall under lèse majesté – damaging or defaming the 

king and royal family – has been widely blocked in Thailand. 

Table 2.2 Categories subject to Internet Filtering 

Categories  

Free expression and media freedom Sex education and family planning 

Political transformation and opposition parties Public health 

Political reform, legal reform, and governance Gay/lesbian content 
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Categories  

Militants, extremists, and separatists Pornography 

Human rights Provocative attire 

Foreign relations and military Dating 

Minority rights and ethnic content Gambling 

Women’s rights Gaming 

Environmental issues Alcohol and drugs 

Economic development Minority faiths 

Religious conversion, commentary, and criticism Hate speech 

Sensitive or controversial history, arts, and literature  

Source: Faris and Villeneuve (2008) 

Similarly, Weckert (2000) stated that three areas of content on the Internet subject to 

regulation are pornography, hate language, and potentially harmful information. He indicated 

that there are moral justifications for regulation of the media and they should be applied to the 

Internet as well. However, he claimed that Internet regulation must be international agreements 

so that nobody should be charged if the offence took place in a country in which it was legal. 

However, the regulation or restriction comes with a negative side effect, so called 

chilling effect. It is a situation where speech is suppressed by fear of penalization at the interests 

of an individual or group. It may prompt self-censorship and therefore hamper free speech. 

Klang (2006) stated that many different bodies of legislative rules might cause chilling effect or 

affect the way in which communication occurs. Those that are most common are privacy, 

defamation, copyrights and trademarks. Then the content involving these issues tend to be 

censored as well. CDT (2012) also indicated that chilling effect could happen in the level of 

intermediary due to fear of potential liability. Intermediary liability not only threatens Internet 

companies, but also innovation, free expression, and economic growth. 
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2.2 Controversy of Internet Censorship 

Censorship has long been a contentious issue especially when it comes to new types of 

media content like that on the Internet content. It is not necessarily a debate between 

conservatives and liberals as has been the case with media censorship in the past but also posits 

new angles like the necessity and justification of the censorship across international jurisdictions 

and cultures. 

The primary concern of censorship lies in possible violation of rights to free expression. 

One might ask what gives anyone in society the rights to control information and thought. 

People have rights, in a free society, to decide for themselves and not be told how to think and 

what to access. In the contest of Web 2.0, where users are allowed to generate their own content 

into the public sphere, there should be even more democracy and freedom of expression in the 

media landscape. But Internet censorship would undermine those advantages of Web 2.0 and 

would involve massive intrusions on privacy (Weckert, 2000).  

As mentioned earlier, Weckert (2000) agreed that Internet should be regulated to some 

extent. According to Weckert (2000), offensive materials must be justified that they would not 

harm or infringe on rights of others. It would not be easy to show that people have rights to 

express themselves through pornography, hate speech and the potentially harmful information. 

Therefore, the Internet could be reasonably and justifiably regulated. However, Akdeniz (2004) 

stated that harmful content should be regulated differently from illegal content because the 

former is not criminalized by national laws even though it is deemed objectionable, offensive, or 

harmful. Akdeniz (2004) concluded that Internet content considered harmful includes sexually 

explicit material, political opinions, religious beliefs, views on racial issues, and sexuality. 

Particularly, pornography is not always considered illegal, even though is often problematic, 

depending upon its nature and the laws of a specific State as mentioned by Akdeniz (2004) that 

there is no international attempt to regulate sexually explicit content. 

The problem is Internet filtering schemes are usually generated through a combination 

of manual and automatic search for targeted content. The error, thus, could happen from both 

human error and technological limit. Filtering software is not foolproof. For instance, forbidden 

Webpages could easily be given new name and offensive users could register in different 

account. More effective technology for certain Internet content filtering will be possibly 
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developed, but it is not yet available today (Weckert, 2000). One might claim that if the filtering 

could not be done effectively and efficiently, it should not be done at all. According to CDT 

(2012), there is no sophisticated technology or enough resources, human and financial, for 

Internet companies to prevent all illegal content posted on their services. Even they try to      

pre-screen all content before it gets posted, illegal content would still exist. However, this 

technological problem is not an excuse not to regulate the Internet content. Even though the 

amounts of harmful content are reduced to some extent, perhaps not significantly, there are still 

benefits to children and the society in reducing such offensive materials. This is enough in itself 

to justify regulation. 

What follows from this argument relates to what extent of content the regulations 

should apply. In many cases the censorship applies beyond pornography, hate speech, and 

potentially harmful information. Political dissent, political satire, terrorism and lèse majesté are 

examples of sensitive issues that tend to be filtered in some countries even though it is 

internationally accepted that freedom of expression should apply to political issues as indicated 

by UN Human Rights Committee (1996): 

The free communication of information and ideas about public and political 

issues between citizens, candidates and elected representatives is essential. 

This implies a free press and other media able to comment on public issues 

without censorship or restraint and to inform public opinion. 

Many opponents of the Internet censorship claim that political content and related 

issues should not be blocked based on freedom of expression, and that the profusion of Internet 

censorship often incorrectly block content that are not subject to be blocked, in other words, 

overblocking. Also, OSPs are intermediaries made liable under computer crime law, which are 

often not subject to the standards of review common in government mandates. The danger 

happens when the OSPs work alongside undemocratic regimes in order to set up nationwide 

content filtering schemes or reveal sensitive information about users. For instance, Yahoo!’s 

Hong Kong office complied with Chinese government requests for the identity of a user who 

forwarded a memo documenting government pressure on Chinese journalists to an overseas 

website. With information from Yahoo!, Chinese authorities arrested journalist Shi Tao and 

eventually sentenced him to ten years on charges of leaking state secrets (Reporters Without 
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Borders, 2005). Zuckerman (2009) also claimed that OSPs might trade off their business risk 

and reward with free speech and human rights. 

Moreover, Klang (2006) concluded that the threat of privatized censorship of service 

providers should not be underestimated. Once the opposing view or information is censored, 

what remains online is a form of consensus. This makes it even more difficult for anyone with 

an opposing view to speak out. In addition, there is little or no information about the censorship 

rules, therefore the ordinary user cannot be aware of what is censored and thus cannot realize 

when he/she should attempt to circumvent the censorship. This problem normally occurs in 

some countries such as China, South Korea, Thailand and Vietnam, where sensitive issues are 

abundant and significant amount of censorship has been performed according to Faris and 

Villeneuve (2008) (Table 2.3). However, in the case of Thailand, over the past two years online 

censorship has increased in both scale and scope due to political turmoil in 2009 and 2010 

affecting tens of thousands of websites by the end of 2010, which turns out to be “Not Free” in 

the 2011 Internet freedom status of the country and selective political censorship has become 

substantial (Freedom House, 2011). The definitions of degree of filtering are as follows: 

1) Pervasive filtering is defined as blocking that spans a number of 

categories while blocking access to a large portion of related content. 

2) Substantial filtering is assigned where either a number of categories 

are subject to a medium level of filtering in at least a few categories or a low level of 

filtering is carried out across many categories. 

3) Selective filtering is either narrowly defined filtering that blocks a 

small number of specific sites across a few categories, or filtering that targets a single 

category or issue. 

4) Suspected filtering is assigned where there is information that suggests 

that filtering is occurring, but we are unable to conclusively confirm that inaccessible 

websites are the result of deliberate tampering. 
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However, in case of Thailand, over the past two years online censorship has increased 

in both scale and scope due to political turmoil in 2009 and 2010, affecting tens of thousands of 

websites by the end of 2010, which turns out to be “Not Free” in the Internet freedom status of 

the country with substantial political censorship (Freedom House, 2011). 

Table 2.3 Degree of filtering 

 Political Social Conflict and security Internet tools 

Azerbaijan Selective - - - 

Bahrain Substantial Selective - Selective 

Belarus Suspected Suspected - - 

China Pervasive Substantial Pervasive Substantial 

Ethiopia Substantial Selective Selective Selective 

India - - Selective Selective 

Iran Pervasive Pervasive Substantial Pervasive 

Jordan Selective - - - 

Kazakhstan Suspected - - - 

Libya Substantial - - - 

Morocco - - Selective Selective 

Myanmar Pervasive Substantial Substantial Substantial 

Oman - Pervasive  Substantial 

Pakistan Selective Substantial Pervasive Selective 

Saudi Arabia Substantial Pervasive Selective Substantial 

Singapore - Selective - - 

South Korea - Selective Pervasive - 

Sudan - Pervasive  Substantial 

Syria Pervasive Selective Selective Substantial 

Tajikistan Selective -  - 

Thailand Selective Substantial - Selective 

Tunisia Pervasive Pervasive Selective Substantial 

UAE Selective Pervasive Selective Substantial 
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 Political Social Conflict and security Internet tools 

Uzbekistan Substantial Selective  Selective 

Vietnam Pervasive Selective - Substantial 

Yemen Selective Pervasive Selective Substantial 

Source: Faris and Villeneuve (2008) 

2.3 Internet Censorship in Thailand 

The Ministry of Information and Communications Technology (MICT) is the main state 

agency with the authority to regulate the Internet in Thailand. MICT has used some of the 

approaches as outlined by ONI researchers to filter Internet content. As shown in Table 2.4 and 

Figure 2.1, the suppression on the dissemination of computer data by Court orders has 

dramatically increased from 2007 to 2010 according to a local research on control and 

censorship of online media through the use of laws and the imposition of Thai state policies 

(iLaw, 2010). 

Table 2.4 The statistics of content suppression by Court orders in Thailand (2007 – 2010) 

Content 
2007 2008 2009 2010* Total 

Court 
order 

URL Court 
order 

URL Court 
order 

URL Court 
order 

URL Court 
order 

URL 

Lèse majesté 0 0 7 1,937 30 16,525 25 38,868 62 57,330 

Obscene or 
pornographic 

0 0 4 96 27 11,609 12 5,035 43 16,740 

Abortion 
pills 

0 0 1 37 3 320 0 0 4 357 

Encourage 
gambling 

0 0 0 0 2 246 0 0 2 246 

Depreciate 
the religion 

1 2 1 1 1 2 0 0 3 5 

Other 0 0 0 0 1 3 2 5 3 8 

Total 1 2 13 2,071 64 28,705 39 43,908 117 74,686 

Remark: *Statistics in 2010 collected from January to November. 

Source: iLaw, 2010 
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  Court order   URL 

   Figure 2.1 Illustration of content suppression by Court orders in 2007 – 2010 (iLaw, 2010) 

 

It is obvious that online censorship has steadily been on the rise after the Computer 

Related Offence Act B.E. 2550 (2007) was enacted in 2007. Particularly, social media services 

have become prime targets for the censorship due to the open nature and high participation of 

users who wish to mobilize political action or just share similar ideologies (Bunyavejchewin, 

2010). In addition, filtering or censorship is inconsistent, with different Internet service 

providers (ISPs) blocking different information due to different interpretations of the provisions 

of the computer crime law in 2007, which are generally vague (ARTICLE 19, 2011). For 

example, the provisions in Section 14 and 15 of Computer-Related Offence Act B.E. 2550 

(2007) allow the prosecution of any service provider who intentionally support or consent to the 

dissemination of computer data that cause damage or harmful to national security, third party or 

the public. The question is: what type of content is deemed harmful? Akdeniz (2004) stated that 

the regulation or governance of harmful content might differ from country to country. The 

criterion on harm depends upon cultural differences. 

Sometimes Webmasters or administrators have failed to control the problematic 

content, considered harmful by the government, and have been charged under Section 15 for 

content posted by other users on websites or discussion board they hosted. In Thailand, 
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Webmaster or moderators can be sentenced to a maximum of five years imprisonment or a THB 

100,000 fine or both according to the provision in Section 15 of Computer-Related Offence Act 

B.E. 2550 (2007) for intermediary liability. 

In March 2009, for instance, Thai police arrested Chiranuch Premchaiporn, the director 

and moderator of the political news site www.prachatai.com, under Section 15 of the Computer 

Crimes Act for allegedly allowing a comment defaming the royal family to remain on the site 

for 20 days (Macan-Markar, 2009; Head, 2009). Observers and critics have noted that            

lèse majesté is frequently used as a ‘political tool to discredit opponents’ (ARTICLE 19, 2005). 

Noticeable consequences are online service providers or OSPs are inevitably induced to control 

such harmful or potentially problematic content as political dissent, political satire, and sensitive 

issues including content that are deemed lèse majesté (defaming the royal family). Especially, 

intermediaries hosted with critical views about the monarchy or politically dissenting viewpoints 

have resorted to self-censorship to avoid prosecution, resulting in overblocking. Such filtering 

flaw both infringes users’ freedom of expression and impedes the business of OSPs in Thailand. 

In accordance with the study by Freedom House (2011), Thailand is at particular risk of 

suffering setbacks related to Internet freedom in 2011 and 2012. The Internet in the country is 

now not free and in significant danger of repression (Figure 2.2).  
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*A green-colored bar represents a status of “Free”, a yellow-colored one, the status of  

“Partly Free”, and a purple-colored one, the status of “Not free”. 

Figure 2.2 Illustration of Freedom of the Net (Freedom House, 2011) 

2.4 Comparative study of Internet censorship in other countries 

As shown in Figure 2.2, this research selected two countries, USA and Germany, from 

“free” Internet status, one country, Malaysia, from “partly free”, and one country, China, from 

“not free” to study their Internet censorship scheme. All four countries including Thailand have 

provisions in their constitutions to ensure that the protection of right to information and freedom 

of expression will be secured. But in practices, some contents and types of opinion on the 

Internet are forbidden. 

2.4.1    USA 

In the United States, expressions against the integrity of other people, nationalities and 

races, as well as the dissemination of any ideology are permitted freely under the constitution. 
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However, there are five main restrictions on Internet content (Sullivan & Gunther, 2001) as 

follows: 

a) Advocacy of illegal content 

b) Obscenity 

c) Hostile audience and fighting words 

d) Defamation and invasion of privacy 

e) Commercial speech 

2.4.2     Germany 

Germany pledges to uphold the rights to freedom of expression and information as 

prescribed in their constitutions. Basically, blocking or censorship of public content is not 

allowed. However, content that is not protected by the constitution and may face legal actions or 

penalties for the dissemination (Suksri et al., 2012) includes: 

a) Pornography 

b) Propagation of German nationalism or Nazism 

c) Humiliation to human dignity 

d) Defamation and contemptuousness of others 

e) Offense against public order 

f) Gambling 

2.4.3     Malaysia 

Although Malaysia has particular laws as The Communications and Multimedia Act of 

1998 – CMA and The Communications and Multimedia Commission Act of 1998 – CMCA to 

control communication and content on the Internet, the state often uses informal intimidation to 

people such as prosecuting Internet users under a number of national security laws. Any content 

that is in conflict with beliefs, faiths and religious rules are prohibited due to the strictness of 

religious beliefs in the country. However, there are guidelines on content called ‘The Content 
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Code’ (Communications and Multimedia Content Forum of Malaysia, 2004) to restrict some 

contents as follows: 

a) Indecent content 

b) Obscene content 

c) Violent content 

d) Menacing content 

e) Bad language 

f) False content 

2.4.4     China 

For country under one-party political system as China, any expressions that are against 

to the government or state security are prohibited. Basically, the content on public media 

including the Internet in China is controlled under the criminal code and state security law 

(Suksri et al., 2012). The content that is prohibited in the media includes: 

a) National security and state secrets content 

b) Defamation and contemptuousness of others 

c) Sale of illegal data from phone intercept and micro-camera video 

2.5 Influences to Intermediary censorship 

2.5.1      Influence from governmental sector 

According to Freedom House (2009), censorship could take place through technical 

filtering, formal or informal government intimidation, requests from private sectors, and judicial 

decisions. Many regimes around the world have made OSPs new choking points for Internet 

control by transferring to them the liability related to content published online, which 

Zuckerman (2009) refers to as “intermediary censorship”. Sniderman (2011) stated that  

France’s government banned the use of the words “Twitter” and “Facebook” on broadcast news 

saying that it constituted unsolicited advertising, while U.K. government has warned British 

soldiers about how they use social media lest that information also end up in enemy hands. 
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2.5.2     Influence from private sector 

Censorship has been outsourced to private companies such as Internet Service Providers 

(ISPs), Online Service Providers (OSPs), cyber-cafes, and mobile phone operators, to censor 

and monitor information and communication technologies (ICTs) (Freedom House, 2009). 

Zuckerman (2009) stated that if the costs exceed the profit margins, which actually are quite 

tight in a highly competitive market, OSPs are likely to sacrifice a handful of customers in 

exchange for avoiding legal review. 

2.5.3     Influence from civil society 

Weckert (2000) stated that there are moral justifications for regulation of the media and 

they should be applied to the Internet as well. In the past, civil society or representatives of   

non-governmental organizations (NGOs) was not involved in the traditional media. However, in 

new media era, civil society organizations were increasingly voicing their concerns about many 

issues to regulate the content on the Internet (Kleinsteuber, 2004). According to Haraszti (2008), 

business and labor, religious and minority organizations, traditional and newly established 

interest groups, and individual members of the public could be main providers of complaints or 

criticism of the media. This complaint mechanism would induce media to preserve editorial 

freedom on what to report and what opinions to express. 

2.5.4     Influence from user 

The involvement of governments, industries, users and citizen action groups is crucial 

for successful regulation (Kleinsteuber, 2004). Kleinsteuber (2004) also stated that users who 

wanted to utilize the Internet in a civilized way could induce self-regulation or self-censorship 

of the Internet by using informal code of conduct, so called Netiquette. An example of influence 

from users to intermediary censorship is family-based filtering, which parents control the 

Internet content for their children. Akdeniz (2004) indicated that Internet users or parents play 

an important role to report illegal and harmful content like child pornography to protect children 

and vulnerable people. 
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2.6 Impact of intermediary censorship 

The impact of intermediary censorship might be more far-reaching than it appears. 

There are a number of impacts that could be summarized in three main areas as follows: 

2.6.1     Impact on usability and online business 

When users feel lack of free speech online or cannot speak out in a certain social media 

service, they would move to another easily and that would diminish the business of the deserted 

OSP. But if an OSP develops a reputation for aggressively defending user rights particularly 

right to free expression, it is likely to attract more users who generate infringement claims 

(Zuckerman, 2009). However, architecture and engineering effort have to be added up with 

some expense to defend user rights and avoid violating the law in the same time. If the costs 

exceed profit margins, which actually are quite tight in a highly competitive market, OSPs are 

likely to sacrifice a handful of customers in exchange for avoiding legal review        

(Zuckerman, 2009). Therefore, an approach to investigate the overblocking in intermediaries 

would be useful to affirm the justification of censorship, which would lead to transparency of 

filtering scheme of OSPs. This transparency advantage would attract more users and reduce the 

costs of defending filtering infrastructure required. 

2.6.2     Impact on freedom of expression 

When intermediaries are liable for the content created others, they will strive to reduce 

their liability risk (Center for Democracy & Technology, 2010). Consequently, they are likely to 

overcompensate, blocking even lawful content. Freedom of expression is thus restricted by the 

chilling effect of intermediaries. So when users feel lack of free speech online or cannot speak 

out in social media, they would move to another easily and that would diminish the business of 

the OSP itself. But if an OSP develops a reputation for aggressively defending user rights, it is 

likely to attract more users who generate infringement claims (Zuckerman, 2009). However, 

infrastructures and engineering effort have to be added up with some expense to defend user 

rights and avoid violating the law in the same time. Intermediary providers are spared the heavy 

costs linked to supervision and filtering – technically difficult to implement, of dubious 



31 
 

 
 

effectiveness and involving significant cost (Council of Europe, 2008; Angelopoulos, 2009).       

If the costs exceed profit margins, which actually are quite tight in a highly competitive market, 

OSPs are likely to sacrifice a handful of customers in exchange for avoiding legal review 

(Zuckerman, 2009). 

2.6.3     Impact on innovation 

Center for Democracy & Technology (2010) stated that intermediary liability could 

create disincentives for innovation in information and communications technologies. Companies 

could less likely to develop new ICT products and services. It also tends to close the market to 

start-ups, which are often unable to afford expensive compliance staffs. Many businesses may 

choose to move to operate in countries where intermediaries are granted broad liability 

protections, resulting in less foreign direct investment in those countries that do not grant such 

protections. In addition, Von Hippel (1988) indicated that the emergence of technologies that 

facilitate information sharing and collaboration could induce user-centered innovation. Since the 

Internet has increased the amount of creative information available to individuals and businesses 

with low cost of accessing such information, intermediary censorship in social media could 

create barriers to information exchange and inhibit potential innovation in several markets. 

Montero and Van Enis (2011) conclude that despite a precise and effective technology 

to filter the content at present, it appears that implementation of a filtering measure difficult to 

reconcile with the right to freedom of expression. They raise the question: how does the filtering 

measure work without infringing freedom of expression. An approach is to investigate the 

overblocking in intermediaries to affirm the criteria in censorship, which would reflect the 

transparency of filtering scheme of OSPs. This transparency advantage would shield the 

intermediary providers from liability actions and reduce cost to undertake supervision and other 

infrastructure of filtering systems. Consequently, it would thus promote freedom of expression, 

attract more users and encourage the boom in information society services. 
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2.7 How to cope with problematic and illegal content on the Internet 

Akdeniz (2004) indicated that the approaches to cope with problematic or harmful 

content are to encourage self-regulatory, content-monitoring schemes, development of rating 

and filtering schemes, and increase awareness of users. He also suggested that there should be a 

partnership or co-operation between government and industry including individual Internet users 

to involve in Internet governance, in other words, co-regulation. The balance of such partnership 

is vital to both protect Internet users from harmful and illegal content, and respect the rights to 

freedom of expression of individual Internet users. 

According to Kleinsteuber (2004) who authors ‘The Internet between regulation and 

governance’, he called co-regulation as regulated self-regulation, where the government does 

not involve. He suggested that regulated self-regulation is the best way for Internet governance, 

while conventional law or regulation should be limited as much as possible. This way all 

relevant stakeholders including representatives of governments, industry, users and citizen 

action groups can be involved. Without this joint involvement, regulation of Internet will never 

be successful. Similarly, Marsden (2004) stated that filtering tools to limit access to harmful and 

illegal content have had only limit success. What is more effective and flexible than censorship 

by government regulation is co-regulation, which involves multiple stakeholders and balances 

between government regulation and pure self-regulation. It is vital to keep balance between each 

actor’s participation to achieve intended regulatory objectives of Internet governance. However, 

self-regulation of stakeholders e.g. ISP, OSP and individual Internet user must be taken into 

account not only because does it play a significant role to deal with illegal and harmful content, 

but also it is likely to be viewed positively in freedom of expression. Marsden (2004) thus 

recommended that an audited self-regulation would be the key to successful Internet regulation, 

instead of censorship or filtering schemes. 

2.8 New Product Development (NPD) Processes 

New product development (NPD) is crucial for innovation generation in any 

organizations. Generally, market pull concept is used as basis for NPD process, which begins 

from exploration of ideas to commercialization. The most popular NPD model proposed by the 

consulting firm Booz, Allen and Hamilton Inc. (Booz et al., 1968) consists of 6 steps as follows: 
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1) Exploration – the search for new product ideas to meet company 

objectives. 

2) Screening – a quick analysis to determine which ideas are pertinent 

and merit a more detailed study. 

3) Business Analysis – the expansion of the idea into a concrete business 

recommendation including product features and a program for the product. 

4) Development – turning the product idea into a ready-made product, 

demonstrable and producible. 

5) Testing – the commercial experiments necessary to verify earlier 

business judgments about the product. 

6) Commercialization – full-scale production and launching of the 

product into the market place. 

In the marketing domain, Kotler (1980) introduces a development process of eight 

steps: 

1) Idea generation 

2) Idea screening 

3) Concept development and testing 

4) Marketing strategy 

5) Business analysis 

6) Product development 

7) Market testing 

8) Commercialization 

This research combines Booz et al.’s and Kotler’s model for the new product 

development model of Innovative Retrieval System (IRS) as follows: 
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1) Exploration of ideas – specifying objective and scope of literature 

review, reviewing literature relating to Internet censorship, intermediary censorship, 

legislation and social media. 

2) Concept development – developing questionnaire, conducting in-depth 

interview, and analyzing and discussing the collected data. 

3) Product development – analyze social media structure and system, 

design product architecture, develop product. 

4) Product testing – test product on social media, review and fix bug in 

product. 

5) Commercialization – test new technology acceptance, analyze 

industry, market and society. 

2.9 Research Framework 

From the literature review, factors of intermediary censorship can be summarized in 

Table 2.5. The research framework is then consequently developed as shown in Figure 2.3. The 

intermediary censorship in Thailand is influenced by several factors, mainly governmental 

sector, private or business sector, civil society and user. The content that is to be censored 

comprises both illegal and problematic content, which is the focus of this research study. It is 

postulated that the impact of excessive censorship by intermediaries, based on harm issue, 

would lead to inconvenience and inefficient of Internet use, lack of diversity of opinions, 

violation of citizen’s rights in public sphere and inhibition of innovation. 

Table 2.5 Literature reviews of factors of intermediary censorship 

  Factors of intermediary censorship Literature reviews 

Influence Governmental sector Freedom House, 2009 

Zuckerman, 2009 

Sniderman, 2011 

 Private sector Freedom House, 2009 

Zuckerman, 2009 
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  Factors of intermediary censorship Literature reviews 

 Civil society Weckert, 2000 

Kleinsteuber, 2004 

Harazti, 2008 

 User Kleinsteuber, 2004 

Akdeniz, 2004 

Impact Usability and online business Zuckerman, 2009 

 Freedom of expression Council of Europe, 2008 

Angelopoulos, 2009 

Zuckerman, 2009 

Center for Democracy & 

Technology, 2010 

 Innovation Von Hippel, 1988 

Center for Democracy & 

Technology, 2010 

Montero and Van Enis, 

2011 
 

 

   

Figure 2.3 Illustration of research framework of intermediary censorship in Thailand 

Governmental Sector 

• Legal action 

  

Private Sector 

• Legal action 

  

Civil Society 

• Public advocacy 

  

Intermediary Censorship 

Political 

Social 

Illegal Problematic 

Impact 

• Inconvenience and 

inefficiency of use 

• Lack of diversity of 

opinions 

• Violation of rights 

and freedom 

• Inhibition of 

innovation 
Security 

User 

 



36 
 

 
 

Illegal and problematic content could be categorized into three groups of context: 

political, social, and security. Illegal content is basically removed under the computer crime law, 

while content that tends to be problematic is removed under the judgment of OSPs. Table 2.6 

shows the categories of content subject to intermediary censorship based on review of related 

research and the Computer-Related Offence Act B.E. 2550 (2007). It might be noticed that    

lèse majesté content is classified under national security group. This is because lèse majesté is 

classified under ‘Offences Relating to the Security of the Kingdom’ in Thailand’s Section 8 of 

the 2007 Constitution indicating as: 

The King shall be enthroned in a position of revered worship and shall not be 

violated. No person shall expose the King to any sort of accusation or action. 

This implies that any person commit an offence to the King would commit an offence to 

the national security as well. 

Hate speech is another issue that is unclear and problematic. Oftentimes, it gets mixed 

up with cyber bullying, of which the meaning is quite similar. However, based on the Additional 

Protocol to the Convention on Cybercrime (2003), hate speech is defined as ‘any written 

material, any image or any other representation of ideas or theories, which advocates, promotes 

or incites hatred, discrimination or violence, against any individual or group of individuals, 

based on race, color, descent or national or ethnic origin, as well as religion if used as a pretext 

for any of these factors’. On the other hand, cyber bullying is more about harm and harassment 

in general issues on the Internet. It is a global concerned issue for parents, whose kids spend a 

lot of their time online these days. In the United States, cyber bullying gets attention from     

U.S. Federal Legislative Responses as the Megan Meier Cyber bullying Prevention Act (2009) 

stating that ‘Youth who create Internet content and use social networking sites are more likely to 

be targets of cyber bullying’. This is why cyber bullying is classified only in social category, 

while hate speech is addressed in all categories. 
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Table 2.6 Content subject to intermediary censorship 

Content Illegal Problematic 

Political - 
• Hate speech 

• Political dissent and satire 

Social 
• Alcohol and drugs 

• Defamation 

• False or forged computer data 

• Gambling 

• Piracy 

• Pornography 

• Privacy 

• Absurdity or nonsensical issue2 

• Commercial use 

• Conflict 

• Cyber bullying 

• Dating 

• Free expression and media freedom 

• Hate speech 

Social 
• Prostitution • Human rights 

• Minority faiths, rights and ethnic 

• Misuse 

• Public and health issues 

• Sensitive or controversial history 

• Sex education and family planning 

• Sex orientation / Gender Identity 

Security National security 

Lèse majesté 

Religious commentary and 

criticism 

Terrorism and separatism 

Foreign relations and military 

Hate speech 

Militants and extremists 

Source: Based on review of related research and the Computer-Related Offence Act B.E. 2550 

(2007) 

  

                                                           

2 Absurdity or nonsensical issue is the content that has no meaning, makes no sense or does not 

convey any coherent meaning among context. 
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CHAPTER III 

RESEARCH METHODOLOGY 

The research aims to explore and collect data to investigate existing problem and public 

perception about intermediary censorship in Thailand, while exploring plausible requirement for 

a tangible Censorship Index. Such data includes types of removed content in online social 

media, criteria of censorship in online social media, impact of censorship to users and OSPs, and 

requirement for a tangible Censorship Index. 

3.1 Research methodology 

 This research comprises several methods and steps in accordance with conceptual 

framework. The research methodology is shown in Figure 3.1. 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Illustration of research methodology 
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1) Exploration of ideas 

 Exploration includes specifying objective and scope of literature review, reviewing 

literature relating to Internet censorship, intermediary censorship, legislation and social media. 

2) Concept development 

 Concept development includes developing questionnaire, conducting in-depth 

interview, and analyzing and discussing the collected data. 

3) Product Development 

     All data collected from empirical research are analyzed to design and develop the 

product, IRS. This research also focuses on online discussion forum, Pantip.com, which is built 

up with distinct architecture and system. Then IRS architecture is developed to be compatible 

with the Pantip.com. 

4) Product Testing 

  Prototyped IRS is tested on Pantip.com to adjust efficiency and fix bugs. All 

required data are also collected from the website to be analyzed in this research. 

5) Commercialization 

 IRS is reviewed by experts and lead users according to Technology Acceptance 

Model (TAM). Several aspects such as industry, market and society are also analyzed to 

estimate the acceptance of the product. 

3.2 Concept development 

The concept development comprises both quantitative and qualitative research to find 

out several factors concerning censorship in social media, and to build a database for innovation 

development. Quantitative research used questionnaire to survey Pantip.com user’s opinion 

while qualitative research used in-depth interview with four major stakeholders influencing 

social media censorship: governmental agencies, private or business units, civil society groups, 

and online service providers. 
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3.2.1     Questionnaire-based survey 

Questionnaire is used to gather data from Pantip.com users to identify censorship 

situation, impact of users, social media accountability, and requirement for a tangible 

Censorship Index. Since total number of Pantip.com users is more than 600,000 unique IPs per 

day, the sample size for questionnaire survey can be calculated by Taro Yamane’s formula 

(1967) at 5% allowable error. 

𝑛 =
𝑁

1 + 𝑁𝑒2
=

600,000
1 + 600,000(0.05)2 ≈ 400 

3.2.2     Questionnaire design 

Questionnaire is separated into 4 sections: 

a) Personal data 

b) Social media use 

c) Censorship in social media 

d) Monitoring system for censorship index in social media 

Section 1, 2 and 4 of questionnaire are questions and answer choices. Section 3 is 

established as a 5-point Likert scale where 1 is strongly disagree, 2 is disagree, 3 neither agree 

nor disagree, 4 is agree, and 5 is strongly agree. Then the questionnaire is tested by media 

experts for reliability and validity. Questionnaire is shown in Appendix A. 

3.2.3     Data collection and analysis 

Questionnaire is sent out for 450 units and 200 units are successfully completed and 

returned with 44.4% response rate. The collected data are then analyzed by descriptive statistics 

to find out the demographic of Pantip.com users, types of content removed from Pantip.com, 

impact of censorship, and requirement for monitoring system for censorship index. 

3.2.4      In-depth interview 

In-depth interview is used to collect such preliminary information as opinions and 

experiences regarding intermediary censorship in social media. Eighteen organizations in social 

media and Internet industry are selected from four different groups including governmental 

sector, private or business sector, social organization, and OSP as follows: 
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a) Governmental agencies: IT Crime Prevention and Suppression Bureau MICT, 

Department of Special Investigation (DSI), Electronic Transactions Development Agency 

(ETDA), The National Human Rights Commission of Thailand (NHRC), The National 

Broadcasting, and Telecommunication Commission (NBTC) 

b) Private or business units: True, CS Loxinfo, and CAT Telecom 

c) Civil society groups: iLaw, Thai Netizen, Siam Intelligence Unit (SIU), and 

Thai Webmaster Association 

d) OSPs: Pantip.com, Dek-D.com, Google (Thailand), Manager.co.th, and 

Prachatai.com 

The semi-structured interviews are conducted by face-to-face interviewing with open-

ended questions to collect information from governmental sector, private sector, social 

organization, and OSP. Analysis of qualitative data is undertaken in two ways. First exploratory 

data is analyzed to provide an indication of the website detail. Secondly, for the purposes of 

generating an understanding of intermediary censorship, qualitative data collected during in-

depth interview is inductively analyzed, which involved the reading and re-reading of transcripts 

and field notes, the search for similar emergent themes and the use of codes to bring order, 

structure and meaning to raw data (Shaw, 1999). These emerging themes are allocated to 

appropriate research questions and thus to their respective components of the research 

framework. In addition, secondary data and the literature are used to compared and contrasted to 

analyze the result of this research. 

3.3 Product Development 

After the analysis of the data from exploratory research, Innovative Retrieval System 

(IRS) model is developed to investigate intermediary censorship in social media, pattern of 

censorship and impact of censorship to business and users. It is expected to promote users’ 

freedom of expression and transparency in emerging technology of social media and to assist the 

censorship practices of OSPs by exposing the Censorship Index and criteria used in content 

censorship by online intermediaries. The components of IRS are: 
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a) Gathering Module – is used to monitor and gather content in social media. 

b) Content Analyzer – is a centralized component that receives data from the 

gathering module and analyzed them. 

c) Visualizing Module – is a program that provides interface for users to visualize the 

information. 

3.4 Product Testing 

A multi-step, multi-method design is used to investigate the removed content on 

Pantip.com and to analyze types or context, frequency, and influence of censorship. Table 3.1 

summarizes the research procedure, along with the methods and research questions associated 

with each step in the study. 

A semi-structured, in-depth interview was conducted with Wanchat Padungrat – 

managing director – in July 20, 2011 and Worapoj Hirunpraditkul – Webmaster in August 30, 

2012. In order to best achieve the aim of answering the research questions relating to 

intermediary censorship, it was important to use the research framework as a guide to data 

collection. Thus, interview questions were broadly related to the framework. Questions were 

open-ended giving interviewee the opportunity to develop his answers and to provide narratives 

as broad as he deemed appropriate. 

Table 3.1 A multi-step, multi-method process to investigate censorship in Pantip.com 

Step Research Questions Methods 

1 - What are the criteria of censorship in online social 

media? 

In-depth interview 

2 - What types of content are filtered by intermediaries? IRS and Content analysis 

  - Does overblocking happen in online social media in 

Thailand? 

 

IRS was used to collect content removed from forums in PantipCafe, which is the most 

popular feature in Pantip.com. The collection time frame was four days from May 25-28, 2012. 

Frequency of data collection was every five minutes. Targets of data collection were sampled 

from four discussion forums in PantipCafe: Chalermthai, Ratchadamnoen, Siamsquare and    
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Toh Khao. These forums were selected based on diversity of content. Chalermthai contains 

entertainment content. Ratchadamnoen contains political content. Siamsquare contains teenager 

content. Toh Khao contains news or current issues content. 

3.5 Commercialization 

The verification of the quality of the IRS model is done by validity and reliability check 

by four experts and lead users. The accepted value of validity and reliability should be more 

than 70%. Data of intermediary censorship in social media will be collected through testing of 

IRS with three main variables: 

a) Types of content removed 

b) Pattern of censorship 

c) Overblocking rate 

In-depth interview is used to collect data regarding technology acceptance of user. 

Technology acceptance model (TAM) will be conducted in this stage. This model, proposed by 

Davis (1989) as shown in Figure 3.2, is mainly used to study the acceptance coming from 

human behaviors. 

 

 

 

 

 

Figure 3.2 Illustration of Technology Acceptance Model (TAM) (Davis, 1989) 
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CHAPTER IV 

EMPIRICAL RESEARCH IN INTERMEDIARY CENSORSHIP 

This survey comprises both quantitative and qualitative research to find out several 

factors concerning censorship in social media, and to build a database for innovation 

development. Quantitative research used questionnaire to survey Pantip.com user’s opinion 

while qualitative research used in-depth interview with four major stakeholders influencing 

social media censorship: governmental agencies, private or business units, civil society groups, 

and online service providers. 

4.1 Quantitative research 

Four hundred and fifty questionnaires were used to collect Pantip.com user’s opinion. 

The response rate was 44.4% or 200 questionnaires. The results can be categorized as follows: 

1) Background of Pantip.com users 

 Most users have been using Pantip.com for 3-4 years. They use the web board 2-3 

times a week with a couple hours a day as shown in Table 4.1. 

Table 4.1 Background of Pantip.com users 

Aspect Result Percentage (%) 

Period of use 3-4 years 31.5 

Frequency of use 2-3 times a week 61.2 

Time of use 1-2 hours a day 49 

2) Forum use 

 Top three forums used by most users in Pantip.com are Chalermthai, Siamsquare, 

and Toh Khao as shown in Table 4.2. 
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                                    Table 4.2 Forum used by most users 

Forum Percentage (%) 

Chalermthai 21.3 

Siamsquare 15.4 

Toh Khao 10.9 

Others 52.4 

1) Membership of Pantip.com users 

 Most users in Pantip.com are registered member (67%). Most of them (88.8%) used 

national ID number to get the membership before accessing the website. 

2) Types of comment in Pantip.com 

 Users in Pantip.com made comments in four main types of content comprising 

product or service, third person related, social or public issue, and politics as shown in Table 

4.3. 

                                     Table 4.3 Types of comment 

Types of comment Percentage (%) 

Product or service 41.8 

Persona 23.1 

Social or public issue 12.2 

Politics 6.1 

Others 16.8 

3) Content removed by administrator 

 The result as shown in Table 4.4 indicated that, in the perspective of most users in 

Pantip.com, top three types of content that is likely to be removed are lèse majesté, political 

dissent, and cyber bullying. 
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                   Table 4.4 Content removed by administrator 

Types of content removed Percentage (%) 

Lèse majesté 58.1 

Cyber bullying 22.8 

Political dessent 17.3 

Others 1.8 

1) Criteria of censorship 

 From the point of view of Pantip.com users, the top three criteria of censorship 

managed by administrator are based on computer crime law, website policy, and 

administrator’s judgment as shown in Table 4.5. 

         Table 4.5 Criteria of censorship 

Criteria Percentage (%) 

Computer crime law 39.4 

Website policy 31.5 

Judgment of Administrator 17.7 

Others 11.4 

2) Perspective of users on censorship in social media 

 Pantip.com users’ perspective on censorship in social media is as following in      

Table 4.6. 

Table 4.6 Users’ perspective on censorship in social media 

Censorship in social media Level of opinion Percentage (%) Mean 

Webboard is a public space to 

exchange opinion freely. Thus there 

should not be censorship at all. 

Disagree 37 2.76 
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Censorship in social media Level of opinion Percentage (%) Mean 

Censorship in social media infringes 

people’s rights to know. 

Disagree 38.5 2.80 

Online service provider is not content 

creator but only a conduit of data 

providing space for opinion exchange. 

It should not be liable for content 

disseminated. 

Disagree 32  

2.90 

Online service provider is a gatekeeper 

responsible for all content posted in 

the system. It should screen the content 

before dissemination. 

Agree 49 3.90 

Webboard is a public space for content 

exchange and freedom. Thus users 

should have rights to participate in 

screening and filtering, and to flag the 

illegal or problematic content. 

Agree 43.5 3.96 

Table 4.6 shows that users do not agree that there should not be censorship at all. This 

implies that social media like web board is not a public space to exchange opinion freely. Most 

users also do not agree that censorship in social media infringes people’s rights to know. 

Moreover, they think that OSP should not be free of liability for the content posted on its 

service. On the other hand, most users agree that online service provider should screen the 

content before disseminate as a gatekeeper of traditional media. And most users would like to 

participate in content screening and filtering procedure. 

3) Users’ opinions on censorship investigating system 

 Users’ opinions on censorship investigating system are shown in Table 4.7. 
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Table 4.7 Users’ opinion on censorship investigating system 

Opinion Yes (%) No (%) 

Censorship in social media should be transparent and 

disclosed for public investigation. 

69.5 30.5 

Social media should publicize its policy on censorship. 93 7 

Social media should be rated based on its censorship level. 71.5 28.5 

You would be interested in using censorship investigating 

system for rating social media 

68.5 31.5 

Also, the users’ opinion showed that rating on censorship level in social media should 

express several indicators, particularly on criteria of censorship, types of content removed, 

characteristics of content removed, and level of censorship, as shown in Table 4.8. 

     Table 4.8 Indicators of censorship rating in social media 

Outputs Yes (%) No (%) 

Criteria of censorship 66.5 33.5 

Types of content removed 64 36 

Characteristics of content removed 57 43 

Level of censorship 41.5 58.5 

4.2 Qualitative research 

In-depth interview was used to assess the opinions and attitudes towards online 

intermediary censorship of four groups of stakeholders who mainly influence censorship in 

social media. These stakeholders comprise governmental sector, private or business sector, civil 

society, and online service provider (OSP) as follows: 

1) Governmental agencies: IT Crime Prevention and Suppression Bureau MICT, 

Department of Special Investigation (DSI), Electronic Transactions Development Agency 
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(ETDA), The National Human Rights Commission of Thailand (NHRC), The National 

Broadcasting, and Telecommunication Commission (NBTC) 

2) Private or business units: True, CS Loxinfo, and CAT Telecom 

3) Civil society groups: iLaw, Thai Netizen, Siam Intelligence Unit (SIU), and Thai 

Webmaster Association 

4) OSPs: Pantip.com, Dek-D.com, Google (Thailand), Manager.co.th, and 

Prachatai.com 

There were three main issues in this study to acquire from these stakeholders: 1) policy 

and criteria of censorship in social media, 2) impact of censorship, and 3) mitigation of impact 

of censorship 

4.2.1    Policy and criteria of censorship in social media 

a) Governmental agencies 

All governmental agencies agreed that policy and procedure of censorship is 

basically in accord with the criteria of Computer-related Crime Act 2007, which principally 

protect the dissemination of computer data that cause damage or harmful to national security or 

the public, for example pornography, gambling, terrorism, and lèse majesté. Not only policy and 

criteria have been publicized to all Internet users but also has website administrator been 

designated to monitor the illegal and harmful content to ensure the compliance with the law. 

Some of governmental agencies would have more authority and responsibility to protect Internet 

user’ security i.e. ThaiCERT (Thailand Computer Emergency Responses Team), regulated by 

ETDA (Electronic Transactions Development Agency), has to handle the computer security 

incidents especially financial fraud and false content. An officer from IT Crime Prevention and 

Suppression Bureau MICT who was the interviewee stated that website administrator has to be 

responsible for the content according to the Computer-related Crime Act 2007. 

“You can’t say that you don’t know the law or policy. As long as you 

work in this industry, you have to comply with the rules. Someone 

would like to say that the law infringes users’ freedom of expression. 

But you know what? The law has been enacted by members of the  
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House of Representative, which were elected by citizen in democratic 

society. This means most people agree with the law. ” 

b) Private or business units 

ISPs agreed that content suppression and blocking access are not their 

responsibility. They think they are only the conduit of computer data unless it is the 

governmental or court order to manage or remove such data. Yet, they feel adamant to block 

websites when a court order is issued to them. Formerly, ISPs might have been able to refuse to 

store data with the claim that it was the private information of their clients, but the provision in 

Section 26 of Computer-related Crime Act 2007 makes it imperative for ISPs to store computer 

traffic data for at least 90 days from the date on which the data is input into a computer system, 

and any breach of this obligation may result in a punishable offence. An interviewee from True 

insisted that ISPs could not monitor the content in their system. Their service is only to provide 

data communication for customers with privacy. 

“We have nothing to do with it. We are only the conduit of computer 

data. When customers come to us, they want to be ensured that their 

data are safe under our privacy policy. However, if there is a court 

order asking for suspected data in our system, we would go and look 

into it case by case.” 

c) Civil society groups 

Most of interviewees indicated that Thailand should not have an explicit 

censorship policy and law on social media or Internet. An officer from iLaw stated that existing 

law and legal provisions about defamation or national security in Penal Code should be enough 

to manage the content in the Internet.  

“Who’s gonna tell what content should or should not be on the 

Internet? I think people should learn by themselves to deal with both 

good and bad content. And we have enough law to manage those sorts 

of content, for example defamation provision in Penal code.” 
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However, if there should be the censorship law, it should be administered in 

different level depending on some criteria e.g. place, person, or time. For instance, pornography 

should be censored for children while it should not be censored for adult. School, workplace, 

and home should not access the Internet at the same level. Interviewee like an officer from 

ThaiNetizen claimed that this different level of censorship could be called website rating or 

ranking, which is to filter user for data access. 

“Rating could be used instead of censorship. It would designate who 

can watch, listen, or access what content depending on different 

criteria such as age or place. Anyway, who should responsible for 

setting the criteria? If we all accept that there should be someone who 

is responsible for this job, we would not be able to learn and grow up. 

People would lack the ability to screen quality of content by 

themselves.” 

d) OSPs 

Most of the studied OSPs have similar policy on censorship, which is based on 

relevant law, for example, Computer-related Crime Act 2007 and Penal Code. This policy is 

posted on the web policy page to inform user on what content is not allowed to disseminate on 

the website. Basically, content like cyber bullying, hate speech, pornography, gambling, and 

lèse majesté are not allowed in all websites. However, the interviewees accepted that practically 

filtering or censorship in website is almost not possible because of a great deal of data and 

content. To monitor in every page of website is costly and time consuming. Most websites thus 

utilize flagging system3, allowing user to flag the harmful and illegal content so website 

administrator could follow with the execution. However, each website could run different or 

additional criteria depending on its characteristics or target group. For example, Dek-D.com is a 

website for teenager under 15 years old. Its policy on censorship is thus clear, straightforward, 

                                                           
3 Flagging system is a service that Web 2.0 allowing user to flag a thread or comment 

by clicking its flag icon or link to tell a site moderator that a comment requires moderator 

attention.  
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and stringent. Content like flirting, gambling, and pornography is absolutely not allowed on the 

website. Pantip.com also has different criteria and policy on censorship. Commercial use, 

besides cyber bullying, hate speech, pornography, gambling, and lèse majesté, are not allowed 

on the website. One of the most well-known filtering schemes of Pantip.com is the “one ID one 

account” policy, which is the process requiring 13-digit national ID number or passport ID 

number for subscription. This policy aims to force users to be responsible for their threads or 

comments in the webboard. If users post illegal or content un-allowed by the website policy, 

they would be banned and could not re-subscribe ever. On the other hand, foreign website like 

Google.com has only basic criteria on censorship based on Computer-related Crime Act 2007 

and Penal Code, without any additional criteria or limitation on access to information. 

“Basically, Google does not censor as you know we believe in 

freedom of expression. However, this concept depends on where we 

reside. China, Thailand, or the United States have different rules of 

law, so at least we have to comply with it. Other than that, we are 

free.” 

4.2.2    Impact of censorship 

a) Governmental agencies 

Most governmental agencies stated that although censorship affects the Internet 

users in some ways but it is a mechanism to keep order of society and the safely use of the 

Internet. Since illegal content comprises such materials as pornography, prostitution, terrorism, 

human trafficking, and piracy, which are quickly disseminated online, they should be removed 

to protect or mitigate the impact to users. However, the NHRC (National Human Rights 

Commission) indicated that censorship, on the other hand, infringes the freedom of expression 

and the right to know of the public. For instance, conservative society might control such 

content as religious or sexual education, which excessively dominates the freedom and attitude 

of citizen.  

“Political content is not allowed to mention in some parts or 

programs in Thai media. Some websites will censor political dissent 
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because it would ruin the atmosphere of the sites.  Censorship would 

then inhibit people’s capacity to learn the diversity of idea and 

opinion in their society. People won’t be able to learn how to accept 

other’s view and will be lack of vision and awareness in different 

attitude.” 

In addition, officer from NHRC stated that interpretation of many sections of 

the law gives the authorities broad latitude to use their own discretion. Some clauses can be 

subject to various interpretations, which might lead to false censorship. 

b) Private or business units 

Although ISPs agreed that they are only a conduit of computer data but it is 

clear that Section 15 penalizes ISPs for ‘intentionally supporting or consenting to’ the 

dissemination of offensive messages under Section 14 and exposes them to the penalties as 

those posting offensive information. The definition of intentional support or consent in Section 

15 is unclear, which has led to problems for ISPs. For example, filtering infrastructure, 

personnel, and financial investment have to be provided to monitor traffic on the Internet. 

However, to monitor traffic of content on the Internet is almost not possible due to a great 

number of content, and so lead to risk of penalization of ISPs. Moreover, there are no clear 

guidelines between the MICT and all ISPs as to how to communicate with users the reasons for 

the blocking. Inconsistent legal enforcement is also an issue, with some ISPs receiving orders to 

block certain websites, but others not, and so clients of the former complain. 

c) Civil society groups 

All organizations agreed that two major impacts of censorship are impact to 

freedom of expression and impact to the right to information. Moreover, legal enforcement to 

censorship leaves burden to both ISPs and OSPs to invest more infrastructure and personnel to 

monitor traffic on the Internet. All informants stated that despite a large amount of budget 

invested, it is not possible to monitor or block all illegal or problematic websites because there 

are new websites created all the time. Meanwhile a staff from ThaiNetizen indicated that 

censorship would affect citizens’ capacity for learning, maturity, creativity, and diversity of 
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idea, which are the raw material of innovation. If Thai societies are ruled by censorship, 

knowledgeable environment and innovation are hard to occur. Moreover, officer from SIU 

stated that censorship also affects the image of the nation. According to ranking of Freedom of 

the Net by Freedom House, Thailand has very low ranking, which would impact the economy of 

the country as investors are not assured of the censorship policy, and so would affect the 

industry. For instance, the case of Youtube blocking during coup d’ etat in 2006, the whole 

website was blocked due to some illegal content in some web pages, which impact all users 

without notices.  

However, a staff from Thai Webmaster Association stated that although 

censorship would impact users’ freedom of expression, users have to learn somehow that Web 

2.0 administered by OSPs is not a totally public space. 

“Users have to be aware that website is actually a private business 

and has ‘term of use’ for users to learn beforehand. It is not a public 

space where you have 100% freedom. Just like a house, every website 

has rules. If users break the rules, they have to be moved out.” 

d) OSPs 

Most OSPs had identified three major impacts of censorship. 

1) OSPs face high expenditure on automatic and manual content filtering 

system, human resource, and 90-day computer traffic data storing system in accordance with 

computer law. 

2) Censorship is inconsistent, with different OSPs blocking different 

information due to different interpretations of the provisions of the computer law, which are 

generally vague. For example, the computer law is unclear on amount of time specific and 

procedure of taking down the illegal content. 

3) OSPs are fear of heavy penalty under the provision for intermediary 

liability. When users feel lack of free speech online due to stringent censorship, they would 

move to another website easily and that would diminish the business of the deserted OSPs. 
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A staff from Prachathai.com stated that computer law is the cause of several 

problems and has to be amended as soon as possible. 

“Actually, aim of computer law is to suppress computer crime in 

computer system such as hacking email or piracy on the Internet. But, 

instead, the law is used to execute false content in computer system. 

This is quite confusing because there is a specific law for that already 

for example defamation law in Penal Code. So it turns out that same 

guilty comes with different penalty from different law. Where is the 

standard?” 

“Also, provision in Section 15 for intermediary liability in computer 

law truly inhibit the business of operator. It will ruin the interactive 

sphere of Web 2.0 because OSPs are fear of the penalty and choose to 

self-censor instead. Innovation would not occur. Foreign investment 

would be lost. Local operators would choose to locate their servers 

outside the country, so we have more expenditure in overall.” 

4.2.3     Mitigation of impact of censorship 

a) Governmental agencies 

An officer from DSI (Department of Special Investigation) admitted that today 

illegal and problematic content disseminated on the Internet is managed under unclear 

procedure. There is no guideline in computer law indicating which content is either problematic 

or illegal. This situation makes ISPs and OSPs use their own judgment to control such content. 

Most informants stated that guideline, standard, or agreements of censorship procedure are 

critical to mitigate the impact to online intermediaries and users. Also, content self-regulation 

among online intermediaries and users should be promoted to achieve comprehensive content 

monitoring. Moreover, disclosure of online censorship practice would be another means of 

mitigation to users, as it would increase accountability and transparency of social media to 

users, which would contribute to users’ informed judgment in use selection of social media 

websites. 
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b) Private or business units 

As mentioned earlier, all ISPs interviewed indicated that they are only the 

conduit of computer data. It would not be possible to monitor or filter all illegal content 

flawlessly. Also, disclosure of censorship practice in social media would not be able to solve or 

mitigate any impact of censorship. 

c) Civil society groups 

Most of civil organizations agreed that it is hard to regulate or control the 

content on the Internet due to the great deal of content. Therefore, censorship should be 

practiced differently in each level of use. For example, censorship in home, school, and 

workplace should be administered differently, whereas use in national level should not be 

censored at all. Interviewees insisted that it is users’ freedom and judgment to access data on the 

Internet, as it is the world trend. If Thai policy or law is opposed to this trend, it is hard for 

society to comply with as well. Moreover, ISPs and OSPs should administer self-regulation and 

promote users to criticize or review openly instead of censorship. This way would create 

knowledge-based society. Also, mitigation of the impact of censorship is to disclose the 

censorship practice in social media. Disclosure of what and how content is removed would lead 

to transparency of service providers. It is also safe for users as they could decide on what 

content should be disseminated to avoid censorship or lawsuit. 

d) OSPs 

Most of OSPs agreed that computer crime law should be improved to establish 

clear procedure to manage illegal and problematic content. Law enforcement must also be 

practiced straightforwardly and more systematic to eliminate confusing management of service 

providers, which leads to self-censorship as to avoid violating the law. Moreover, heavy penalty 

of computer crime law exposes higher risk to business growth of OSPs and deter foreign 

investment in this industry. A staff from Prachathai.com also stated that disclosure of censorship 

in social media would benefit both users and OSPs. Users could use website safely under 

informed judgment whereas OSPs would create accountability and transparency through 

reported self-monitoring. 
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“As nature of social media needs community participation, censorship 

rating or index should get users involved to reflect self-regulation 

practices. However, this index would succeed only when government 

is not involved.” 

4.3 Discussion 

According to the survey, it is apparent that users have usually found censorship in 

Pantip.com. They admit that website administrator does his job in accordance with computer 

crime law and website policy. Most users also realize that Pantip.com as online service provider 

is a gatekeeper responsible for all content posted in the system. It should screen the content 

before dissemination. However, users think that web board is a public space for content 

exchange and freedom. Thus they should have rights to participate in screening and filtering, 

and to flag the illegal or problematic content. Moreover, users require the transparency on 

criteria of censorship rather than removing content without notice as currently practiced. 

Therefore, if there will be a system to show what types of content removed, what criteria the 

censorship based on, and the level of the censorship in website, they would be interested in 

using it. 

On the other hand, all governmental agencies certainly think that censorship is crucial 

to control the illegal and harmful content on the website especially the social media, which is 

more powerful in data dissemination. Their censorship policies are basically shaped by 

computer crime law. Some agencies have more stringent policy and requirement than what 

required by the law. Consequently, they shape all other stakeholders’ censorship policy 

inevitably. For example, ISPs stated that they usually do not have policy to remove content on 

their traffic data unless there is a court order or governmental intimidation requiring them to do 

so. OSPs are also a stakeholder whose policies are shaped by computer crime law. Although, 

they think it is not possible to monitor all content on the website, they still have to find 

procedure to do so. 

However, civil societies are another issue. This stakeholder indicated that censorship is 

necessary only for some content that harm people e.g. pornography, gambling, terrorism, or 

other illegal issues as accepted internationally. Other than that such as political, gender, or 

ethnic content should not be censored at all. For example, political dissent is an issue that 
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citizens have to learn to accept others’ political view. When people admit different view of other 

people or diversity of idea, society will mature. 
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CHAPTER V 

 PRODUCT DEVELOPMENT  

5.1 Model of Innovative Retrieval System (IRS) 

According to research framework mentioned earlier, self-censorship of intermediary in 

Thailand has not been studied in term of filtering scheme, impact of the business and users, and 

pattern of censorship in social media. It is not possible to monitor the self-censorship without a 

special tool that can monitor missing threads4 or comments5 all the time. Therefore, an 

Innovative Retrieval System (IRS) model is introduced to investigate this study gap expected to 

promote users’ freedom of expression and transparency in emerging technology of social media 

and to assist the censorship practices of OSPs by exposing the censorship index and criteria used 

in content censorship by online intermediaries. The model of IRS is shown in Figure 5.1. 

5.1.1     Component and process of IRS 

a) Gathering module 

A web crawler or a spider periodically collects data from target websites every 

five minutes and store the retrieved content in content database. The gathering process can be 

automated or designated as frequently as possible. 

b) Analyzing module 

The collected data from content database is transferred to the time frame 

analyzer. In the time frame analyzer, the content is compared to the content collected previously 

to identify the missing data using standard shortest edit distance method. In this study, the 

missing content is assumed to be removed by censorship policy of the website owner so it is 

retrieved and classified by human based on context of censorship i.e. political, social, or national 

security. It is also compared against computer law to detect the overblocking. All data are thus 

                                                           
4Thread is a group of messages or comments posted by users sharing a common subject 

or theme. 
5Comment is a message that user posts on any thread in online discussion forum. 
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analyzed further on statistics of censorship and content filtering pattern that appear in a certain 

social media. 

 

 

 

 

 

 

 

 

Figure5.1 Illustration of framework of Innovative Retrieval System (IRS) 

 

a) Visualizing module 

Finally the analyzed data will be reported as ‘intermediary censorship scheme’, 

which would be a baseline for censorship index, in the visualizing module. The result includes 

criteria of censorship, filtered content classification and overblocking. The censorship criteria of 

social media are also determined to reveal factors that may shape censorship pattern such as 

politics, society, and chilling effect. 

5.1.2     Opportunities and Challenges 

The opportunity of IRS is to mitigate impacts occurred in social media industry by 

investigating the types of content that are filtered and criteria used. Also, the extent to which 

content and classification are blocked will be identified. By so doing, a more transparent 

filtering system can be rendered, hence empowering users to ensure intermediaries’ 

accountability to them. However, the big challenge of IRS is law, both computer crime law and 

defamation law, which are criminal offences. Imprisonment with heavy penalty is more 

threatening to freedom of expression than monetary damages. This causes chilling effect, which 
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is the main threat used to silence any person making comment in good faith on matters of public 

interest. As long as the rules are not revised, IRS could not benefit much to people and 

businesses even though it would help justify the censorship in social media. 

5.2 IRS System and Design 

Prototype of IRS system and design interface is shown in Appendix B. The system is 

initially built under Microsoft Windows software. It includes: 

a) System of IRS 

The structure of IRS includes four main parts: Specification, Extraction, Computation, 

and Presentation as shown in Figure 5.2. 

 

 

 

Figure 5.2 Illustration of structure of IRS 

 

b) Specification 

User has to select location for saving data, select forum for extraction, and specify 

number of topic to extract and time interval of extraction in minute as shown in Figure 5.3. In 

this case, specify 100 topics to extract in every 5 minutes. 

 

 

 

Figure 5.3 Illustration of Specification of IRS 
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a) Begin extraction and the boxes on the right hand side will display forums being 

extracted as shown in Figure 5.4. Extraction could be stopped by selecting required 

forum and click ‘stop extract’. The stop sign would be presented in status box. 

 

 

 

 

Figure 5.4 Illustration of Extraction of IRS 

 

b) To analyze the collected data, select menu tab ‘Compute section’ and there are two 

options to select data to analyze. First, select the extracted forum on the right hand side and click 

‘Begin compute’ as shown in Figure 5.5. Second, click ‘Choose the save location’ to select 

extracted forum in folders and click ‘Begin compute’. When the analysis has finished, the status 

box on the right hand side would displayed ‘Compute finished’. 

 

 

 

 

 

Figure 5.5 Illustration of Computation of IRS 
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c) The result of analyzed data would be shown in excel file. It contains several aspects 

including date and time of data collection, identification numbers and topics of removed threads 

and comments, content of removed threads and comments, log-in name, and attached files as 

shown in Figure 5.6. 

 

 

 

Figure 5.6 Illustration of Presentation of IRS 

 

5.3 Technology, Innovation and Management (TIM) of IRS 

5.3.1  Emerging Technology of IRS 

Frequently, the new technology may draw on several underlying families of 

technologies that fuse together in the new application domain (Yoffie, 1997). IRS is developed 

by the convergence of existing technologies and is expected to offer a new form of service. It 

embraces technologies and knowledge in computer engineering, statistics and Internet domain, 

and applies to the media domain, which is a new environment that has an abundance of 

resources and values supported by users in the new domain. The application of emerging 

technology in a new domain would cause the destruction of the incumbent technology or 

produce discontinuous “creative destruction” across several industries (Christensen, 1997). 

However, emerging technology is highly volatile and hard to predict the viable marketing 

strategies and profitable business models (Srinivasan, 2008). Its application is thus limited and 

the commercial value is not apparent. 

5.3.2   Social Innovation of IRS 

Serrat (2010) stated that social media is the integration of technology with social 

interaction to create value. It rests on such Internet tools as blogging services, social networking 

services and online discussion forums that enable shared community experiences through 

multidirectional conversations that create, organize, edit, combine, and share content. These 
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interactive activities of users in Internet domain could create innovation as mentioned by Von 

Hippel (1988) indicating that the emergence of technologies that facilitate information sharing 

and collaboration could induce user-centered innovation. The locus of innovation moving from 

within the firm to users or individuals of products and services is called the democratization of 

innovation (Von Hippel, 2006). With continuously improving quality of computer software and 

hardware combined with improved access to easy-to-use tools and components of innovation 

has fueled the growing role of customers in the innovation process (Srinivasan, 2008). It is thus 

important to make social media freely to use, share, and available to others could contribute to 

innovation for the public as well. However, rules and regulations about censorship in social 

media have sometimes gotten out of balance, overblocking freedom of expression, stifling 

innovation and retarding growth. 

IRS aims to solve this imbalance of censorship in social media, which would likely 

contribute to improvement in citizen’s freedom of expression and right to know. This public 

goal of IRS would be considered as social innovation, which is a new model that simultaneously 

meets social needs and create new social relationships or collaborations (Murray, Caulier-Grice 

and Mulgan, 2010). Social innovation could be implied as a new idea that has potential to 

improve either the quality or the quantity of life (Pol and Ville, 2009). Mulgan et al. (2007) also 

assert that social innovations become more important precisely in the areas where commercial 

and existing public sector organizations have failed. In this perspective the things they evidence 

include: an information and news portal based on the Web 2.0 created by Internet users in South 

Korea; an Internet forum Australia established for youths to combat depression and a social 

company in London that produces a magazine commercially run by the homeless. Most of the 

social innovations evidenced distinguish themselves by virtue of their orientation towards social 

goals and needs and that they have also succeeded in establishing themselves commercially. 

However, the term “social” is really used in the sense of a concept aimed at the public 

good. The Centre for Social Innovation (2008) has stated that social innovation refers to new 

ideas that resolve existing social, cultural, economic and environmental challenges for the 

benefit of people and planet. Therefore, the individual or private benefit is not a primary goal. 

Howaldt and Schwarz (2010) stated that social innovation should not be judged on the basis of 

economic criteria and its benefit could be intangible. The ultimate end of social innovation is to 

help create better futures (Pol and Ville, 2009). Therefore, IRS is basically a social innovation, 
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which is expected to resolve the social challenges for the benefit of social media users. It is 

actually not driven by the profit motive. However, some business models could be bundled up to 

make IRS more valuable in the economic perspective. 

5.3.3  Service Provider of IRS 

Not only can the combination of technologies and knowledge in current application 

domain create new knowledge domain, but also it can open entirely new markets and might 

destroy current business models and markets (Srinivasan, 2008). IRS offers an application of 

service business model, which provide comprehensive information about censorship for users 

and firms using social media for their businesses. There is no such service provider on 

censorship information in social media, which is globally a growing market opportunity. IRS is 

thus a sole easy-to-use tool to access such information as classification of censored content, 

censorship index and transparency of website in social media. A Webpage of IRS might be 

constructed to provide the basis of censorship information and additional services could be 

added up for premium customers. The service of IRS could facilitate customers to decide which 

social media are worth to use and manage their online activities i.e. information sharing and 

collaboration, social media marketing and online publication. To decide the right source of 

information dissemination would provide the opportunities for individuals and businesses to 

achieve their goal in a competitive market. However, the IRS could be connected to the search 

engine website e.g. google, bing, yahoo, for ease of access and use. 
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CHAPTER VI 

PRODUCT TESTING 

6.1 A Case Study of Pantip.com 

Pantip.com is an online social media as it is a public space for any user to share 

information and content. Despite serving as a form of entertainment space, Pantip.com has also 

played a vital role in political and social activism due to its popularity, which had attained a 

traffic rank of 9th in Thailand (Alexa, 2011), and was one of the first websites established in 

Thailand when the Internet was being introduced in the country in the 1990s. Due to diversity of 

forums and dynamic participation from users, Pantip.com has faced many issues of illegal 

content on the website. It has then resorted several tools to limit the adverse effect from illegal 

content posted by users. One of the most well-known filtering schemes is the “one ID one 

account” policy, which is the process requiring 13-digit national ID number or passport ID 

number for subscription. Users have to comply with the policy and try not to break the rules of 

the forum; otherwise they would be banned and could not re-subscribe again. Demographics of 

users, traffic, policy and current issues of Pantip.com can be summarized as follows: 

a) Total number of users is more than 600,000 unique IPs per day. 

b) Most registered users are aged between 25-34 years old. Next groups are 35-44, 65+,  

45-54, 55-64 and 18-24 years old respectively. 

c) There are more female users than male users in the website. 

d) The majority of users hold a higher degree than bachelor’s degree. 

e) Users access the website from their home rather than work and school. 

Pantip.com has several features and its subsidiaries e.g. Tech-Exchange, PantipMarket, 

Chat, Pantown and BlogGang. But the most popular feature of the site is PantipCafe, which 

consists of 25 separate discussion forums dedicated to particular topic as shown in Table 6.1. 
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Table 6.1 Discussion forums in PantipCafe 

Discussion forum Description 

Siam Square Teenager 

Chalermthai Entertainment 

Chalermkrung Music and art 

Jathujak Pet, gardening, hobby 

Gonkrua Food and drink 

Chaikha Property, furniture and electrical appliance 

Rachada Car 

Maboonkrong Communication 

Supachalasai Sport 

BluePlanet Travel 

Klong Photography and camera 

Suanlumpini Health 

Ruammit All topics 

Toh Krueng Pang Fashion and cosmetic 

Chanruen Family 

Klaiban Foreign issue 

Hongsamut Book and literature 

Sassana Religion 

Whakor Science and technology 

Silom Business and management 

Sinthorn Finance and investment 

Ratchadamnoen Politics 

Sala Prachakom Social, economic and law issue 

Rai Sungkat Not subject to any tables 

Toh Khao News and current issues 
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6.2 Method 

A multi-step, multi-method design was used to investigate the removed content on 

Pantip.com and to analyze types or context, frequency, and influence of censorship. Table 6.2 

summarizes the basic research procedure, along with the methods and research questions 

associated with each step in the study. 

A semi-structured, in-depth interview was conducted with Wanchat Padungrat – 

managing director – in July 20, 2011 and Worapoj Hirunpraditkul – Webmaster in August 30, 

2012. In order to best achieve the aim of answering the research questions relating to 

intermediary censorship, it was important to use the research framework described above as a 

guide to data collection. Thus, interview questions were broadly related to the framework. 

Questions were open-ended giving interviewee the opportunity to develop his answers and to 

provide narratives as broad as he deemed appropriate. 

Table 6.2 A multi-step, multi-method process to investigate censorship in Pantip.com 

Step Research Questions Methods 

1 - What are the criteria of censorship in online social 

media? 

In-depth interview 

2 - What types of content are filtered by intermediaries? IRS and Content analysis 

  - Does overblocking happen in online social media in 

Thailand? 

 

IRS was used to collect content removed from forums in PantipCafe, which is the most 

popular feature in Pantip.com. The collection time frame was four days from May 25-28, 2012. 

Frequency of data collection was every five minutes. Targets of data collection were sampled 

from four discussion forums in PantipCafe: Chalermthai, Ratchadamnoen, Siamsquare and Toh 

Khao. These forums were selected based on diversity of content. Chalermthai contains 

entertainment content. Ratchadamnoen contains political content. Siamsquare contains teenager 

content. Toh Khao contains news or current issues content. 
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6.3 Findings and analysis 

Step 1 

The in-depth interview questions were conducted regarding to the research framework. 

The data collected were then analyzed descriptively as follows: 

a) Influence from governmental sector 

In the recent political crisis, Pantip.com has received a few notifications from the 

ministry of information and communication technology (MICT) and ad-hoc security body like 

the Center for Resolution in Emergency Situation (CRES) to remove ‘problematic’ content in 

the forum. Wanchat admitted that the websites has to comply with the requests regardless of the 

legal and moral justifications. 

“There are two times that we received a call from the authorities to take 

some action on the PantipCafe. The first time was from the MICT and the 

second was from the military junta.” 

“Even we have a strict rule about political expression; there will still be 

a lot of satire, especially in Ratchadamnoen forum. However, we won’t 

censor as long as it is not obviously an infringing content except lèse 

majesté that we would not let it go.” 

b) Influence from private or business sector 

Wanchat stated that most of the notifications, follows with legal actions, were not 

originated from governmental sector, but rather from private sector. And some are not 

reasonable. 

“Most of notices are from businesses rather the government. We would 

consider whether the notices are reasonable. If not, we would keep the 

content and that could probably cause the lawsuit. We got many lawsuits 

in a year, mostly about defamation case.” 

Worapoj also stated that since Pantip.com contains a large amount of commercial 

content, which oftentimes include infringement or defamation issue, the content would then be 

deleted immediately to prevent offense under computer law. Worapoj indicated that although 
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defamation issue is not directly addressed in the Computer-Related Offence Act B.E. 2550 

(2007) but it could be claimed under Section 326 in the Criminal Code, which states that any 

person commit an offence in a manner that is likely to impair the third party’s reputation or 

cause that third party to be isolated, disgusted or embarrassed, shall be subject to imprisonment 

for not longer than one year or a fine of not more than 20,000 baht, or both. This, according to 

Worapoj, would lead to chilling effect of intermediary like Pantip.com, follows with 

overblocking in the website even if the take-down notifications were not reasonable. 

c) Influence from civil society 

Not only does Pantip.com comply with the law, the website also bases its content 

filtering criteria on issues which are public concern as advocated by civic society particularly 

children protection groups and other underlying moral standards. 

“Gambling-related content and other moral concerns are not founded in 

Pantip.com since we have made clear our policy and have strong filtering 

schemes against those kinds of content. However, commercial use still 

exists. We usually found that some users post content for their own 

benefit. Most of them are marketing officer or business owner.” 

Worapoj indicated that users and civic group should become more involved in 

regulating the forum to inhibit cyber bullying and other immoral issues. Direct influence or 

intervention from civil society in Pantip.com is actually hardly found but instead social sanction 

from user is prevalent. 

d) Influence from user 

Pantip.com has built self-regulation scheme in the forum using flagging system. Users 

can flag the problematic or illegal content to notify the moderator. If the flagging takes place 

more than three times, the flagged content will be removed. Not only illegal content e.g. 

pornography or gambling is prohibited, but also absurd or nonsensical content is considered 

problematic, which tends to be removed from the website. This is because the great expectation 

of Pantip.com is to create culture of knowledge and credibility in the website, as Worapoj 
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mentioned. On the other hand, users can notify the good content or comment, same as “like” in 

Facebook, so the content owner would get self-esteem and award from the websites. 

“We are usually notified by users who have learnt what is illegal and not 

acceptable in community. There is social norm in PantipCafe that is 

strong enough to regulate users’ practices and we believe it is a good 

sign for what is called self-regulation.” 

Wanchat and Worapoj believe that self-regulation is the way to balance filtering scheme 

and user’s freedom of expression. However, there must be monitoring system by moderator as 

well. So co-regulation of the website by OSP is the best choice to achieve the Internet 

governance. 

“Usually we give users freedom to express their political view. However, 

in some situation we considered it would cause chaos or heavy conflict in 

the forum when the debate was too intense or related to security 

concerns. So, we censored or even shut down some forums, if necessary. 

We believe in freedom of expression but there should be a limit. I would 

call regulation rather than filtering. There were many cases that we had 

to sacrifice some users to keep order of the community and keep our 

business going.” 

Step 2 

IRS was used to collect the content removed from four forums in PantipCafe. After four 

days of data collection, it is found that removed content in the four discussion forums comprises 

both comments and threads as shown in Table 6.3. Each thread and comment is then coded to 

classify types of content subject to intermediary censorship as shown in Table 2.6. 
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Table 6.3 Removed content in PantipCafe 

Forum Threads (message) Comments (message) 

Chalermthai 31 9 

Ratchadamnoen 18 31 

Siamsquare 28 13 

Toh Khao 24 10 

Based on the findings, it is obvious that the trend of censorship in Pantip.com is to 

remove threads rather than comments. Ratchadamnoen is the only forum that the comments 

were removed rather than threads. Then all threads and comments were classified by human 

using method of coding, which is based on context of censorship in review of related research 

and the Computer-Related Offence Act B.E. 2550 (2007). The results of coded data are shown 

in Figure 6.1 – 6.4. 

 

 
Figure 6.1 Illustration of removed content in Chalermthai 
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Figure 6.2 Illustration of removed content in Ratchadamnoen 

 

 

 
Figure 6.3 Illustration of removed content in Siamsquare 
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Figure 6.4 Illustration of removed content in Toh Khao 

a) Chalermthai forum 

According to Figure 6.1, the top five removed or censored content in Chalermthai 

forum was conflict, misuse, defamation, absurdity, and miscellaneous content. Chalermthai 

forum is provided for exchanging the opinions about entertainment in all media. Most opinions 

usually came from fans of performing artists, television programs, radio programs, or cinemas, 

which differ in accordance with individual tastes. Consequently, opposing opinions would likely 

end with debate and conflict, and oftentimes involve alluding each other. Thus conflict and 

defamation content were largely removed from Chalermthai forum. Whereas the advertising and 

commercial content were also greatly removed as they were considered content misuse, which is 

prohibited in certain forums in PantipCafe including Chalermthai. In some cases, advertising 

content concerning artists or TV programs led to conflict of their fans as well. Moreover, it is 

noticeable that the removed content was mostly threads (blue bar), which implies that 

problematic or illegal comments were so abundant and interconnected. Thus it is obvious that 

the pattern of censorship in Chalermthai forum focuses on the conflict of fans. 

b) Ratchadamnoen  forum 

Ratchadamnoen forum is a space basically provided for political content. This forum 

oftentimes has debate and conflict among users with different political view. It was occasionally 

shut down or changed to ‘only thread without comment’ system depending on the political 

contest in which Thailand is. Particularly, after military coup in 2006 lèse majesté content in 
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several websites had been suppressed by MICT. Pantip.com had consequently proceeded more 

rigorous policy on such content resulted in a dramatic drop in the posting of the defamation and 

lèse majesté content in Ratchadamnoen forum. According to Figure 6.2, only a few threads and 

comments about defamation and lèse majesté were removed from the forum, which indicated 

that there were not many of these sorts of content floating around in the forum. On the other 

hand, political dissent and satire content were removed significantly showing that these types of 

content still prevalently remain in the forum. It is noticeable that although political dissent and 

satire are not illegal but website administrator still did not allow this sort of content to be 

disseminated in the forum. This apparently shows that Pantip.com has been affected from the 

chilling effect under the influence of the governmental sector. Furthermore, the removed content 

was mostly comments instead of threads, which implied that only some comments, not the 

whole threads, tended to provoke the debate or conflict in the forum. They were more like cyber 

bullying camouflaged as political opinion. Thus the website administrator tried to keep the 

conversation in the threads and chose to remove only such problematic comments. Obviously, 

the pattern of censorship in Ratchadamnoen forum is under chilling effect, focusing on political 

dissent, satire and cyber bullying. 

c) Siamsquare forum 

Siamsquare forum (Figure 6.3) is basically for adolescent content but it appears that the 

removed content was mainly about dating and flirting. The researcher thus conducted another 

in-depth interview with Worapoj to gain additional information about this issue. Worapoj 

claimed that there were some users in this forum who caused disturbance to other users by 

continuously changing their login name and posting the same pattern of content of dating and 

flirting. He stated that the reason of doing that was not found and considered absurdity. Thus the 

website administrator had kept an eye on these users by monitoring their IP address and would 

immediately remove their content even it was not illegal. Obviously, the pattern of censorship in 

Siamsquare forum is targeted censorship focusing on individual users. 
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d) Toh Khao forum 

Toh Khao forum (Figure 6.4) is fundamentally provided as an alternative news channel 

for users who wants to seek additional point of view rather than conventional media channel. 

However, the content in this forum mostly contained the commercial content such as 

announcement, advertisement, and public relation. Therefore, this sort of content was removed 

significantly in the forum due to violation of the policy of the website. In addition, the second-

ranking removed content was conflict and lèse majesté content similar to those removed in 

Ratchadamnoen forum. This might imply that some users avoided posting in Ratchadamnoen 

forum, which is monitored stringently, and chose to post in Toh Khao forum, which contains 

several sorts of news-related issues, instead. Thus the pattern of censorship in Toh Khao forum 

mainly focuses on commercial and illegal content, which was moved from other forums to avoid 

censorship. 

According to categories of content subject to censorship in Table 2.6, the removed 

threads and comments in each forum can be categorized into three groups of content: political, 

social, and national security as shown in Figure 6.5. 

 

Figure 6.5 Illustration of censorship in Chalermthai, Ratchadamnoen, 
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Figure 6.5 shows that removed content in all forums was social-related issue (red line); 

excluding Ratchadamnoen forum that mainly removed political content (blue line). The result is 

in accordance with the basic characteristics of each forum as Chalermthai, Siamsquare, and Toh 

Khao forum are provided for social issue e.g. adolescence, entertainment, and news while 

Ratchadamnoen forum is provided for political issue. Moreover, it is obvious that threads in 

social forums like Chalermthai, Siamsquare, and Toh Khao were more removed than comments 

whereas comments in Ratchadamneon forum were more removed than threads. These findings 

may be analyzed as follows: 

1) Users tended to avoid stringent policy in Ratchadamneon forum and moved to post 

problematic or illegal threads in other forums instead. Thus the number of removed threads in 

this forum was low comparing with those in other forums. 

2) As described earlier, some users in Ratchadamneon forum are cyber bullies and tried 

to provoke the debate and conflict in the form of political opinion. They avoided being censored 

by posting comments rather than threads because comments are usually hidden in different page 

view from threads. These problematic comments are also commonly posted in a popular thread, 

as they are hard to be found especially in the webpage structure of Pantip.com where new 

comment will be posted at the bottom of the page, not the top. It thus turned out that the illegal 

content or conflict often happened at the very bottom of the page in a thread. The more 

comments a thread had, the possibility of the conflict happened. Therefore, as shown in Figure 

6.5, there are a large number of comments in Ratchadamnoen forum considered problematic 

under judgment of website administrator, which tended to remove such comments solely, not the 

whole thread. 

3) Chalermthai, Siamsquare, and Toh Khao forum were monitored in less stringent 

manner than Ratchadamneon forum. Illegal or problematic content thus tended to be posted in 

both threads and comments. Most threads, therefore, were removed as website administrator 

who chose to end the illegal or problematic content at the beginning without opportunities for 

users to share any conversation in comments at all. 

The situation of thread removal also represents the infringement of freedom of 

expression since those removed thread usually contains not illegal comments, which were 
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impacted by censorship inevitably. Some removed threads contained more than 40 comments 

with only few illegal or problematic comments.  

Lastly, according to research framework, all removed content can be classified into two 

groups in accordance with the basis of removal: illegal and problematic content as shown in 

Figures 6.6-6.10. 

   

Figure 6.6 Illustration of basis of removal in Chalermthai 

 

 
Figure 6.7 Illustration of basis of removal in Ratchadamnoen 

                                           
Figure 6.8 Illustration of basis of removal in Siamsquare 
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Figure 6.9 Illustration of basis of removal in Toh Khao 

 

 

Figure 6.10 Illustration of basis of removal in all four forums 

It is obvious that the majority of removed content in all four forums was problematic 

content (red color), which was not illegal but potentially harmful under the judgment of website 

administrator. The remainder was illegal content (blue color), which was only a quarter or less 

from overall removed content. For instance, 73% of problematic content was removed under 

judgment of website administrator whereas 27% of illegal content was removed in Chalermthai 

forum. Similarly, 78% and 79% of problematic content was removed respectively under 

judgment of website administrator whereas 22% and 21% of illegal content was removed in 

Ratchadamneon and Toh Khao forum respectively. Particularly in Siamsquare forum, the 

problematic content was removed up to 93% while the illegal content was removed only 7%. 
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It is the problematic content that indicates the overblocking or excessive removal of 

content in a website. In the case of Pantip.com, removal of problematic content in each forum 

could indicate the overblocking level as overblocking score. The higher the overblocking score 

is, the more problematic the judgment of website administrator is. Thus overblocking score of 

four forums would be summarized in Table 6.4. 

Table 6.4 Overblocking score of four forums in Pantip.com 

Forum Illegal content removal (%) Overblocking score (%) 

Chalermthai 27 73 

Ratchadamneon 22 78 

Siamsquare 7 93 

Toh Khao 21 79 

It appeared that Chalermthai forum had the lowest overblocking score (73) indicating 

that censorship practice in this forum was the best among other four forums. Whereas 

Siamsquare forum had the highest overblocking score (93) indicating that censorship practice in 

this forum was the worst among other four forums. 
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CHAPTER VII 

COMMERCIALIZATION 

7.1 Commercialization of IRS 

Not only can the combination of technologies and knowledge in current application 

domain create new knowledge domain, but also it can open entirely new markets and might 

destroy current business models and markets (Srinivasan, 2008). IRS offers an application of 

service business model, which provide comprehensive information about censorship for users 

and firms using social media for their businesses. There is no such service provider on 

assessment of censorship in social media, which has become a staple in the global information 

society. IRS is thus a sole easy-to-use tool to access such information as classification of 

censored content, censorship index and transparency of website in social media. A Webpage of 

IRS might be constructed to provide the basis of censorship information and additional services 

could be added up for premium customers. The service of IRS could facilitate customers to 

decide which social media are worth using and manage their online activities i.e. information 

sharing and collaboration, social media marketing and online publication. Deciding to choose 

the right source of information dissemination would provide the opportunities for individuals 

and businesses to achieve their goal in a competitive market. However, the IRS could be 

connected to the search engine website e.g. google, bing, yahoo, for ease of access and use. 

There are also 3 options of commercialization of IRS 

7.1.1 Licensing 

This option is potential for IRS because the application is still in prototype stage. It also 

needs continual development. The buyer has to accept some degree of development work as 

well. Since the technology of IRS is still in the early stage. The risk of failure is quite high. 

Additionally, complicated contract, development and monitoring could create high cost of 

investment. The target group of licensee would be civil society group or non-profit organization 

such as Freedom House or iLaw. The type of licensing IRS is exclusive license since it is much 

easier to sell, negotiate, and monitor. Because exclusive licensee is like a sole agent, it thus has 
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nothing to do with the structure of contracts, plan, or any other legal documents. Exclusive 

licensee also has a unique right to the intellectual property of IRS; it should be expected to pay 

more than if the license is nonexclusive. 

7.1.2 Selling 

This option is good for seller but not for buyer since the technology of IRS is still in the 

early stage. It needs more development and the risk of failure is quite high. This option would 

cost minimum investment because seller would not be bother with complicated contract, 

development and monitoring. The result of this option would have low cost, low return, and low 

risk. However, it may not seem to be easy to sell innovation without technology development 

since buyer would need a well-developed prototype. Thus, it would be more complicated and 

need more investment to develop the IRS to the mature stage before making income. The target 

group of buyer would be educational institution or research institute. These targets would have 

potential to deal with development phase of IRS. 

7.1.3 Joint venture 

This option would be the best way to commercialize the IRS. Innovation would work 

better if there were collaboration between two different expertises. Since the IRS is developed 

by the development team, who is expertise in innovation, it would be completed by another 

expertise in marketing and selling. This way could have lower risk than other options and would 

have potential to create high return. However, it will have complicated contract and quite high 

investment. 

Additionally, all three options can have several types to create income but the 

sponsorship is basically the best way. Since the IRS result will be displayed both in the search 

engine website and the IRS’s website, the certain space provided to advertisement could be 

sponsored by businesses.  
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7.2 Technology Acceptance Model (TAM) 

TAM was used to test technology acceptance of IRS. In-depth interview was conducted 

with 4 lead users and experts to collect the factors of acceptance, which comprise ease and 

benefit of use. 

7.2.1      Freedom House 

Freedom House is an independent watchdog organization dedicated to the expansion of 

freedom around the world. According to its work, Freedom House acts as a catalyst for freedom 

through a combination of analysis, advocacy, and action. Its research and analysis frames the 

policy debate in the United States and abroad on the progress and decline of freedom. Freedom 

House also empowers frontline human rights defenders and civic activists to uphold 

fundamental rights and to advance democratic change. With Freedom House’s support, these 

activists expand the boundaries of freedom in repressive societies and hold their governments to 

account. 

Since 2009, more than thousands of WebPages have been blocked and several Internet 

users sentenced to long prison terms for disseminating problematic content online or via mobile 

phone text messages. Those expecting that a new opposition-led government elected in July 

2011 would loosen Internet restrictions were disappointed. Instead, censorship has continued 

apace under the administration of Prime Minister Yingluck Shinawatra and actually become 

even more institutionalized (Freedom House, 2012). As the Freedom on the Net report in 2012, 

Internet freedom status in Thailand is still not free as it was in 2011. There is also notable 

political censorship and violation of user rights. 

However, the Freedom on the Net report was partly conducted by questionnaire and 

interview. A staff at Freedom House agreed that human error could happen. Also, its censorship 

report only showed the whole WebPages that were blocked, not the content in the webpage. 

Therefore, the concept of IRS, which collects the removed content and investigates related 

factors, would give more detail on online censorship. In addition, she is interested in the output 

of the censorship report of IRS, which shows as infographics. Most people would easily 

understand the information and use as baseline data for any report. 
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7.2.2     iLaw 

iLaw officer agreed that it is hard to regulate or control the content on the Internet due 

to the great deal of content. Therefore, censorship should be practiced differently in each level 

of use. For example, censorship in home, school, and workplace should be administered 

differently, whereas use in national level should not be censored at all. iLaw officer insisted that 

it is users’ freedom and judgment to access data on the Internet, as it is the world trend. If Thai 

policy or law is opposed to this trend, it is hard for society to comply with as well. Moreover, 

ISPs and OSPs should administered self-regulation and promote users to criticize or review 

openly instead of censorship. This way would create knowledge-based society. Also, mitigation 

of the impact of censorship is to disclose the censorship practice in social media. Disclosure of 

what and how content is removed would lead to transparency of service providers. It is also safe 

for users as they could decide on what content should be disseminated to avoid censorship or 

lawsuit. 

7.2.3     Google (Thailand) 

Google (Thailand) staff agreed that computer crime law should be improved for clear 

procedure to manage illegal and problematic content. Law enforcement must also be practiced 

straightforwardly and more systematic to eliminate confusing management of service providers, 

which leads to self-censorship as to avoid violating the law. Moreover, heavy penalty of 

computer crime law exposes higher risk to business growth of OSPs and deter foreign 

investment in this industry. Google (Thailand) staff also stated that disclosure of censorship in 

social media would benefit both users and OSPs. Users could use website safely under informed 

judgment whereas OSPs would create accountability and transparency through reported self-

monitoring. 

7.2.4    The National Human Rights Commission of Thailand (NHRC) 

NHRC officer stated that today illegal and problematic content disseminated on the 

Internet is managed under unclear procedure. There is no guideline indicating which content is 

either problematic or illegal. This situation makes ISPs and OSPs use their own judgment to 

control such content. NHRC officer agreed that guideline, standard, or agreement of censorship 

procedure is critical to mitigate the impact to online intermediaries and users. Also, content self-
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regulation among online intermediaries and users should be promoted to achieve comprehensive 

content monitoring. Moreover, disclosure of online censorship practice would be another mean 

of mitigation to users, as it would increase accountability and transparency of social media to 

users, which would contribute to users’ informed judgment in use selection of social media 

websites. 

7.3 Opportunities and Challenges of IRS 

The opportunity of IRS is to mitigate impacts occurred in social media industry by 

investigating the types of content that are filtered and criteria used. Also, the extent to which 

content and classification are blocked will be identified. By so doing, a more transparent 

filtering system can be rendered, hence empowering users to ensure intermediaries’ 

accountability to them. 

However, the big challenge of IRS is law, both computer crime law and defamation 

law, which are criminal offences. Imprisonment with heavy penalty is more threatening to 

freedom of expression than monetary damages. This causes chilling effect, which is the main 

threat used to silence any person making comment in good faith on matters of public interest. As 

long as the rules are not revised, IRS could not benefit much to people and businesses even 

though it would help justify the censorship in social media. 
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CHAPTER VIII 

DISCUSSION, CONCLUSION, LIMITATION AND RECOMMENDATION 

8.1 Discussion 

As mentioned earlier, Internet filtering schemes are usually generated through a 

combination of manual and automatic search for targeted content. The error, thus, could happen 

from both human error and technological limit. In the same way, this research has shown the 

error of filtering scheme in Pantip.com with the high level of overblocking. As designed to 

collect output data on the webpage, IRS gathers only what is removed by the secondary manual 

filtration, not the primary automatic filtration in back office of the website. The secondary 

manual filtration is proceeded under the judgment of website administrator, which is basically 

subjective and potentially inaccurate according to Weckert (2000) and CDT (2012) stating that 

nowadays there is no effective technology or enough resources, both human and financial, to 

provide a certain Internet content filtering. 

High level of overblocking in Pantip.com also implies that OSP tried to protect its 

interests rather than users’ interests, which is similar to the statement of Wanchat and Worapoj 

indicating that it is acceptable to sacrifice some users to protect the social order in the website 

and to keep the business run. Similarly, Zuckerman (2009) stated that OSPs might cut off some 

users to avoid legal review and avoid adding up some expense in filtration if it affects to the 

profit margins of the business. In addition, Pantip.com has tried to build self-regulation scheme 

and involved multiple stakeholders in order to create co-regulation according to Akdeniz (2004), 

Kleinsteuber (2004), and Marsden (2004) stating that co-regulation with all relevant 

stakeholders, for instance governmental sector, private or business sector, civil society, and 

users, is more effective and flexible than censorship by conventional law or government 

regulation. However, the level of overblocking of Pantip.com is still high. This might be 

because the chilling effect factor, which could be attributed to three main sources as follow: 

a) Fear from government interference. According to Kleinsteuber (2004), co-regulation 

is the best way for Internet governance where the government is not involved. In case of 

Pantip.com, Wanchat and Worapoj accepted that there were intimidation from the governmental 
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sector and the military junta (during the coup period in 2006). 

b) Fear from threats of lawsuits. Wanchat stated that Pantip.com has received several 

notices or lawsuits concerning the problematic content. He accepted that it is necessary to 

remove such problematic content if the litigation expenses exceed the legal budget of the 

website. 

c) Fear from intermediary liability provision in computer crime law. The provisions in 

Section 14 and 15 of Computer-Related Offence Act B.E. 2550 (2007) allow the prosecution of 

any service provider who intentionally support or consent to the dissemination of computer data 

that cause damage or harmful to national security, third party or the public. It is not clear what 

type of content is deemed harmful as ARTICLE 19 (2011) indicating that filtering or censorship 

is inconsistent due to different interpretations of the provisions of the computer crime law, 

which are generally vague. Also, OSP like Pantip.com is suppressed by fear of heavy penalty 

(imprisonment for not more than five years or a fine of not more than one hundred thousand 

baht or both under the provision in Section 15 for intermediary liability) as CDT (2012) also 

indicated that chilling effect could happen in the level of intermediary due to fear of potential 

liability. 

8.2 Conclusion 

This research shows that overblocking is still prevalent in Pantip.com even though self-

regulation is administered. It might be because the chilling effect factor attributing to several 

sources intervene censorship practices of the website as mentioned above. However, external 

influences are not only the problems in intermediary censorship; it is also the criteria of 

censorship that could not be overlooked. With different judgment of website administrator, the 

criteria of censorship would be inconsistent. In case of Pantip.com, it is apparently that pattern 

of censorship is quite different in each forum depending on several factors such as types of 

content and users characteristics. Even in the same website, the criteria of censorship are 

inconsistency in each forum. Consequently, users cannot acknowledge whether their content 

disseminating to the public will be censored or not or under which criteria. 
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Therefore, the IRS aims to identify pattern of censorship and to increase accountability 

and transparency of OSPs to users, which would likely contribute to not only users’ informed 

judgment in use selection of social media websites but also to users’ freedom of expression. In 

addition, accountability and transparency of OSPs could be a form of corporate social 

responsibility (CSR), as it embraces responsibility on all stakeholders such as employees, 

consumers, communities, and environment. This mechanism would create a good image and 

encourage a positive impact for the business. However, government interference and 

intermediary liability provision in computer crime law and the subsequent chilling effect to 

OSPs are likely to be main obstacles threatening not only ingenious communication of the 

public, but also Internet business, innovation, and economic growth. The investment and growth 

in the Internet industry in Thailand would be deterred as long as these obstacles remain. 

8.3 Limitation 

This research has three main limitations. 

a) Limitation on IRS system. The system has to run all the time to collect data in hard 

disk drive (HDD), which could be damaged easily. This could be solved by using several HDDs 

to be back up but it creates high investment as well. 

b) Limitation on IRS investigation. The IRS is an application collecting removed 

content on the WebPages to study online censorship. Such removed content including illegal 

and problematic content will be categorized for analysis on overblocking of the websites. 

However, there still be some illegal content that is not removed from the websites, which is 

called underblocking. This underblocking rate will be another indicator showing how websites 

manage the content among the provision of the computer crime law. 

c) Limitation on the social media platform. The IRS is not a universal compatible 

platform. Since each social media on the Internet has been built in different architecture and 

platform, IRS has to be tailor-made for every website. This first version of IRS is designed only 

for Pantip.com, which is a webboard platform and may not reflect the full Web 2.0 capacity. 

d) Limitation on the scope of the study. As mention earlier, government interference 

and intermediary liability provision in computer crime law causing chilling effect to OSPs are 

likely to be main obstacles for communication of the public. This study only indicates the 
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problem but does not go through the solution. 

8.4 Recommendation 

a)  Policy – Government should promote IRS for social media. 

b) Business – OSPs should be more accountable and transparent as CSR policy. They 

could build positive image and communicate with users by the censorship report of IRS. 

8.5 Future research 

a) This study only focuses on censorship in social media. Thus overblocking has been 

researched for constructing censorship index, showing how websites manage the content. 

However, underblocking should be studied to fulfill the other side of censorship because the 

website that does not block at all, absolute freedom, is not good as well. The future study should 

focus on illegal and problematic content that is not blocked in social media. 

b) Since each social media has different platform, for instance web board and social 

networking, technology on IRS architecture could be further researched for universal 

compatibility with every website. 

c) The research has found the causes and problems of censorship but has not go 

through the solution due to the limitation on scope of study. The future study should focus on 

how intermediary liability provision in computer crime law could be amended to protect OSPs 

from chilling effect. Also, prevention of government interference should be studied to find a 

solution for Internet business in Thailand. 
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APPENDIX A 

แบบสอบถาม 

ความคิดเห็นต่อการเซ็นเซอร์เนือ้หาในสื่อสังคมออนไลน์ประเภทเว็บบอร์ด 

แบบสอบถามนีเ้ป็นส่วนหนึ่งของงานวิจัยในระดับปริญญาเอก หลกัสตูรธุรกิจเทคโนโลยีและการ

จัดการนวัตกรรม บัณฑิตวิทยาลยั จุฬาลงกรณ์มหาวิทยาลยั จัดทําโดยนายบารมี นวนพรัตน์สกุล และมี      

ผศ.ดร. พิรงรอง รามสตู และ ผศ.ดร. สกุรี สินธุภิญโญ เป็นอาจารย์ท่ีปรึกษา มีวตัถปุระสงค์เพ่ือสํารวจการ

เซ็นเซอร์เนือ้หาในสือ่สงัคมออนไลน์โดยเฉพาะเว็บบอร์ด เช่น pantip.com และวิเคราะห์ถึงผลกระทบของ

การเซ็นเซอร์ท่ีมีต่อผู้ ใช้อินเทอร์เน็ต ซึ่งจะเป็นประโยชน์ในการสร้างความโปร่งใสและตรวจสอบได้ของการ

เซ็นเซอร์เนือ้หาในสื่อสงัคมออนไลน์ในปัจจุบนั และเป็นประโยชน์ต่อผู้ ใช้อินเทอร์เน็ตในการพิจารณาเลือกใช้

สื่อสงัคมออนไลน์ต่อไป ทัง้นี ้ข้อมูลท่ีได้รับจากท่านจะถูกเก็บเป็นความลบั โดยจะนําเสนอผลงานวิจัยเพ่ือ

การศกึษาเทา่นัน้ 

สาํหรับแบบสอบถามชดุนี ้แบง่ออกเป็น 4 สว่น ดงันี ้

สว่นท่ี 1 คําถามเก่ียวกบัข้อมลูบคุคล 

สว่นท่ี 2 คําถามเก่ียวกบัการใช้สือ่สงัคมออนไลน์ 

สว่นท่ี 3 คําถามเก่ียวกบัการเซ็นเซอร์เนือ้หาในสือ่สงัคมออนไลน์ 

สว่นท่ี 4 คําถามเก่ียวกบัระบบตรวจสอบการเซ็นเซอร์เนือ้หาในสือ่สงัคมออนไลน์ 
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ส่วนที่ 1: ข้อมูลบุคคล 

คําชีแ้จง กรุณาเลอืกคําตอบ โดยทําเคร่ืองหมาย  ลงใน  

1. อาย ุ

ตํ่ากวา่ 15 ปี    15 – 19 ปี 

20 – 29 ปี    30 – 39 ปี 

40 – 49 ปี    50 – 59 ปี 

 60 ปีขึน้ไป 

2. เพศ 

หญิง      ชาย 

3. ระดบัการศกึษาสงูสดุ 

ประถมศกึษา     มธัยมศกึษา 

 ปริญญาตรี     ปริญญาโท 

 ปริญญาเอก    อ่ืนๆ (โปรดระบ)ุ …………………………………… 

4. อาชีพ 

ข้าราชการ     พนกังานบริษัท 

 พนกังานรัฐวิสาหกิจ   ธุรกิจสว่นตวั 

 นกัเรียน / นกัศกึษา   อ่ืนๆ (โปรดระบ)ุ …………………………………… 

5. รายได้ 

ตํ่ากวา่ 10,000 บาท    10,000 – 20,000 บาท 

 20,001 – 30,000 บาท    30,001 – 40,000 บาท 

 40,001 – 50,000 บาท    มากกวา่ 50,000 บาท 
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ส่วนที่ 2: การใช้สื่อสังคมออนไลน์ประเภทเว็บบอร์ด 

คําชีแ้จง กรุณาเลอืกคําตอบ โดยทําเคร่ืองหมาย  ลงใน  

1. ทา่นใช้สือ่สงัคมออนไลน์ประเภท “เว็บบอร์ด” บอ่ยแคไ่หน 

ไมเ่คยใช้เลย    เดือนละครัง้    เดือนละ 2-3 ครัง้ 

 สปัดาห์ละครัง้    สปัดาห์ละ 2-3 ครัง้  ทกุวนั 

2. ทา่นใช้ Pantip.com มานานแคไ่หน 

น้อยกวา่ 1 ปี    1-2 ปี     3-4 ปี 

 5-6 ปี    7-8 ปี   มากกวา่ 8 ปี 

3. ทา่นใช้ Pantip.com บอ่ยแคไ่หน 

ปีละครัง้    ปีละ 2-3 ครัง้    เดือนละครัง้ 

 เดือนละ 2-3 ครัง้   สปัดาห์ละครัง้    สปัดาห์ละ 2-3 ครัง้ 

ทกุวนั 

4. ระยะเวลาการใช้ Pantip.com 

น้อยกวา่ 1 ชัว่โมงตอ่วนั   1-2 ชัว่โมงตอ่วนั 

2-4 ชัว่โมงตอ่วนั   มากกวา่ 4 ชัว่โมงตอ่วนั 

5. ในหมวดหมู ่Cafe ทา่นใช้ห้องอะไรเป็นหลกั โปรดเลอืกเพียง 3 อนัดบั โดยเรียงลาํดบั 3 อนัดบัแรกของ

ห้อง ท่ีทา่นใช้มากท่ีสดุ 

โดย 1  หมายถึง ห้องท่ีใช้มากท่ีสดุเป็นอนัดบัแรก 

 2 หมายถงึ ห้องท่ีใช้มากเป็นอนัดบัสอง 

 3 หมายถงึ ห้องท่ีใช้มากเป็นอนัดบัสาม 

 สยามสแควร์    โต๊ะเคร่ืองแป้ง    สวนลมุพินี 

 เฉลมิไทย    ชานเรือน    โต๊ะขา่ว 

 เฉลมิกรุง    ไกลบ้าน    รวมมิตร 
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 BluePlanet    ศาลาประชาคม 

 กล้อง    ไร้สงักดั 

6. ทา่นเป็นสมาชิกของ Pantip.com หรือไม ่  ใช ่  ไมใ่ช ่

6.1 หากทา่นตอบวา่ “ใช่” ทา่นเป็นสมาชิกประเภทใด 

สมาชิกแบบบตัรผา่น (Passport)  สมาชิกท่ีสมคัรด้วยหมายเลขประจําตวับตัร

ประชาชน 

 สมาชิกท่ีสมคัรด้วย e-mail สมาชิกท่ีสมคัรผา่นโทรศพัท์มอืถือ (Mobile 

Register) 

7. ใน Pantip.comทา่นเคยแสดงความคิดเห็นหรือวิพากษ์วจิารณ์ในเร่ืองใดบ้าง (ตอบได้มากกวา่ 1 

คําตอบ) 

การเมือง    สนิค้าหรือบริการ 

สงัคม     บคุคลท่ีถกูพาดพิงถึงในกระทู้หรือคอมเมนท์ 

อ่ืนๆ (โปรดระบ)ุ ……………………………. 

8. ทา่นเคยถกูผู้ อ่ืนวิพากษ์วิจารณ์ หรือพดูถึงในเชิงลบใน Pantip.com บอ่ยแคไ่หน 

ไมเ่คยเลย    นานๆ ครัง้ 

 คอ่นข้างบอ่ย     ตลอด 

9. ทา่นเคยโต้เถียงหรือเป็นสว่นหนึง่ของวงสนทนาท่ีขดัแย้งใน Pantip.com บอ่ยแคไ่หน 

ไมเ่คยเลย     1-2 ครัง้หรือนานๆ ที 

 คอ่นข้างบอ่ย     แทบทกุวนั 

10. ทา่นเคยมีประสบการณ์ท่ีไมด่ีเก่ียวกบัการจดัการเนือ้หาของผู้ดแูลระบบ (Admin) ของ Pantip.com 

หรือไม ่

ไมเ่คยเลย     เคย 
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10.1 หากทา่นตอบวา่ “เคย” ประสบการณ์ท่ีทา่นเจอเป็นลกัษณะใด โปรดเรียงลาํดบั 1-3 

โดย 1 หมายถงึ ประสบการณ์ท่ีเจอมากท่ีสดุ 

2 หมายถงึ ประสบการณ์ท่ีเจอรองลงมา 

3 หมายถงึ ประสบการณ์ท่ีเจอน้อยท่ีสดุ 

 ถกูเตือนเร่ืองเนือ้หาไมเ่หมาะสม  ถกูลบเนือ้หาโดยไมท่ราบสาเหต ุ

 ถกูลบเนือ้หาโดยไมม่ีเหตผุลท่ีดีพอ  ถกูลบเนือ้หาโดยไมม่ีการชีแ้จง 

 มีคนอ่ืนแจ้งลบโดยไมท่ราบสาเหต ุ  ทะเลาะกบัคนอ่ืนจนถกูลบเนือ้หา 

เนือ้หาถกูลบทัง้ท่ีเนือ้หาคล้ายกนัไมถ่กูลบ  การจดัการของเว็บบอร์ดยงัมีช่องโหว ่ตามไมท่นัผู้ใช้งาน 

 จดัการเนือ้หาเข้มงวดเกินไป   ปลอ่ยให้มีการก้าวร้าว เสยีดส ีหรือทะเลาะกนัในบอร์ด 

 ปลอ่ยให้คนกลุม่ใหญ่มากดดนัในบอร์ด ถกูคกุคามโดยวธีิตา่งๆ จากคนอ่ืนในเว็บบอร์ด 

 มีการปิดระบบคอมเมนท์   มีการปิดห้องไมใ่ห้โพสต์กระทู้  

ถกูยดึอมยิม้หรือถกูยกเลกิสมาชิก   ไมไ่ด้รับการช่วยเหลอืเมือ่มีการร้องเรียนหรือฟ้องร้อง 

11. จากประสบการณ์ของทา่น สงัเกตวา่เนือ้หาในลกัษณะใดท่ีผู้ดแูลระบบหรือ Web Admin ของ 

Pantip.com มกัจะจดัการในทนัที โปรดเรียงลาํดบั 1-3 

โดย 1 หมายถงึ เนือ้หาท่ีถกูจดัการเป็นอนัดบัแรก 

 2 หมายถงึ เนือ้หาท่ีถกูจดัการเป็นอนัดบัท่ีสอง 

 3 หมายถงึ เนือ้หาท่ีถกูจดัการเป็นอนัดบัท่ีสาม 

วิพากษ์วจิารณ์เร่ืองการเมือง  วิจารณ์สนิค้าหรือบริการในแง่ลบโดยไมม่ีข้อมลูอ้างอิง 

พาดพิงสถาบนัพระมหากษัตริย์  พาดพิงบคุคลท่ี 3 ในแง่ลบโดยไมม่ีข้อมลูอ้างอิง 

ใช้คาํหยาบคาย ก้าวร้าว รุนแรง  ตัง้กระทู้หรือแสดงความคิดเห็นผิดห้อง 

ทะเลาะหรือขดัแย้งกบัคนอ่ืนในเว็บบอร์ด  ใช้คําสอ่ในทางลามก อนาจาร  

 ท้าทายให้เกิดการทะเลาะกนัในบอร์ด สร้างความรําคาญ กลัน่แกล้ง ทําให้ผู้ อ่ืนเดือดร้อน 

อ่ืนๆ (โปรดระบ)ุ ……………………………. 

12. ทา่นคิดวา่ Admin มีเกณฑ์อะไรในการตดัสนิวา่เนือ้หาใดเป็นเนือ้หา “ไมพ่งึประสงค์” และไมค่วรถกู

นําเสนอบน Pantip.com 
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ยดึตามหลกักฎหมาย  เช่น  พ.ร.บ.การกระทําผิดเก่ียวกบัคอมพิวเตอร์ กฎหมายหมิ่นประมาท เป็นต้น 

ใช้หลกัศีลธรรมและจริยธรรม 

ใช้ประสบการณ์และดลุพินิจสว่นตวั 

ยดึตามนโยบายของเว็บบอร์ด 

ไมม่ีหลกัการใดๆ ทัง้สิน้ 

 อ่ืนๆ (โปรดระบ)ุ …………………………………… 
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ส่วนที่ 3: การเซ็นเซอร์เนือ้หาในสื่อสังคมออนไลน์ 

คําชีแ้จง กรุณาทําเคร่ืองหมาย  ลงในช่องวา่ง  

5 = เห็นด้วยอยา่ง

ยิ่ง หรือมาก 

4 = คอ่นข้างเห็นด้วย 

หรือคอ่นข้างมาก 

3 = เฉยๆ หรือ

ปานกลาง 

2 = ไมค่อ่ยเห็นด้วย 

หรือน้อย 

1 = ไมเ่ห็นด้วยอยา่งยิ่ง 

หรือไมมี่เลย 

 

การเซ็นเซอร์เนือ้หาในสื่อสังคมออนไลน์ 
ระดับความคดิเห็น 

5 4 3 2 1 

1. เว็บบอร์ดเป็นพืน้ท่ีสาธารณะเพ่ือแลกเปลีย่นความคดิเห็นอยา่งเสรี จึง

ไมค่วรมีการเซ็นเซอร์ 

     

2. การเซ็นเซอร์เนือ้หาในสือ่ออนไลน์อยา่งเว็บบอร์ด เป็นการละเมิดสทิธิ 

ของผู้ใช้งานในการรับรู้ข้อมลูขา่วสาร 

     

3. ผู้ให้บริการสือ่ออนไลน์อยา่งเว็บบอร์ด เปรียบได้กบัทอ่สง่ข้อมลูขา่วสาร 

ซึง่มีหน้าท่ีเพียงให้พืน้ท่ีในการแลกเปลีย่นข้อมลูความคิดเห็น มิใชผู่้สร้าง 

เนือ้หาเอง จึงไมค่วรมีภาระรับผิดจากเนือ้หาท่ีเผยแพร่ออกไป 

     

4. ผู้ให้บริการสือ่ออนไลน์อยา่งเว็บบอร์ด เปรียบได้กบันายประตขูา่วสาร 

ซึง่จะต้องดแูลเนือ้หาตา่งๆ ท่ีผา่นเข้ามาในระบบ เช่นเดียวกบับรรณาธิการ 

ในหนงัสอืพิมพ์ จงึควรมีภาระในการกลัน่กรองเนือ้หาก่อนเผยแพร่ 

     

5. เว็บบอร์ดเป็นพืน้ท่ีสาธารณะท่ีให้ผู้ใช้งานแลกเปลีย่นข้อมลูขา่วสาร 

และแสดงความคิดเห็นได้อยา่งเสรี ดงันัน้ ผู้ใช้งานจึงควรมีสว่นร่วมในการ 

กลัน่กรองเนือ้หา โดยสามารถแจ้งให้ผู้ให้บริการเว็บบอร์ดเซ็นเซอร์เนือ้หา ท่ี

ผิดกฎหมายหรือไมเ่หมาะสมได้ 
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 ระบบตรวจสอบการเซ็นเซอร์เนือ้หาในสือ่สงัคมออนไลน์ เป็นระบบท่ีใช้ค้นหาข้อมลูหรือความคิดเห็น 

ของผู้ใช้อินเทอร์เน็ตท่ีถกูเว็บไซต์หรือเว็บบอร์ดตา่งๆ ลบทิง้ไป โดยระบบจะค้นคืนข้อมลูหรือความคิดเห็น 

ดงักลา่วกลบัมา และนํามาแยกแยะหมวดหมูเ่พ่ือตรวจสอบวา่เนือ้หาประเภทใดถกูเซ็นเซอร์ไปบ้าง จากนัน้จึง 

จดัเรตติง้หรืออนัดบัเว็บไซต์ท่ีมีการเซ็นเซอร์เนือ้หา เพ่ือเป็นข้อมลูให้แก่ผู้ ใช้อินเทอร์เน็ตประกอบการตดัสนิใจ วา่

เว็บไซต์ใดมีระดบัการเซ็นเซอร์แคไ่หน ก่อนท่ีจะแสดงความคดิเห็นหรือเผยแพร่ข้อมลูใดๆ ออกไป 

คําชีแ้จงกรุณาเลอืกคาํตอบ โดยทําเคร่ืองหมาย  ลงใน  

1. ทา่นคิดวา่เว็บไซต์ตา่งๆ จําเป็นต้องมคีวามโปร่งใสและเปิดเผยให้สาธารณะตรวจสอบได้ว่า มีการเซ็นเซอร์ 

เนือ้หาในระดบัใดหรือไม ่

จําเป็น    ไมจํ่าเป็น 

2. ทา่นคิดวา่เว็บไซต์ตา่งๆ จําเป็นต้องแสดงให้ผู้ใช้ทราบวา่ มีนโยบายเก่ียวกบัการเซ็นเซอร์เนือ้หาในประเภท 

ใดบ้างหรือไม ่

จําเป็น    ไมจํ่าเป็น 

3. ทา่นคิดวา่มีความจําเป็นท่ีจะต้องจดัเรทเว็บไซต์ ในทํานองเดยีวกบัการจดัเรทเนือ้หาภาพยนตร์หรือรายการ 

โทรทศัน์ท่ีมีการเซ็นเซอร์ในระดบัตา่งๆ กนัหรือไม ่

จําเป็น    ไมจํ่าเป็น 

4. หากมีระบบท่ีช่วยตรวจสอบเว็บไซต์ตา่งๆ วา่มีการเซ็นเซอร์เนือ้หาอะไรบ้าง ในระดบัใด เพ่ือนํามาจดั เรท

เว็บไซต์ ทา่นสนใจท่ีจะใช้ระบบนีห้รือไม ่

สนใจ     ไมส่นใจ 

5. ทา่นเห็นวา่ควรมีการจดัเรทการเซ็นเซอร์เนือ้หาของเว็บไซต์ตา่งๆ หรือไม ่

 เห็นควร    ไมเ่ห็นควร 

6.ทา่นคดิวา่การจดัเรทการเซ็นเซอร์เนือ้หาของเว็บไซต์ ควรแสดงผลข้อมลูในด้านใดบ้าง (ตอบได้มากกวา่ 1 

ตวัเลอืก) 

 ระดบัการเซ็นเซอร์เนือ้หาในเว็บไซต์ ประเภทเนือ้หาท่ีถกูเซ็นเซอร์ 

ความถ่ีของการเซ็นเซอร์    ลกัษณะของผู้ โพสต์ข้อความท่ีมกัถกูเซ็นเซอร์ 

ลกัษณะของเนือ้หาท่ีถกูเซ็นเซอร์   เหตผุลหรือหลกัการของการเซ็นเซอร์ 

อ่ืนๆ (โปรดระบ)ุ ……………………………. 

ส่วนที่ 4: ระบบตรวจสอบการเซ็นเซอร์เนือ้หาในสื่อสังคมออนไลน์ 
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APPENDIX B 

IRS System and Design Interface 

Prototype of IRS system and design interface is initially built under Microsoft Windows 

software. The process of use is explained step by step as: 

1) IRS application starts with the interface of website crawler as shown in Figure B.1. 

In this case, PantipCrawler is used to collect data from Pantip.com. On the left hand side, there 

are two main menu tabs: Extract section and Compute section. 

 

Figure B.1 Illustration of IRS interface at application start 
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2) Select location for saving collected data as shown in Figure B.2. 

 

       
 

Figure B.2 Illustration of save location selection 
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3) Select the forum for extracting data as shown in Figure B.3. 

 

    

 

Figure B.3 Illustration of forum selection for extracting data 
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4) Specify number of topic to extract and time interval of data extraction in minute 

as shown in Figure B.4. For example, specify 100 topics to extract in every 5 minutes. 

 

 

      

Figure B.4 Illustration of number of topic and time interval of extraction 
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5) Begin extraction and the boxes on the right hand side will display forums being 

extracted as shown in Figure B.5. Extraction could be stopped by selecting required forum and 

click ‘stop extract’. The stop sign would be presented in status box as shown in Figure B.6. 

 

 

 

Figure B.5 Illustration of begin extraction 
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Figure B.6 Illustration of stop extraction 
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6) To analyze the collected data, select menu tab ‘Compute section’ and there are two 

options to select data to analyze. First, select the extracted forum on the right hand side and click 

‘Begin compute’ as shown in Figure B.7. Second, click ‘Choose the save location’ to select 

extracted forum in folders and click ‘Begin compute’ as shown in Figure B.8. 

 

 

Figure B.7 Illustration of first option to compute collected data 
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Figure B.8 Illustration of second option to compute collected data 
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7) When the analysis has finished, the status box on the right hand side would display 

‘Compute finished’ as shown in Figure B.9. 

 

 

 

Figure B.9 Illustration of compute finished 
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8) The result of analyzed data would be shown in excel file. It contains several aspects 

including date and time of data collection, identification numbers and topics of removed threads 

and comments, content of removed threads and comments, log-in name, and attached files as 

shown in B.10. 

 

 

Figure B.10 Illustration of the result of analyzed data 
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