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Abstract 

This paper presents a real-time hand segmentation method that is based on background subtraction and color 

information. A hand, as foreground, is extracted from an image by background subtraction where unit gradient vectors (UGVs) 

are used instead of image intensities. The UGV-based method is more stable under dynamic lighting conditions because the 

UGVs are invariant to changes in illumination. Meanwhile, the hand is also detected using color information. These two method 

results lead into the final hand segmentation. Experimental results show that the proposed method can segment a hand in an 

image robustly under various lighting conditions. We have implemented the proposed method using a low-cost embedded board 

Raspberry Pi. 
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1. Introduction

Hand segmentation is one of the steps in digital 

image processing and computer vision applications, such as 

hand gesture recognition (Pavlovic et al., 1997). Various hand 

segmentation methods have been proposed in the literature 

(Kakumanu et al., 2007). Adaptation approaches such as the 

Gaussian mixture model (Zhu et al., 2000) and skin locus 

(Storring et al., 2003) are examples of more advanced me-

thods. However, if these approaches lose the target, the adap-

tation may wrongly adapt to a non-target. Traditional back-

ground subtraction fails to segment a hand when lighting con-

ditions of two images, reference and current images, are not 

the same (Ogihara et al., 2006). Using color information is a 

direct method for retrieving a skin color region (i.e. hand) 

from images directly (Avinash et al., 2013; de Dios & Garcia, 

2003). However, it is ineffective when skin color objects ap-

pear in the background. Two approaches, skin color region 

retrieving by Wang et al. (2011) and background subtraction 

by Musa et al. (2011), use RGB color space to segment the 

target skin-color. However, RGB color space is not suitable 

because it is sensitive to dynamic lighting conditions. A back-

ground subtraction based on two visual features, color infor-

mation and edge features, is presented by Jabri et al. (2000). 

Since this method uses RGB color space, it is hard to subtract 

the background when it is under irregular lighting conditions. 

A combination method with edge detection and background 

subtraction is proposed by Javed et al. (2002). However, it 

does not work because of the limitations of background sub-

traction when two images have different lighting conditions. 

From literature reviews, we learned that the intensity-based 

approaches are inefficient when illumination is changed. 

These problems are mainly caused by the change of a light 

source or image acquisition from the visual sensors or ca-

mera’s auto-gain function. The object’s color in the back-

ground is also an important factor because the hand and 

background can be segmented by detecting the same color. 
The main contribution of this paper is to propose a 

hand segmentation algorithm that is robust for varying 

lighting conditions. The proposed method uses unit gradient 

vectors (UGVs) and robust color information as effective
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features to perform the background subtraction. The benefit of 

using UGVs is that the UGVs are rather independent of 

lighting conditions, whereas image intensities are directly af-

fected by the lighting conditions. Both experimental tests and 

real-world implementation show that the proposed method 

works robustly under varying lighting conditions. 

2. Materials and Methods

From the comparison among various color spaces 

for skin color regions (Chaves-González et al., 2010), the 

HSV color space, especially hue, is selected for our approach 

because it is robust to changing lighting conditions. Figure 1 

shows a flowchart of the proposed method. In Figure 1a, the 

proposed method starts with retrieving the first frame from a 

video camera to register it as a background image. In Figure 

1b, the subsequent frame is retrieved from the video camera. 

Then it is registered as the current frame (Figure 1c). Figure 

1d is a background subtraction technique for removing back-

ground regions, which are referred to the background image. 

Figure 1e is a skin color segmentation to extract the skin color 

regions from full color images. Figure 1f is the integration 

between the two results from the background subtraction and 

the skin color segmentation, in order to solve for disadvan-

tages of each technique. Figure 1g is a post-processing step 

for improving correctness in the integration result. 

2.1 Background subtraction 

Our background subtraction is not a traditional 

approach based on image intensities. We use the unit gradient 

vectors (UGVs) or normalized gradient vectors, which are 

robust in various lighting conditions (Kondo, 2011). Figure 2 

shows the UGV-based background subtraction of two masks. 

Figure 1. Flowchart of the proposed method. 

Figure 2. UGV-based background subtraction (a) vertical Sobel operator, (b) horizontal Sobel operator, (c) background subtraction using Sobel 

operators, (d) vertical extended Sobel operators, (e) horizontal extended Sobel operators, and (f) background subtraction using the 

extended Sobel operators. 
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First, the partial derivatives of the image intensities are com-

puted in the horizontal direction 𝐼𝑥 and vertical direction 𝐼𝑦.

The traditional masks, Sobel operators (Figures 2a and 2b), 

are replaced by extended Sobel operators of size 5 by 5 pixels 

(Figures 2d and 2e) because they are more effective for 

suppressing high-frequency components in an image due to 

their more powerful low-pass filtering, as shown in Figures 2c 

and 2f. Then, the UGVs are computed as in Equation 1 and 2. 

   yxIyxIIyxUGV yxxx ,,),( 22  (1) 

   yxIyxIIyxUGV yxyy ,,),( 22  (2) 

where 𝑈𝐺𝑉𝑥 and 𝑈𝐺𝑉𝑦 are UGVs in horizontal and vertical

directions, while 𝐼𝑥 and 𝐼𝑦 are the partial derivatives of image

intensities 𝐼 in horizontal and vertical directions, respectively.  

We assign zeros to 𝑈𝐺𝑉𝑥 and 𝑈𝐺𝑉𝑦 when the deno-

minator is less than 0.08 in order to avoid division by zero. 

These two parameters correspond to regions where there are 

less or no gradients.  This threshold value is determined ex-

perimentally by testing from 0. 07 to 0. 12.  The two UGV 

directions in both the background image and the current frame 

are compared by calculating the Euclidean distance, as shown 

in Equation 3. 

𝑑(𝑥, 𝑦) = √𝑑𝑥
2(𝑥, 𝑦) + 𝑑𝑦

2(𝑥, 𝑦)

where   𝑑𝑥(𝑥, 𝑦) = 𝑈𝐺𝑉𝑥,𝐵𝐺(𝑥, 𝑦) − 𝑈𝐺𝑉𝑥,𝐶𝑢𝑟(𝑥, 𝑦), and    (3)

𝑑𝑦(𝑥, 𝑦) = 𝑈𝐺𝑉𝑦,𝐵𝐺(𝑥, 𝑦) − 𝑈𝐺𝑉𝑦,𝐶𝑢𝑟(𝑥, 𝑦).

Let 𝑈𝐺𝑉𝑥,𝐵𝐺  and 𝑈𝐺𝑉y,𝐵𝐺  denote the UGVs of the background

image in horizontal and vertical directions and let 𝑈𝐺𝑉𝑥,𝐶𝑢𝑟

and 𝑈𝐺𝑉𝑦,𝐶𝑢𝑟 be from the current image in horizontal and

vertical directions.  

To set the optimal threshold value 𝑑, we have tested 

from 0.20 to 0.30. Finally, we found that the foreground pixels 

can be extracted when the threshold value 𝑑 is greater than 

0.24 (i.e. 13 degrees of angle). A comparison, using the two 

masks, is shown in Figures 2c and 2f.  From the comparison, 

the extended Sobel operator segments a hand better than the 

traditional Sobel operator. 

2.2 Skin color segmentation 

Color information is used to extract the hand region 

from the input images. The proposed method utilizes hue and 

saturation of the HSV color space to segment the hand from 

full-color images. We have conducted experiments with Asian 

participants to find adequate ranges of the hue and saturation, 

of the skin color region. The hue threshold values were deter-

mined experimentally.  From such experiments, we have se-

lected hue ranges from 0.0 to 0.12 and from 0.88 to 1.0, which 

perform well for Asian skin color. Note that the hue values 0.0 

and 1.0 are identical to the same pure red color. Therefore, the 

two ranges above are actually continuous, and thus, a single 

range. On the other hand, the valid range for the saturation is 

set from 10 to 255, which performs well for all hands, to ig-

nore colorless regions.  

2.3 Integration of the two methods 

From the previous sections, we have obtained two 

results:  UGV-based background subtraction and skin color 

segmentation.  These contain the same target foreground ( i.e. 

hand) .  Since the two results are presented as binary images, 

they can be integrated by an AND operation.  The purpose of 

applying the AND operation to the two results is to select the 

same foreground from the two results, and to discard the false 

foreground which is proved by each result.  

2.4 Post-processing 

From the integration results, a segmented hand often 

contains holes within the hand region and also bright pixels in 

the background. We provide a circular structure element with 

5-pixel diameter for morphological operations.  First, the in-

tegration results are applied by morphological opening, to re-

move small isolated components in the background.  Second, 

all small holes in the segmented hand are filled up by mor-

phological closing. The largest connected component of bright 

pixels is select as the final target ( i.e.  hand) .  To fill up the 

large holes in the segmented hand, the binary image of the 

segmented hand is complemented.  Then, the largest bright 

area is removed since it corresponds to the background. Final-

ly, the remaining bright pixels are used to fill up the holes by 

an OR operation. 

3. Results and Discussion

We conducted experiments on MATLAB with 2. 0 

GHz CPU and a 2.0M pixels built-in camera of a laptop. The 

frame resolution is 640 by 480 pixels.  The camera is set to 

stationary.  The experiments are performed on both plain and 

complex backgrounds under constant and irregular lighting 

conditions.  To perform experiments under constant lighting 

condition, the brightness in the subsequent frames are main-

tained at the same level.  To perform experiments under an 

irregular lighting condition, the intensity is decreased about 

50% by turning off the room light. 

3.1 Discussion of the experiment 

Figures 3 to 6 show hand segmentation results in 

several situations. The results of Figure 3 belong to the hand 

with the plain background. The background has a white color 

with a pink object (Figure 3a). A hand exists in the frame un-

der the same lighting condition (Figure 3b). Figure 3c is the 

traditional method result, the sum of absolute difference 

(SAD), which is retrieved by computing different intensity 

values of Figures 3a and 3b. The hand is unsuccessfully seg-

mented because both background and current frames have 

similar intensity values. In the background subtraction result 

(Figure 3d), the hand is successfully extracted. However, the 

segmented hand contains numerous holes. The result of Figure 

3e is cleaner than the result of Figure 3d, but the hand and the 

object are segmented together because they have hue values 

within  the  threshold  range.  The AND result in  Figure  3f  is  
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Figure 3. Hand segmentations on a plain background (a) background image, (b) current frame under constant lighting, (c) traditional method 

result, (d) UGV-based background subtraction, (e) skin color segmentation, (f) AND result, (g) after post-processing, (h) current frame 

under irregular lighting, (i) traditional method result, (j) UGV-based background subtraction, (k) skin color segmentation, (l) AND 
result, and (m) after post-processing. 

Figure 4. Hand segmentations on a complex background with skin color object (a) background image, (b) current frame under constant lighting, 

(c) traditional method result, (d) UGV-based background subtraction, (e) skin color segmentation, (f) AND result, (g) after post-

processing, (h) current frame under irregular lighting, (i) traditional method result, (j) UGV-based background subtraction, (k) skin 
color segmentation, (l) AND result, and (m) after post-processing. 

Figure 5. Hand segmentations on a complex background with a moving non-skin color green object (a) background image, (b) current frame, (c) 

UGV-based background subtraction, (d) skin color segmentation, (e) AND result, and (f) after post-processing. 
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Figure 6. Hand segmentations on a complex background with a 
fixed skin color object and a moving red color object (a) 

background image, (b) current frame with the object 

moving away from the camera, (c) UGV-based back-
ground subtraction, (d) skin color segmentation, (e) 

AND result, (f) after post-processing (e), (g) current 

frame with the object moving toward the camera, (h) 
UGV-based background subtraction, (i) skin color seg-

mentation, (j) AND result, and (k) after post-processing 

(j). 

given by applying the AND operation to the binary images in 

Figures 3e and 3f. It shows that the scattered white pixels in 

the background are cleaned up, while the bright pixels which 

correspond to the pink object are mostly removed. Finally, we 

apply post-processing to the integration result as mentioned in 

the previous section, to remove small isolated components in 

the background and to fill up the holes inside the segmented 

hand region (Figure 3g). The room lighting conditions are 

changed from Figures 3b to 3h. The SAD result of Figure 3i is 

even worse than the SAD result of Figure 3c. The background 

subtraction results of Figure 3j are slightly different from 

Figure 3d, while the skin color segmentation result in Figure 

3k is similar to Figure 3e. After applying the AND operation, 

the hand is segmented successfully, but there are a scatter of 

white dots in Figure 3l. Finally, we apply the same post-

processing to eliminate the scattered white dots, as shown in 

Figure 3m. From the comparison between the two methods, 

the proposed method can segment the hand with a plain back-

ground under various lighting conditions.  

We changed the background from a plain back-

ground to a complex background (Figure 4a). The background 

contains various stationary objects with different colors. We 

repeat the same sequence of patterns that shows a hand under 

constant lighting conditions (Figure 4b). The SAD can seg-

ment the hand, but there are holes inside the segmented hand 

since the hand has intensity values close to the skin color ob-

ject in the background (Figure 4c). There are more isolated 

pixels in the background subtraction result since there is a 

larger gradient due to the objects (Figure 4d). The hand is 

unsuccessfully segmented because the skin color object in the 

background is also segmented (Figure 4e). After integrating 

by the AND operation, the segmented object is eliminated, 

and the isolated pixels are also cleaned up (Figure 4f). Finally, 

the segmented result is improved by applying post-processing 

the same as the processing with the plain background (Figure 

4g).  

We darkened the room to change the lighting con-

ditions from Figure 4b to Figure 4h. In this situation, the SAD 

cannot perform hand segmentation due to changing lighting 

conditions (Figure 4i). The hand is segmented by the back-

ground subtraction successfully, but there are still the isolated 

pixels in the background (Figure 4j). The hand cannot be seg-

mented by the color segmentation because of the skin color 

object (Figure 4k). Thus, the AND operation is used to select 

the true foreground (i.e. hand), as shown in Figure 4l. Figure 

4m shows the final result of the segmented hand that is 

improved by applying the post-processing. It shows that the 

proposed method still can segment the hand with the complex 

background under various lighting conditions.  

We then tested the proposed method in the complex 

background by including moving objects in the background, 

as shown in Figures 5 and 6. Figure 5 shows the result with a 

green object in the background. Figure 5a shows the back-

ground with a green object, which is moving. The green object 

moves from the left to right positions in Figure 5a to Figure 

5b, while the hand exists in the image frame. The background 

subtraction fails to segment the hand because the object and 

the hand are considered as foreground (Figure 5c). By color 

segmentation, the object cannot be segmented since the object 

does not contain skin color (Figure 5d). Because of the color 

segmentation result, there is only the hand in the segmentation 

(Figure 5e). Finally, we applied post-processing to the AND 

result (Figure 5f). 

The experimental result of the complex background 

with a fixed skin color and a moving red object is shown in 

Figure 6. Figure 6a shows the background image of this situa-

tion. The hand appears in the image frame while the red object 

moves from the lower left to upper right positions, as shown 

in Figure 6a and Figure 6b. The UGV-based background 

subtraction extracts both the hand and the object as the fore-

ground (Figure 6c). In the color segmentation, the result is the 

same as the background subtraction result since the red object 

has the color values in range of the threshold value, as 

mentioned in Section 2.2 (Figure 6d). In the AND result, both 

the hand and the object are detected (Figure 6e). After post-

processing, the proposed method considers the largest con-

nected component as the target foreground (i.e. hand). Thus, 

the hand is successfully segmented (Figure 6f). Then, we 

change the hand’s position and the red object’s position in 

Figure 6g. Both background subtraction and color segmenta-

tion still extract the hand and the object (Figures 6h and 6i). 

After applying the AND operation, both the hand and the red 

object remain in this step (Figure 6j). Finally, the hand is lost 

after the post-processing is applied (Figure 6k), since the 

largest connected component is the red object. Therefore, the 

proposed method segments the red object wrongly. 
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3.2 Evaluation 
 

We evaluate our proposed method using statistical 

performance and computational time. The proposed hand seg-

mentation algorithm is executed with MATLAB, which has 

commands “tic” and “toc” to measure the execution time. The 

computational time is measured by selecting the minimum and 

the maximum times from 100 frames of a hand. The execution 

time results are presented in Table 1. The SAD has only one 

process, and segments the hand in 0.5 milliseconds per frame 

(2,500 frames per second). The proposed method has four 

processes, as mentioned in Section 2. It uses time to segment 

the hand within 46.2–182.1 milliseconds per frame (5–21 

frames per second). From all processes, the proposed method 

mostly spends time on UGV-based background subtraction 

and post-processing. For UGV-based background subtraction, 

the proposed method spends time to compute UGV at every 

pixel. For post-processing, it requires different times to pro-

cess, depending on the number of holes inside the segmented 

hand. 

 
Table 1. Execution time of each process. 

 

Process name 

Computational times 

Traditional method Proposed method 

Min 

(msec) 

Max 

(msec) 

Min 

(msec) 

Max 

(msec) 

     

Sum of Absolute 

Difference (SAD) 

0.5 0.5 – – 

UGV-based 
background subtraction 

– – 24.2 62.1 

Color segmentation – – 3.8 9.4 

AND operation – – 0.5 1.2 
Post-processing – – 17.7 109.4 

Total process time 0.5 0.5 46.2 182.1 
     

 
To evaluate the performance of the proposed me-

thod, the hand images are manually segmented and used as 

ground truths. The segmentation results are measured by a 

confusion matrix. The statistical performances, accuracy, sen-

sitivity, specificity, and precision, are summarized in using the 

following statistics, Equation 4 to 7: 
 

 

Accuracy =
TP+TN

TP+TN+FP+FN
× 100% (4) 

  

Sensitivity =
TP

TP+FN
× 100%   (5) 

 

Specificity =
TN

TN+FP
× 100% 

 

(6) 

 

Precision =
TP

TP+FP
× 100% (7) 

 

where TP (true positive) indicates the number of pixels within 

a successfully segmented hand, TN (true negative) indicates 

pixels in successfully segmented background, FP (false posi-

tive) denotes background pixels wrongly segmented as a hand, 

and FN (false negative) denotes hand pixels wrongly seg-

mented as background. 

Table 2 shows a numerical comparison between the 

traditional method (i.e. SAD) and the proposed method for 

both plain background and complex background, under va-

rying lighting condition. The proposed method’s perfor-

mances slightly drop when the lighting conditions are 

changed, while the traditional method’s performances, except 

sensitivity, rapidly drop when the lighting conditions are ire-

gular. Note that mostly TN and FP in the traditional method 

are dramatically changed when the lighting conditions are 

irregular. 

 
3.3 Real-time application 

 
The proposed method is used as part of a one-box 

solution for remote control of an audio player by using hand 

gesture recognition (Dulayatrakul et al., 2015). Since this pa-

per is about hand segmentation, the details about hand seg-

mentation are explained in this section while the fingertip 

detection is described in Prasertsakul and Kondo (2015). The 

system is implemented by using an embedded board 

Raspberry Pi 2 Model B (Raspberry Pi, 2016) which has a 900 

MHz quad-core ARM Cortex-A7 CPU, 1 GB of Memory, and 

Pi camera module, which has an OmniVision OV5647 sensor 

(Pi camera, 2016). Figure 7a shows the process flow of the 

proposed method on the Raspberry Pi. Since this application 

supports at most two hands, each hand is processed by each 
CPU core separately. Figure 7b shows an example of the system,

 
Table 2. Segmentation performances of the traditional method and the proposed method with plain background and complex background under 

constant and irregular lighting conditions. 
 

Methods Background + Lighting condition Accuracy Sensitivity Specificity Precision 

      

Traditional 

method 
(SAD) 

Plain + Constant 90.8% 41.2% 98.9% 86.4% 

Plain + Irregular 39.5% 43.8% 38.9% 10.2% 

Complex + Constant 96.1% 81.4% 98.1% 85.3% 

Complex + Irregular 39.4% 90.4% 31.8% 16.4% 

Proposed 

method 

Plain + Constant 98.3% 99.6% 98.1% 89.2% 

Plain + Irregular 96.9% 92.7% 97.5% 84.9% 

Complex + Constant 98.0% 97.3% 98.1% 87.7% 

Complex + Irregular 97.2% 90.5% 98.1% 87.3% 
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Figure 7. Hand segmentations on the Raspberry Pi (a) process flow and (b) two regions of interest for hand segmentation. 

 

 

using the proposed method to segment and detect the hands. 

Each region of interest corresponds to each process in a CPU 

core, as mention previously.  Due to the hardware specifica-

tion, the input frame resolution is reduced to 320 by 240 

pixels. 

Figure 8 shows real-time hand segmentation, using 

the Raspberry Pi. Figure 8a is a background image, which is 

retrieved from the first frame of the image sequence. Subse-

quent frames under the same brightness level (Figure 8b) and 

under darker conditions (Figure 8f), with a hand in the 

(b) 

(a) 
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foreground, are also shown for the UGV-based background 

subtraction. The hand is detected as the foreground correctly 

in both lighting levels (Figures 8c and 8g). As a result of the 

weak point in UGV-based background subtraction, the gene-

rated image contains noise in the background region. There is 

less error in the results from the skin color segmentation since 

hue is robust to dynamic lighting conditions (Figures 8d and 

8h). Comparing the two results in both lighting levels, they are 

similar to each other. This signifies that the application can 

segment a hand under dynamic lighting conditions using the 

proposed method (Figures 8e and 8i). In addition, a Raspberry 

Pi can process hand segmentation at 42.7–46.4 milliseconds 

per frame (21–23 frames per second). 

 

 

 
 

Figure 8. Real-time hand segmentations on Raspberry Pi (a) back-

ground image, (b) current frame under constant lighting, 
(c)  UGV-based background subtraction, ( d)  skin color 

segmentation, ( e)  final result, ( f)  current frame under 

irregular lighting, ( g)  UGV-based background sub-
traction, ( h)  skin color segmentation, and ( i)  after 

post-processing. 

 
4. Conclusions 
 

In conclusion, this paper presents a hand segmenta-

tion method which is composed of background subtraction 

using unit gradient vectors (UGVs) and hue based skin color 

segmentation. The UGV-based background subtraction can 

effectively extract foreground, including a hand, even if there 

are skin-colored objects in the background. Meanwhile, hue 

based skin color segmentation extracts both hand and skin-

colored objects in the background. A combination of the two 

methods can then segment only skin-color foreground, that is, 

a hand in this paper. A significant advantage of the proposed 

method is that it performs hand segmentation robustly under 

dynamic lighting conditions, compared with the traditional 

method. This is achieved because both UGVs and hue are 

invariant to varying image intensities, often caused by dyna-

mic lighting conditions, and also internal functions of a 

camera, such as auto-gain control (AGC). Comparing the 

computational time, the proposed method requires more time,  

46.2–182.1 milliseconds per frame (5–21 frame per second), 

in order to segment the hand robustly. We also employ the 

proposed method in a Raspberry Pi. This shows that this algo-

rithm works well on a low-cost computer. 
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