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Abstract 
 
Ratio estimators have been used in survey sampling for estimating population mean when the population mean of an 

auxiliary variable is known.  However, as the auxiliary information is not always available we cannot gain any benefit from using 

ratio estimators to increase the efficiency of the population mean estimator.  New ratio estimators for population mean obtained 

using the quartile function of an auxiliary variable using double sampling have been proposed based upon the modified ratio 

estimators proposed by Subramani and Kumarapandiyan (2012) .  We propose the use of double sampling in order to estimate the 

unknown quartile function of an auxiliary variable.  A simulation study has been conducted to compare these new ratio estimators 

with the classical ratio estimator using a percent relative efficiency using double sampling.  The results show that the proposed 

estimators perform better than the classical ratio estimator using double sampling. 
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1. Introduction 
 

Many estimation techniques that require advanced 

knowledge of known auxiliary variables have been used in 

survey sampling.   Estimating the population mean of study 

variable Y using ratio estimators is one of the most well-known 

techniques that requires knowledge of auxiliary information 

when auxiliary variable X and study variable Y are highly 

positively correlated.  Ratio estimators are broadly used in 

social study, business, econometric, government and research 

study where it is important to make more precise estimators for 

a variable of interest.  For example; the government need to 

address the issue of over unemployment, an unemployment 

rate can be estimated using the ratio of unemployment 

people and labour force size.  Cochran (1977)  proposed 

utilisation of the relationship between the variable of interest 

and auxiliary variable to improve estimations made of the 

population mean estimator for the variable of interest.  The 

classical ratio estimator is given as below. 
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where y   and  𝑥̅ are the sample mean of study variable Y and 

auxiliary variable X  respectively and X is the population 

mean of auxiliary variable X. 

Later, several authors used ratio estimators to 

estimate population mean with the use of known population 

values of auxiliary variables such as coefficients of variation, 

kurtosis, skewness, correlation coefficient and median (Pandey 

& Dubey, 1988; Singh & Tailor, 2003, 2005; Singh & 

Upadhyaya, 1986; Sisodia & Dwivedi, 1981; Yan & Tian, 

2010) .   Subramani and Kumarapandiyan ( 2012)  proposed 

adjusting the classical ratio estimator by utilising the known 

quartile function of auxiliary variables; the first quartile, the 

third quartile, inter- quartile range, semi- quartile range and 

quartile average in simple random sampling, which were more 

efficient than some existing ratio estimators. The adjusted ratio 

estimator(s)  proposed by Subramani and Kumarapandiyan 

(2012) is as follows: 
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where Q1  and Q3  denote the first and the third quartiles of auxiliary variable X respectively.  Qr  denotes the inter-quartile range 

of auxiliary variable X,  Q Q Qr  3 1  , Qd  denotes the semi-quartile range  of auxiliary variable X,  Q Q
Qd


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  and Qa  

denotes the quartile average of auxiliary variable X,  Q Q
Qa




3 1
2

. 

        However, if we lack information on the population mean of auxiliary variable X, a sampling technique called double 

sampling or two phase sampling proposed by Neyman (1938) can be used in order to estimate the unknown value for the population 

mean of an auxiliary variable.  Let N be the number of units in a population U = U1,…,UN. A large sample of n  units is selected 

with simple random sampling without replacement (SRSWOR) in the first phase sampling in order to collect the information from 

an auxiliary variable because it is quick and cheap to obtain when compared to a study variable.  Then a smaller sample size n        

( n  < n )  is selected in the second phase using SRSWOR in order to obtain the information on both the study variable and the 

auxiliary variable. Let 
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 be the sample means of the study variable and the auxiliary variable from 

the second phase sampling based on subsample size n.    If the population mean X  is unknown, the classical ratio estimator in (1) 

using double sampling is defined as follows. 
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 is an unbiased estimator of population mean X  from the first phase sampling based on sample size n .  

         The ratio estimator is a biased estimator but this bias will be smaller as the sample gets larger. The Jackknife method was 

suggested by Quenouille (1956) reducing the bias of the estimator further. 

         As we mentioned earlier, various authors have suggested using some auxiliary information alongside the population 

mean including the quartile functions, which usually are not available. In this paper, we propose to extend the estimators proposed 

by Subramani and Kumarapandiyan using double sampling. We propose to estimate the unknown function of the quartiles of an 

auxiliary variable using double sampling. Moreover, we consider the Jackknife variance estimator in estimating the variance for 

combined estimators. The proposed estimators will be compared with the classical ratio estimator using double sampling via a 

simulation study. 
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2. Materials and Methods 

        We assume that the population mean and quartile functions of an auxiliary variable used in Subramani and Kumarapandiyan’s 

(2012) estimator in simple random sampling are unknown and we propose to estimate these population values using double 

sampling.  We propose to replace unknown values of  the population mean X and quartile function of  auxiliary variables  Q3 , 

Qr , Qd  and Qa  in (2) with estimated values of the sample mean x  and sample of the function of quartiles of an auxiliary 

variable Q3 , Qr , Qd and Qa respectively using SRSWOR in the first phase sampling based on sample size n   and x  and y  

in (2) are calculated in the second phase sampling using SRSWOR based on sample size n ( n n ). We called the new four 

proposed estimators 
1DRŶ , 

2DRŶ ,
3DRŶ  and 

4DRŶ  respectively.    

We also suggest combined ratio estimators designed to minimize the variance in population mean of the variable of 

interest.  The Jackknife variance estimator has been considered and extended from Rao and Sitter (1995). We combined two 

selected estimators  (
1DRŶ and 

2DRŶ ) which gave us a smaller variance than the other estimators using the Jackknife method. The 

combined ratio estimator 
RCŶ  is given as follows  

    . 
1 2RC DR DR

ˆ ˆ ˆY   =  ωY + (1-ω)Y                         (4) 

The variance is given below. 

1 2 1 2

2 2ˆ ˆ ˆ ˆ ˆVar(Y )    Var(Y )  (1 - ) Var(Y ) 2 (1 - )COV(Y , Y ).RC DR DR DR DR                          (5) 

The objective of this estimator is to find an estimator that minimises the variance of a population mean estimator of the 

variable of interest.  We find the first derivative in respect to and set it equal to zero then   is obtained as follows. 

2 1 2

1 2 1 2

DR DR DR

DR DR DR DR

ˆ ˆ ˆVar(Y )-COV(Y ,Y )
ω  =  ,

ˆ ˆ ˆ ˆVar(Y )+Var(Y )-2COV(Y ,Y )

                         (6) 

where ω  is the weighting from the combined ratio estimator that minimized the variance in the population mean estimator. 

1DR

ˆVar(Y ) and 
2DR

ˆVar(Y ) are the variance of the proposed estimators adjusting by using 
3 rQ  and Q respectively.  

1 2DR DR

ˆ ˆCOV(Y ,Y )  

is the covariance between estimator 
1DRŶ  and  

2DRŶ .  We extended the Jackknife variance estimator from Rao and  Sitter using 

double sampling. The adjusted Jackknife variance estimator is shown as follows:   
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Ŷ , i = 1, 2. x is sample mean from the first phase of sampling and x  and y  are the sample mean of the 
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3. Results and Discussion 

We generate the population size N=1,000. A sample of n = 200 units is selected in the first phase sampling then a 

sample size n (n = 20, 60 and 100)  is selected in the second phase sampling with simple random sampling without replacement. 

The correlation between variable of interest and auxiliary variable (xy ) is 0.5 and 0.8. The value of the variables of interest 

(X,Y) are generated from the bivariate normal distribution with different means and variances as shown in Tables 1 and 2. In Table 

1 the means of variables X and Y are equal to 2 and 4 respectively and the variance for both variables is equal to 1. In Table 2 the 

means of variables X and Y are equal to 200 and 400 respectively and the variance for variable X is equal to 100, for Y it is equal 

to 9. A percentage relative efficiency (PRE) has been used to compare the performance of the proposed estimators with the classical 

ratio estimator using double sampling.  The PRE of an estimator with respect to the sample mean is defined by 

PRE(., y) MSE(y) / MSE(.) 100.    The simulation is repeated 10,000 times. The results are presented in Table 1 and 2. 

Table 1. Mean square error and percent relative efficiency of the proposed estimators over the classical ratio estimator under double sampling 

for N = 1000, n  = 200, x = 2,  Y = 4 and V(X) V(Y)  = 1. 
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From Table 1 and 2 we can see similar results, we can see clearly that the proposed estimators perform a lot better than 

the classical ratio estimator using double sampling.  The combined ratio estimator performs the best as it has the highest percentage 

relative efficiency when compared to the classical ratio estimator using double sampling. The percentage of relative efficiency is 

improved when the correlation between the variable of interest and the auxiliary variable increases and also when the sample size 

is increased.  

Table 2. Mean square error and percent relative efficiency of the proposed estimators over the classical ratio estimator under double sampling 

for N = 1000, n  = 200, x = 200,  Y = 400 and V(X) = 100 and V(Y) = 9. 

 
 

In Figures 1, and 2 we can see that the proposed estimators perform better than the classical ratio estimator using double 

sampling.  The bias gets smaller as the sample and the correlation between the variable of interest and the auxiliary variable gets 

larger. The combined ratio estimator 
RCŶ and 

1DRŶ  give slightly different outcomes in biases. 

 

Figure 1. The bias of the proposed estimators and the classical ratio estimator under double sampling for N = 1000, n  = 200, x = 2,   

Y = 4 and V(X) V(Y)  = 1. 
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Figure 2. The bias of the proposed estimators and the classical ratio estimator under double sampling for N = 1000, n  = 200, x = 200,  

Y = 400 and V(X) = 100 and V(Y) = 9. 

 

 

4. Conclusions 
 

In this paper, we proposed to extend the ratio 

estimator proposed by Subramani and Kumarapandiyan (2012) 

using double sampling.   Double sampling is used to estimate 

the unknown population quartile function of an auxiliary 

variable. We compared the proposed estimators with the 

classical ratio estimators using double sampling.  The 

simulation results showed that the proposed estimators were 

more efficient than the classical ratio estimator using double 

sampling.  Therefore, it is a very useful technique that can be 

used in practice to improve the precision of estimators by using 

auxiliary variables even where the population values are 

unknown. 
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