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Abstract

TE 164839
The purpose of this study project is to determine the possibilities of using artificial neural networks
(ANNs) in the prediction of performance of Sipraya municipal wastewater treatment plant using
contact stabilization activated sludge process. The design flow capacity was 30,000 ms/day and
influent BOD; and suspended solids (SS) concentration were 150 and 100 mg/l respectively. Two
sets of data, twenty nine in each, collected during the period from 1996 to 2001 were employed in
this work. The developed ANNs for forecasting the effluent BOD and SS have been trained by the
first set of data and tested by the other. The three-layer, {input, hidden, output}, back propagation
neural networks were written in C language and implemented on Window XP base micro-
computer. The generalized delta rule (GDR) was applied as learning algorithm. The best results for
ANNs model for the training set for effluent BOD and SS data consist of {3,3,1} and {2,6,1}
respectively in which the figures expressed to the amount of nodes on input, hidden and output
layers respectively. The absolute average relative errors (AREs) for best results were 20.12 percent
and 16.71 percent for BOD and SS data respectively. The learning rate at 0.7 and null momentum
were used in both networks. The average prediction errors for training and testing data sets for BOD

were 16.69 and 32.88 percent respectively while for SS were 12.92 and -9.60 percent respectively.





