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This paper proposes a robust controller design of Superconducting Magnetic Energy Storage (SMES ) for
stabilization of tie-line power oscillation in the interconnected power systems with wind farms. The
inverse additive perturbation model is applied to represent system uncertainties such as several gener-
ating and loading conditions, variation of system parameters, wind power fluctuations, etc. The structure

of active and reactive power controllers of SMES is the first-order lead-lag compensator. To tune the
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controller parameters, the optimization problem is formulated based on the enhancement of additive sta-
bility margin. The genetic algorithm is used to solve the problem and achieve the controller parameters.
Simulation studies in the two-area four-machine interconnected power system with wind farms confirm
the robustness of the proposed SMES under various operating conditions.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Nowadays, the wind power generations connected to the grid
significantly increase because of low impact to environment and
infinite availability. Nevertheless, the wind power is naturally
intermittent and unpredictable. The power output fluctuation from
wind power generations leads to a severe problem of low
frequency oscillations in interconnected power systems due to
insufficient system damping [1,2]. Besides, the high penetration
of wind power results in a fluctuation of tie-line power flow which
may violate the transmission capability margin and deteriorate the
system stability [3-6].

To tackle this problem, a Superconducting Magnetic Energy
Storage (SMES), which is able to supply and absorb active power
rapidly [7,8], has been highly expected as one of the most effective
controller of power system stabilization. The SMES has been suc-
cessfully applied to solve many problems in power systems such
as an improvement of power system dynamics [9,10], a frequency
control in interconnected power systems [11,12], an improvement
of power quality [13], a stabilization of sub-synchronous oscilla-
tion in the turbine-generator [14], a load leveling [1 5], etc. Besides,
a SMES unit has been applied to stabilize interconnected power
systems with wind farms [16-18]. On the other hand, various gen-
erating and loading conditions, unpredictable wind power fluctua-
tions, variation of system parameters and system nonlinearities,

* Tel.: +66 2 326 4550.
E-mail address: ngamroo@gmail.com

0196-8904/$ - see front matter © 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.enconman.2009.10.008

etc., result in system uncertainties. The SMES controllers [9—18]
have been designed based on an optimization of proportional inte-
gral controllers without considering such system uncertainties.
Accordingly, it cannot guarantee that they can handle such uncer-
tainties and stabilize the power systems. To handle such system
uncertainties, a new SMES controller design which is robust to var-
ious uncertainties, is significantly expected.

To enhance the robustness of the SMES controller against sys-
tem uncertainties, this paper proposes a robust controller design
of SMES based on the inverse additive perturbation [19]. In the
mathematical modeling, unstructured system uncertainties are
represented by the inverse additive perturbation model. The struc-
ture of active and reactive power controllers is the first-order lead-
lag compensator. Controller parameters are optimized by genetic
algorithm (GA) based on the improvement of the robust stability
margin of the control system. Simulation studies are carried out
in the two-area four-machine interconnected power system with
wind farms. Simulation results under various operating conditions
such as heavy line flow, weak line, wind power fluctuations and
system faults, confirm that the proposed SMES is superior to that
of the SMES designed without considering robustness.

2. Study system and modeling

A two-area four-machine interconnected power system [20] in
Fig. 1is used as the study system. Each generator is represented by
a five-state transient model. It is equipped with a simplified exci-
ter. The wind farms are located at buses 4 and 14 with maximum
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G2 Wind Farms G4

Fig. 1. Two areas four machines power system with wind farms.

generating capacities 405 MW. In this study, the wind farm is mod-
eled by the random active power source. Based on the residue
method [21], the suitable location of SMES is selected at bus 16
in area 2. The SMES has a specification of 80 MJ, 40 kA, 100 MVA
[22].

Fig. 2 shows the SMES model with simultaneous active and
reactive power (P-Q) modulation control scheme [22]. In the mod-
el, Kp(s) and K¢ (s) are the SMES active and reactive power control-
lers, respectively, which are represented by

(1 + TnS)

Kp(s) =K1m (1)
_ (] +T21S)
KQ(S) = K2(1+—TZZS) (2)

where, K; and K; are gains of active and reactive power controller;
Ty and Ty, are time constants of the active power controller; Ts;
and T, are time constants of the reactive power controller. The in-
put signals of active and reactive power controllers are active power
deviation AP, and reactive power deviation AQ,, in a tie-line be-
tween bus 13 and 15, respectively. In this paper, gains and time
constants of both controllers are optimized by the proposed control
design.

As shown in Fig. 2, K, (s) which is the SMES coil current con-
troller, can be represented by

Klsm(s) = (KP s T%) Ksm (lsm - IsmO) (3)

where, K is the proportional gain, T; is the time constant (s), Ky is a
SMES coil controller gain; I, is a SMES coil current (pu); Iy is an
initial value of SMES coil current (pu). In the SMES model, the effect
of I is considered, since the dynamic behavior of I, significantly
affects the overall performance of SMES. In practice, Iy, is not al-
lowed to reach zero to prevent the possibility of discontinuous con-

Fig. 2. SMES with active and reactive (P-Q) controllers.

duction under unexpected disturbances. On the other hand, high I,
which is above the maximum allowable limit, may lead to loss of
superconducting properties. Based on the hardware operational
constraints, the lower and upper coil current limits are considered
and assigned as 0.30lsmo and 1.381y0, respectively. Here, I, can
be calculated from the PEI block which has a relation as

lsm = \/Igmo = 2Eout/(l-sm Szm,bﬂse) : (4)

Eout = /Psmdt i Ssm,base (5)

where, E,, is the SMES energy output (J); Ly is the SMES coil induc-
tance (H); Ism pase is the SMES current base (A); P, is the SMES active
power output and Seppese is the SMES MVA base (MVA). Subse-
quently, the energy stored in a SMES unit (E,) and the initial en-
ergy stored (Eqmo) can be determined by

E:m = EsmO = Eoul (6)
Equo = 05Lanlorg - B e ()

Besides, Ky(s) which is the voltage controller, can be repre-
sented by

KV(S) = KVsm(v!O = vts) (8)

where, Ky is the controller gain; Vo is an initial value of a terminal
bus voltage of a SMES unit (pu); and Vs is a bus voltage of SMES
(pu).

The desired active and reactive power output of SMES (P, and
Qy) can be expressed as

Py = Vil imAP : 9
Qd == vtslsmAQ (]0)

where, AP and AQ are the active and reactive power fractions,
respectively. The SMES active and reactive power outputs
(Psm and Qgy,) are the output of the SMES controlled converter
(CONV). The converter transfer function can be represented by the
first-order time-lag compensator as

CONV = 1/(1 + T.s) (11)

where T is the time constant of converter (s).

3. Proposed robust SMES controller design

To enhance the robustness of active and reactive power control-
lers against system uncertainties, the inverse additive perturbation
[19] is applied to formulate the optimization problem of controller
parameters.

The feedback control system with inverse additive perturbation
is depicted in Fig. 3. G is the nominal plant. K is the designed
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Fig. 3. Feedback system with inverse additive perturbation.

controller. For system uncertainties such as various generating and
loading conditions, variation of system parameters and nonlinear-
ities, etc., they are represented by A, which is the unstructured
additive uncertainty model. Based on the small gain theorem, for
a stable additive uncertainty A,, the system is stable if

|AaG/(1 — GK)| < 1 (12)
Then,
|Aal < 1/|G/(1 - GK) (13)

The right hand side of (13) implies the size of system uncertain-
ties or the robust stability margin against system uncertainties. By
minimizing |G/(1 — GK)|, the robust stability margin of the closed-
loop system is maximum. This concept can be applied as the opti-
mization problem as
Minimize |G/(1 - GK)]|,,
Subject to { > (e, O = Ogpec

Ki.min < Ki < Ki.max
Tij.min < Tij < Tij,max;

(14)
I, f =100

where || o || is the infinite norm of transfer function; (s, and e
are desired damping ratio and desired real part of the eigenvalue
corresponding to the dominant inter-area oscillation mode, respec-
tively. The objective of the optimization is not only to improve the
robustness of the SMES but also to move the dominant inter-area
oscillation modes to the D-stability region as shown in Fig. 4. This
optimization problem is solved by GA.

é,spec

A Imaginary
axis
— X
h
[}
A}
[}
[}
[}
[}
bl Real axis
- =t
(o} - U
spec ¢
]
’
’ .
’o X : Dominant modes
’ before control
X B4 : Dominant modes
after control

\

Fig. 4. D-Stability region.

4. Simulation studies

In the SMES model, the fixed parameters are set as follows:

K, =40, Ti=04, Kgpm=1, Kym=1,
Tc=001, Igmo=0.6377, Lgm =10,
Ssmpase = 100 MVA,  Vipoee =22 kV, Vi =0.95

In the GA optimization [23], the ranges of search parameters are
set as follows: (g =0.1, Gopec =04, K; and K, €[1 10],
T €[0.0001 1], population size=100, crossover probabil-
ity = 0.6, mutation probability = 0.05, maximum generation = 100.
First, the linearized power system is formulated based on the nor-
mal operating condition of case 1 in Table 1. Optimizing control
parameters in the linearized system by GA, the P and Q controllers
of the robust SMES which is referred to as “RSMES”, are obtained as

1+0.2092s

Ke(s) =7. (m) i
1+ 0.8576s

Kels)= 5'5(1 m 0.33875) §19)

The robustness of RSMES is compared with the SMES designed
without considering the robustness which is referred as “CSMES”
designed by the method proposed in [24]. CSMES is designed to
yield the damping ratio and the real part of the dominant inter-
area mode same as the design specification of RSMES. Based on
[24], the optimization problem of CSMES is formulated as

Minimize J= 3" [lpec =L+ . |Ogec — O]

{<spec T2 Ospec
SUb.iECt to Ki,min < Ki < Ki,max
Tl’j,min < Tij < Tij,max:

(17)
i=d@d" j=1.2

As a result, the active and reactive power controllers of CSMES
are given by

1+0.8216s

Keclsl =208 (m) (18)
1+ 0.3053s

Kocls) =4.61 (1 e 0.2034s> i

Table 2 shows the eigenvalue and damping ratio of the domi-
nant inter-area oscillation mode. Without SMES, the damping ratio
of the oscillation mode is very poor. On the other hand, the desired
damping ratio and the desired real part of the oscillation mode are
achieved by both CSMES and RSMES.

Next, nonlinear simulations of three case studies in Table 1 are
carried out under two patterns of wind power generations [PW1]
and [PW2] as depicted in Fig. 5a and b. PW1 and PW2 of each pat-
tern are injected to bus 4 and 14, respectively. Figs. 6 and 7 show
the maximum tie-line power deviation in case of wind power gen-
eration patterns I and 11, respectively. Without SMES, the maxi-
mum power deviation is very large especially in cases 2 and 3. In
contrast, the maximum power deviation is effectively suppressed
by SMES. However, CSMES is sensitive to operating conditions in
cases 2 and 3. The maximum power deviation highly increases in
cases 2 and 3. On the other hand, RSMES is very robust to any oper-
ating condition. The maximum power deviation rarely changes.
Fig. 8 shows a sample result of tie-line power deviations of case
3 with wind power generation pattern II. Without SMES, the tie-
line power severely fluctuates. On the contrary, the power fluctua-
tion is alleviated by SMES. Nevertheless, RSMES provides more sta-
bilizing effects than CSMES. These results signify that the
stabilizing effect of RSMES against wind power fluctuations is
superior to that of CSMES.

Next, simulation results with wind power generation pattern II
and applied fault are shown as follows. In case 1, it is assumed that
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Table 1
Case studies (Base = 900 MVA).
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Case 1. Normal condition (Pye = 1.5) 2. Heavy line flow (P, =4.5) 3. Heavy line flow and weak line (Py, = 4.5)
G1 Pc=6.0 - Pc=75 Pc=9.0
G2 Pc=55 Pc=6.0 Pc=75
G3 Pc=55 Pc=45 Pc=5.0
G4 Pc=5.5 Pe=40 Pc=4.0

Load and line conditions L;=10,L,=12

L =10,L,=12

Ly=12, L, =13 one line between bus 3 and 101 is opened

Note: P; = Generation power (pu), L = Load power (pu).

Table 2
Eigenvalues of dominant inter-area mode.

Cases Eigenvalue (damping ratio)
No SMES -0.107 £ j 4.066i, { = 0.026
CSMES —-0.421 % 3.75i, {=0.120
RSMES —-0.667 +j 3.38i, {=0.194
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Fig. 5. Wind power generations.

a 3 fault occurs at the midpoint of one tie-line between bus 3 and
101 at 5.0 s. The fault is cleared 50 ms after. As shown in Fig. 9, the
damping effect of RSMES on power oscillation is better than that of
CSMES. In case 2 with the same 3 fault, the stabilizing effect of
CSMES s significantly deteriorated as illustrated in Fig. 10. The
power oscillation takes long time to damp out. In contrast, RSMES
is capable of stabilizing power oscillation. It still retains system
stability successfully. In case 3, it is assumed that two parallel lines
between bus 3 and 101 are operated from the beginning of simu-

DONoSMES B CSMES IRSME;’

—

2 3
Operating Condition

Maximum tie line power deviation(pu)

Fig. 6. Maximum tie-line power deviation in case of wind power pattern I.

ONoSMES EBCSMES m@RSMES

0.18
0.16
0.14
0.12

0.1
0.08
0.06 +—
0.04 +—
0.02 +—

Maximum tie line power deviation(pu)

1 2
Operating Condition

Fig. 7. Maximum tie-line power deviation in case of wind power pattern II.
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Fig. 8. Tie line power deviation in case 3 with wind power pattern II.

lation time at 0s. At 55, one line of two parallel lines between
bus 3 and 101 is suddenly opened and not re-closed. As depicted
in Fig. 11, CSMES loses stabilizing effect. It is not able to damp
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Fig. 11. Tie line power deviation in case 3 with fault and wind power pattern II.

out power oscillation. The system stability cannot be maintained.
On the other hand, RSMES is very robust against this heavy load
and weak line situation. The power oscillation can be stabilized
effectively.

The SMES coil currents in case 3 with wind generation pattern Il
without fault are shown in Fig. 12, respectively. Both coil currents
of CSMES and RSMES can properly remain within the allowable
limits. However, the fluctuation of SMES current in case of RSMES
is larger. This indicates that RSMES can appropriately supply and

10°
ZX

2
st &

0.5

SMES coil current (kA)
<

0 10 20 30 40 50

Time (sec)

Fig. 12. SMES coil current in case 3 with wind power pattern II.

receive the larger amount of electrical energy with power system.
Accordingly, the stabilizing effect of tie-line power flow by RSMES
is superior to that of CSMES.

5. Conclusions

A robust SMES controller design based on inverse additive per-
turbation in interconnected power systems with wind farms has
been proposed. The inverse additive perturbation model has been
applied to represent unstructured system uncertainties. The con-
trol parameters of SMES active and reactive power controllers are
optimized based on the enhancement of the robust stability mar-
gin against system uncertainties. Simulation studies confirm that
the robustness of the proposed SMES under various situations such
as heavy line flow, weak line, wind power fluctuations and system
faults is much superior to that of the SMES designed without con-
sidering robustness.
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To stabilize power oscillations, superconducting magnetic energy storage (SMES), which is capable of controlling active and
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1. Introduction

Nowadays, the penetration of wind power into power systems
has significantly increased because of its low impact on the
environment and infinite availability. Nevertheless, wind power is
unpredictable and intermittent in nature. The fluctuation of wind
power generation may cause a severe problem of tie-line power
oscillations [1,2]. Besides, the power oscillations due to wind
power fluctuation may violate the transmission capability margin
and deteriorate the system stability [3,4].

To stabilize the inter-area oscillation, superconducting magnetic
energy storage (SMES), which is able to supply and absorb
active and reactive power simultaneously [5,6], can be applied.
In the past, an SMES unit has been successfully applied to
improve system stability and stabilize power oscillations due to
wind power fluctuations [7,8]. Nevertheless, the SMES power
controllers proposed in these works have been designed in detailed
power systems with the requirement of all system parameters
and exact mathematical models. This makes the design difficult,
inflexible, and impractical for actual systems. In addition, system
uncertainties such as a deregulated environment with complex
power contracts, various generating and loading conditions, system
parameter variation and unpredictable wind power fluctuations, etc.
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have not been considered in the SMES controller design, and so the
robustness of SMES controller against such system uncertainties
cannot be guaranteed. As a result, the stabilizing effect of SMES on
the inter-area power oscillation is significantly deteriorated under
some operating conditions. To tackle these problems, a proper
grasp of the present system state with the wide-area monitoring
in combination with the robust control theory becomes the key
issue to keep the power system stability successfully.

Recently, the wide-area monitoring of power systems using mul-
tiple phasor measurement units (PMUs) which are synchronized by
the global positioning system (GPS) [9,10], have been applied to
power systems such as transmission capacity enhancement [11],
wide-area protection and emergency control [12], wide-area sta-
bilization [13,14] etc. Synchronized PMUs with GPS provide the
opportunity of data synchronization at a common time reference
with high accuracy. Moreover, oscillation modes, especially the
inter-area low-frequency oscillation mode with poor damping, can
be detected from PMU data by modeling as a simplified oscillation
model (SOM) [14].

This paper applies the wide-area synchronized phasor mea-
surements to design the robust power controllers of SMES in an
interconnected power system with large wind farms. The configu-
ration of both active and reactive power controllers is a practical
lead/lag compensator. Assuming that multiple PMUs have been
located in the power system, the steady-state phasor data can be
obtained by applying a small load perturbation to some load buses.
DFT filtering is applied to extract the time series signal embedded
with the dominant inter-area oscillation modes from the phasor
data. The extracted signal is used for system identification and to

© 2010 Institute of Electrical Engineers of Japan. Published by John Wiley & Sons, Inc.
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construct the SOM embedded with the dominant modes. In addi-
tion, by integrating the SMES controllers into the SOM, control
parameters can be tuned. To enhance the robustness of SMES
against system uncertainties, the inverse additive perturbation [15]
is applied to represent unstructured system uncertainties such as
various generating and loading conditions, system parameters vari-
ation, etc., and included in the SOM. The optimization problem of
SMES control parameters is formulated on the basis of an enhance-
ment of the system robust stability margin. To achieve the SMES
parameters automatically, the genetic algorithm (GA) is applied to
solve the problem. Nonlinear simulation study is carried out by
the Dymola software package with ObjectStab [16]. Simulation
results in the West Japan six-machine interconnected power Sys-
tem confirm that the robustness of the proposed SMES is much

. superior to that of the conventional SMES designed without con-

sidering robustness under heavy tie-line power flow, weak line,
random wind patterns, and severe faults.

2. Problem Formulation

2.1. Study system The six-area interconnected power
system [17] is used as the study system as depicted in Fig. 1.
This system represents the 60-Hz interconnected areas of Western
Japan. The area capacity ratio of areas 1 to 6 is 20:13:7:40:7:33
with a 1000-MVA base. Assume that the wind farms located
in area 1 have the maximum generation capacity of 500 MW.
Normally, the electric power is transferred from areas 1 to 6. For
the study purpose, it is assumed that power flows in tie-lines are
in the heavy condition and the system disturbances such as line
faults, load fluctuations, etc. occasionally occur. These situations
cause inter-area oscillations with poor damping. Based on modal
analysis results in Ref. 18, two inter-area oscillation modes tend
to be dominant and interact with each other in this system. One
of the modes is associated with the oscillation between both
end generators (G1 and G6), while the other mode is associated
between both end and middle generators (G1 and G4, G4 and G6).
To stabilize both oscillation modes, an SMES is applied. Using the
residue method in Ref. 19, buses 1 and 6 are the most effective
locations of SMES for power system stabilization. As a result, an
SMES is placed at buses 1 and 6. The SMES has specifications
800 MJ, 40 kA, 1000 MVA [18].

To install the PMU, two observation sites at buses 1 and 6
which significantly participate in these two modes are selected,
while another site of PMU at bus 14 is used as the reference of
the phase angle. Note that phasor data are stored with the observed
time using PMUs synchronized by the GPS signal. Therefore, the
measured phasor data are directly comparable with each other
without considering the delay in communication. In this study,
small load variations at some load buses are assumed to simulate
the phasor fluctuations measured in the power system.

2.2. SMES model Figure 2 shows the SMES model
with simultaneous active and reactive power (P-Q) controllers

Fig. 1. Six-area interconnected power system with wind farms

Voltage controller l

Fig. 2. SMES with active and reactive (P—Q) controllers

[18]. In the model, K p(s) and K g (s) are represented by

1+ Tpys
K =K R — |
p(s) PD (1 +Tp2s) n
1+ Tgs
K =K B —— 2
o(s) oD (] +Tst) 2

where Kp(s) and K(s) are active and reactive power controllers,
respectively; Kpp, K ¢p are controller gains; and Tpy, Tpz, Tpi,
T, are time constants. The input signals of active power controller
(Aup) and reactive power controller (Aug) of SMES1 and SMES?
are the active power deviation (A Py ) and reactive power deviation
(A Qtie) in a tie line from bus 11 to bus 1 and from bus 16 to bus 6,
respectively. Here, gains and time constants of both controllers are
optimized by the proposed design method. As shown in Fig. 2,
the SMES coil current controller K, (s), which is a proportional
integral (PI) controller, can be represented by

1
Kism(s) = (KP + ) K (Ism — Ismo) 3
T[.S'

where Kp and T are the proportional gain and the time constant
of PI controller, Ky, is the gain of SMES coil controller, /gy is the
SMES coil current (pu), and Iy is the initial coil current. In the
SMES model, the effect of Iy is considered, since the dynamic
behavior of I, significantly affects the overall performance of
SMES. In practice, I, is not allowed to reach zero to prevent
the possibility of discontinuous conduction under unexpected
disturbances. On the other hand, high Iy, which is above the
maximum allowable limit may lead to loss of superconducting
properties. Based on the hardware operational constraints, the
lower and upper coil current limits are considered and assigned as
0.30/5mo and 1.381mo, respectively. Here, I, can be calculated
from the oPEI block which has a relation

] 2Eou
Im= 12— ———— 4)
& v L sm 1 szm.base ' (

Eout = (f Psmd’) ssm,base (5)

where Eqy is the SMES energy output (J), Ly is the SMES coil
inductance (H), Ismpase is the SMES current base (A), Py is the
SMES active power output (pu), Qs is the SMES reactive power
output (pu), and S¢ppase i the SMES MVA base. Subsequently,
the energy stored in a SMES unit and the initial energy stored can
be determined by

Egm = Esmo — Eout (6)
Euw = 05LsulZ 5 « 12, pase ™)

where Egy, is the energy stored in a SMES unit (J) and Egpy is the
initial stored energy. Besides, Ky (s) can be represented by

Ky(s) = Kysm(Vio — Vis) (8)

where Kvygy is the gain of SMES voltage controller, Vi is the
initial value of a terminal bus voltage of a SMES unit (pu), and V,;

1EEJ Trans 5: 0 (2010)
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is the bus voltage of SMES (pu). The desired active and reactive
power outputs of SMES can be expressed as

Pd = lelsmAP (9)
Qa = VisIsmAQ (10)

where Py is the desired active power output of SMES (pu), Q is
the desired reactive power output of SMES (pu), AP is the active
power fraction, and AQ is the reactive power fraction. In Fig. 2,
Psm and Qg are the output of the SMES controlled converter
(CONYV). The converter transfer function can be represented by
the first-order time-lag compensator as

CONV =1/ (1 + Tos) (11)

where T is the time constant of converter(s).

3. Proposed Control Design

An overview of the control design is depicted in Fig. 3. Based
on the synchronized PMUs, the dominant inter-area oscillation
modes can be identified by modeling the measured oscillation
data as an SOM. Besides, the SOM can be extended to include
the effects of P-Q controllers of SMES. By tuning the controller
parameters by GA in the extended SOM, the damping of the
dominant modes and the robustness of the SMES controllers
against system uncertainties can be improved. The effect of the
designed controller can be evaluated in the power system with
the detailed model. The proposed designed method is described as
follows.

3.1. Modal analysis with SOM The power swing
equations of generators in an n-machine power system are
represented by [20]:

Miw; = —Dj(w; — 1) + Ppj + Pei (12)
6 = wr(w; — 1) (13)
where i = 1,2, ...,n; w; is the angular velocity of generator i; §;

is the rotor angle of generator i; M is the inertia constant; D is the
damping coefficient, P, is the mechanical input to the generator,
P, is the electrical output, w, = 27 f is the rated angular velocity,
f 1s the system frequency; and ‘-’ is the derivative of variable with
respect to time.

The number of oscillation modes to be considered for applying
SOM depends on the number of dominant modes in the target
system. The SOM can be extended to represent the system with
any number of oscillations modes. This makes the SOM general,
practical, and robust. Based on simulation results in Section 4, it
can be observed that two dominant inter-area oscillation modes
always occur at various operating conditions in this system.

An extended
simplified
oscillation model

SMES P-Q
: controller

Genetic algorithm

Controller
effect

Fig. 3. Controller design overview

Accordingly, the SOM is used to represent the interaction of two
dominant inter-area oscillation modes. These modes are assumed to
oscillate in keeping with the dynamics of power swing equations.
The first SOM corresponds to the most dominant mode, while the
other corresponds to the second dominant mode. The dynamic of
SOM is represented by the polynomial approximation of the phase
angle and the angular velocity as follows.

. w,
= Fr(“Dl(wl = 1)+ Pn1 — Pay) (14
1
~ Fi(x1, x2, X3, X4) (15)
Xy =x) (16)
o
d3= 2 (=Daf@r = 1) + Puz — P2) an
2
~ Fy(xy, x2, X3, X4) (18)
X4 =x3 19

where, F| and F, are assumed to consist of linear terms.
Equations (14)—(19) can be represented in the matrix form as:

X1 a a a3 a4 X
Bl |1 0 0 0f|x
):’3 - bl bz b3 b4 X3 (20)

X4 0 0 1 0] [x4

where x; =81 — 85, x2 = 81 — & — (B1e — Bee); X3 =y — byi xa =
82 = 8 — (82¢ — 85e). Subscripts 1 and 2 of § denote numbers of
selected sites, the subscripts s denotes the reference size, and
the subscript e denotes the initial value of the phase angle. The
coefficients a; and b; (i = 1-4) can be evaluated by applying
the least-squares method to time series datasets of x; (j = 1-4)
obtained from the wide-area phasor measurement. Oscillation
characteristics are directly investigated by e(20) since eigenvalues
of the coefficient. matrix represent the damping and frequency
of two oscillatory modes. Note that not only a longitudinal
interconnected power system is considered here; the SOM is
applicable to other systems with any structure where the oscillatory
characteristics are observed. In addition, the SOM can be extended
to the system with more than two dominant modes: that is, by
increasing state variables and choosing the corresponding sites
according to the number of the dominant modes.

By applying the small load changes at load buses 4, 11, and
16, the phase difference between buses 1 and 14 as well as
buses 6 and 14 can be measured by PMUs as shown in Fig. 4.
Applying fast Fourier transform (FFT) to the phase difference
data shows two dominant frequencies of inter-area oscillation
modes. On the other hand, the phase difference data include many
frequency components associated with inter-area oscillations, local
oscillations, and many noises. To extract the dominant inter-area
mode frequency ( f.) from the measured phase difference data, the
DFT filtering is applied as shown in Fig. 5. Initially, the measured
phase difference data in Fig. 5(a) are filtered by a DFT filter with a
bandwidth of 0.2-0.8 Hz. As a result, the considered frequency of
dominant modes 1 and 2 (f,; and f,;) can be evaluated as shown
in Fig. 5(b).

Subsequently, the bandwidths of f; +0.1 and f, £0.1 Hz
are extracted to obtain the inter-area oscillation frequency com-
ponent as depicted in Fig. 5(c). By applying the inverse discrete
Fourier transform (IDFT) to the inter-area component, the signal
embedded with inter-area oscillation can be achieved as shown in
Fig. 5(d). Meanwhile, the unwanted frequency components such
as local oscillation data and noises with higher frequencies can
be eliminated. Consequently, the coefficient matrix of (20) can be
evaluated by applying the least-squares method to the time series
dataset, which includes mostly the considered inter-area frequency
component. Thus, the damping characteristic of the dominant inter-
area modes can be evaluated from the SOM.

IEEJ Trans 5: 0 (2010)
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3.2. Extended SOM including SMES controller effects
Here, the SOM is extended to include the effect of SMES con-
troller. The output signal of SMES power controller can be
expressed by

APc = Kp(s)Aup 21
AQc = Kg(s)Aug : (22)

where APc and AQc are the output signals of the active and
reactive power controllers, respectively. Thus, the SOM (20) is
modified to include state variables of SMES controllers. As a
result, the extended SOM can be expressed as

[ 51| [ey ay a3 a; a5 a; a) af] [ x W
X2 1 0 0 0 O O 0 O X2
i b, b, b, b, b, b, b, b|| xs
X | [0 B0 1 SO0 70 0 0 X4
Xpi| e o e s e o cgffxp
xp2 d d d3 dy ds d¢ d7 dg||xp2
)'fQ| 4] € €3 ey €5 €e¢ e7 ey X01

X2 LH 2 s fo fs fo fi fsl [x02]

(23)

The state variables x, and x4 are directly measured by
PMUs, while x; and x3 can be calculated from (16) and (19),
respectively. The coefficients a; and b, i=1,...,8, can be
determined by the least-squares method. The characteristics of
a power system including SMES controllers can be estimated
by (23). The coefficients ¢; and ¢;,i =1,...,8, can be derived
in terms of Kpp, Tpy, Tpz of SMESI and SMES?2, respectively.
The coefficients d; and f;,i =1, ..., 8, can be derived in terms of
Kop, Tg1, T2 of SMESI and SMES?2, respectively. The desired
damping of the dominant modes can be evaluated by eigenvalues
of the coefficient matrix in (23). Control parameters of two SMESs
are tuned on the basis of the extended SOM (23) since ¢;, d;, e;,
and f; include the parameters of SMES. Accordingly, the change
of SMES parameters affects eigenvalues directly. Tuned parameter

“sets are expected to stabilize at least two modes, although they
cannot be the optimum sets. The effectiveness of tuning can be
assessed more properly by evaluating the eigenvalues of (23) again
after the tuned SMES is applied. Note that, without the requirement
of the exact system modeling and parameters, the SMES control
parameters can be tuned in the SOM with oscillation data from
PMU. This makes the design more flexible and significantly
reduces the computation time in comparison to the conventional
SMES design. Additionally, the advantage of the proposed method
is that steady-state phasor fluctuations are available for identifying
the dominant modes in the normal condition, tuning the SMES
parameters, and evaluating the effect of tuned SMES parameters. In
other words, large disturbances such as line faults are not necessary
for the identification of dominant modes. The identification process
does not require the information of an input to the system
for perturbation, while ordinary methods based on the system
identification require both input and output of the system [21,22].
In addition, it can be observed that state variables of coil current
controller and CONV have not been included in the SOM. This
is because the dynamic characteristics of both components are
already included in the measured phase difference data obtained
from PMUs. Therefore, the dynamics of both components have
been taken into account in the control design by SOM.

3.3. Parameters optimization of SMES

To enhance the robustness of SMES controllers against system
uncertainties such as various generating and loading conditions,
unpredictable network structures, variations of system parameters,
random wind power generations, etc., the inverse additive per-
turbation [15] is applied to represent such unstructured system
uncertainties.

Additive uncertainty

o]

Input Output

Nominal plant

[ K le
Ll s
Controller

Fig. 6. Feedback system with inverse additive perturbation

Cspec

A Imaginary
axis

Real axis

—»

X : Dominant modes
before control

(X : Dominant modes
after control

Fig. 7. D-stability region

The feedback control system with inverse additive perturbation
is shown in Fig. 6. G is the nominal plant. K is the designed
controller. For unstructured system uncertainties, they are repre-
sented by A4, which is the additive uncertainty model. Based on
the small gain theorem, for a stable additive uncertainty Ay, the
system is stable if

|A4G/(1 — GK)| < 1 24)
Then |A4] < 1/|G/(1 — GK)| (25)

The right-hand side of (25) implies the size of system uncer-
tainties or the robust stability margin against system uncertainties.
By minimizing |G/(1 — GK)|, the robust stability margin of the
closed-loop system becomes maximum. In order to enhance the
system damping, the dominant inter-area modes are designed to
move to the D-stability region with the specified damping ratio
{spec and the specified real part o as shown in Fig. 7.

Based on this concept, the optimization problem of SMES
control parameters can be formulated as

Minimize ||G/(1 — GK)||xo (26)
subject to § > spec, T > Ogpec

Kppmin < Kpp = Kpp max,

Kop,min < Kop < Kgp,max,

TP.min < TP =< TP,maxy TQ',min = TQ = TQ,max
where || - || is the infinite norm of transfer function, ¢ is the
actual damping ratio of the dominant mode, o is the actual real
part of the eigenvalues corresponding to the dominant modes,
Kppmax and Kpp min are the maximum and minimum gains of
active power controller, respectively, Kop max and Kgp min are

the maximum and minimum gains of reactive power controller,
respectively, Tp max and Tp min are the maximum and minimum

IEEJ Trans 5: 0 (2010)
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Table I. SMES parameters

Capacity: 800 MJ (220 kWh), 40 kA, 1000 MVA

Ky =40, T; = 04, Ken = 1.0, Kysm = 1.0, T, = 0,01,
Iimo = 0.675 pu, Ly, = 10.0 H, Sy pase = 1000 MVA,
Vibase = 25 kV, Vig = 0.95 pu

time constants of active power controller, respectively, and T max
and Tg,min are the maximum and minimum time constants of the
reactive power controller, respectively. This optimization problem
is solved by GA [23].

4. Simulation Study

The parameters of SMES model in Fig. 2 are given in Table L.
Simulation study is carried out on the basis of five case studies
in Table II. By applying FFT to phase difference between bus 1
and bus 6 under five cases, it can be observed in Fig. 8 that two
dominant modes (first mode and second mode) always appear in
the study system. Therefore, the SOM is applied to represent these
two dominant modes. The proposed SMES is designed to improve
the damping of these two modes.

The proposed control design is developed by MATLAB
programming. The search parameters for GA are set as fol-
lows: KPD.min and KQD,min =01, Kpp,max and KQD‘max =
10.0, Tp,m;n and TQ,min =0.01, Tp'max and TQ,max =1.0; Lspec =
0.045, ogpec = —0.25, crossover probability = 0.9, mutation
probability = 0.1 and maximum generation = 100. Based on the
operating condition in case 1, the designed robust P and Q con-
trollers of SMES, which is referred to as oRSMES, are obtained as

(0.7853s + 1)

RSMESI :  Kpi(s) =4.7524——> 1 )
i (0.1976s + 1)
(0.7658s + 1)
Kgi(s) =6.4432———— - 7
g (0.2619s + 1) (27)
82
RSMES2 : Kpy(s) =3.1725 (082005 1)

(0.1935s + 1)
(0.7580s + 1)
K =739%42—— 28
(%) (0.2685s + 1) (=)
The robustness of RSMES is compared with the SMES
designed without considering the robustness, which is referred
to as ‘CSMES’. Same as in previous research works, CSMES is
designed in the detailed power system model to yield the damping
ratio and the real part of the dominant modes the same as the
design specification of RSMES. Based on [24], the optimization
problem of CSMES is formulated as

Minimize )" |fgec = ¢+ Y ogec — o (29)

$=<{spec 0 >0spec

subject to Kppmin < Kpp < Kpp max,
Kop.min < Kgp < Kop,max»
Tp.min < Tp < TP max> Tg,min < Tg < Tomax
Note that the objective of the optimization problem (29) is to
move the dominant modes to the D-stability region as shown
in Fig. 7. Solving (29) by GA, the active and reactive power

controllers of CSMES based on the same condition in case 1 are
obtained as

(0.2971s + 1)

CSMESI:  Kpy(s) = 5.6967 222115+ 1)
B 7se5.0 (018855 + 1)
(0.9758s + 1)

Bpi(s) = Sttt 0 3

01(s) =g 0.7819% + 1) 0
0.9027s + 1
CSMES2 :  Kpa(s) = 4.8728 020275 + 1)

(0.5910s + 1)
(0.7457s + 1)
(0.4894s + 1)

It should be note that both RSMES and CSMES are designed
under case 1, which is assumed to be the nominal operating
condition of the study system. In other words, this power system
always operates at this condition. For severe operating conditions
in cases 2-5, it is assumed that they rarely occur in this system.
Therefore, it is a good engineering practice to design a controller
at a nominal operating condition. The designed controller can
achieve its control objective for a wide range of time operation.
Nevertheless, to evaluate and compare whether CSMES and
RSMES can work well and tolerate severe operating conditions,
simulation studies in cases 2-5 will be carried out.

Next the effective frequency band of designed controllers of
CSMES and RSMES is compared. For example, the frequency
band K (s) can be calculated by

Ka(s) = 7.4551 31)

CSMES: Frequency band = (1/0.1885)/27 — (1/0.2971)/2x

=0.83 —0.53 =0.30
RSMES: Fréquency band = (1/0.1976) /27 — (1/0.7853)/2x
=0.80 — 0.20 = 0.60

From the calculation results, the effective frequency band of
CSMES is found to be narrower than that of RSMES. Although
better damping can be obtained by tuning the CSMES gain to be
larger, the robustness of CSMES controller may be deteriorated.
This occurs because the tuning of CSMES controller does not
take the trade-off between damping performance and robustness
into account. On the other hand, because the RSMES controller
is optimized based on the frequency-domain-based objective
function ||G/(1 — GK)|| and specified damping ratio constraint,
the robustness and damping performance has been considered
simultaneously. This results in a wider effective frequency band
as well as a better damping effect of the RSMES controller.

In the simulation study, each generator is represented by a fifth-
order model [20] and is equipped with a simplified exciter [25] and

Table II. Operating conditions (1000 MVA base)

Case  Pie(pu) Network condition Applied disturbance in nonlinear simulation

1 2:3 No change Temporary three-phase fault to ground at bus 2 at
t =5 for 50 ms and is cleared naturally

2 3.0 No change Same as case |

3 3.0 One circuit of line 2-3 is opened Same as case 1 -

4 4.0 No change Same as case |

5 4.0 One circuit of line 2-3 is opened Temporary three-phase fault to ground at bus 6 at

1 =5 s for 50 ms and is cleared naturally

IEEJ Trans 5: 0 (2010)
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Fig. 8. FFT results of phase difference in cases 1-5
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a governor [25] as shown in Fig. 9, where AV, is the generator
terminal voltage deviation, AE, is the field voltage deviation,
Aw is the generator speed deviation, and A P,, is the mechanical
power deviation. Note that the governor model is simplified
from the detailed governor model of thermal and nuclear power
plants [17].

Applying the designed CSMES and RSMES to the power
system with a full, detailed model, the eigenvalues and damping
ratios of two dominant inter-area modes for five case studies can
be calculated as shown in Table III. Here, the first and second
modes are initially defined from the eigenvalues —0.074 & j2.713
and —0.104 + j3.679, respectively, in case 1 with no SMES.
Without SMES, the damping ratios of two modes are very poor in
case 1 and become negative in cases 2-5 with heavy tie-line flow.
However, both oscillation modes are stabilized by both CSMES
and RSMES in cases 1-4. In case 5 with heavy line flow and weak
line condition, CSMES loses the stabilizing effect and the first
mode becomes unstable. On the other hand, RSMES is robustly
capable of damping both oscillation modes. Figure 10 shows the
real part of the right eigenvectors corresponding to the generator
rotor angle, which implies the mode shape. This shows that mode 1
oscillates in the opposite direction between both end generators 1
and 6, while mode 2 oscillates between both end generators 1, 6
and the middle generator 4.

It should be noted that even though the RSMES is designed
in the simplified model, it also has the same damping effect as
the CSMES designed in the full model. However, the CSMES
design requires an accurate mathematical model and exact system
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Fig. 10. Mode shapes of dominant modes 1 and 2

Table IV. Values of ||G/(1 — GK)||xo

Case CSMES RSMES
1 7.66 4.24
2 11.82 6.53
3 13.90 7.25
4 16.36 8.39
4] 19.45 10.67

parameters which may not be available in practice. On the other
hand, the RSMES can be designed with the simplified model
by phase difference data. Without the full knowledge of system
parameters and exact modeling, the proposed design can be easily
implemented in the actual power system.

Based on (25), the robustness of system with each SMES is
evaluated by the infinite norm of |G/(1 — GK)| under five case
studies. As shown in Table 1V, the ||G/(1 — GK)||x in case of
RSMES is lower than that of CSMES. This signifies that the
robustness of the system with RMES against system uncertainties
is higher than that of the system with CSMES.

Next, nonlinear simulations of five case studies are performed
by Dymola software package with ObjectStab [16]. Each pattern of
wind power generations W1, W2, and W3 as depicted in Fig. 11 is
separately injected to bus 11. Note that, here the three-phase fault
to ground is not yet applied to the system.

Figure 12 shows tie-line power deviation (APg) of case 4
with wind power W1. Without SMES, since two dominant
modes are unstable as shown in Table IlI, the tie-line power
gradually increases and eventually diverges (not shown here). On
the contrary, the power fluctuation is significantly alleviated by
either CSMES or RSMES. Nevertheless, RSMES provides better
damping effect than CSMES. Figure 13 shows the tie-line power
deviations in case 4 with wind power W2. The stabilizing effect

Table III. Eigenvalues [0 (1/s) &jw (rad/s)]

Case A No SMES

CSMES RSMES

1 —0.074 % j2.713 ¢ = 0.027
—0.104 + j3.679 ¢ = 0.028

2 +0.1001 & j2.387 ¢ = —0.040
—0.036 + j3.413 ¢ = 0.011

3 +0.184 + j1.960 ¢ = —0.094
—0.037 + j3.313 ¢ = 0.011

4 +0.1687 + j2.143 £ = —0.078
+0.017 + j3.223 ¢ = —0.005

5 +0.273 £ j1.500 ¢ = —0.179
+0.014 % j3.121 £ = —0.0438

~0.334 % j2.79 £ = 0.119
—0.225 + j3.68 { = 0.0612
—0344 % j3.03 ¢ = 0.113
—0.225 + j3.70 ¢ = 0.0607
—0.204 + j2.52 ¢ = 0.0808
—0.278 % j3.70 ¢ = 0.075
—0.254 % j2.78 ¢ = 0.0912
—0.183 & j3.541 ¢ = 0.0518
+0.016 + j2.03 ¢ = —0.0771
—0214 % j3.44 { = 0.062

—0.874 + j2.84 £ = 0.294
~0.315+ j3.71 ¢ = 0.0846
—0.869 + j3.68 { = 0.230
—0.466 + j3.84 £ =0.121
—0.858 & j2.39 ¢ = 0.337
—0.490 + j3.79 ¢ = 0.128
—1.24 4 j2.23 ¢ = 0.486
—0.449 + j3.59 ¢ =0.124
—0.232+ j2.05 ¢ = 0.112
—0.404 + j3.49 ¢ = 0.115

IEE] Trans 5: 0 (2010)

I Color Figure - Online only I




I Color Figure - Online only I

I Color Figure - Online only I

I Color Figure - Online only I

1. NGAMROO ET AL.

Random wind power (pu)

02
0 50 100 150
Time (sec)
Fig. 11. Wind power generation
0.035
z 003
g o005
F oo
§ oois -
%; 0.01
e el :
s .9 TR
= -0.005 ity
-001 —
-0015
0 50 100 150
Time (sec)
Fig. 12.  Tie-line power deviation in case 4 with wind
power W1
S VI T . WA CSMES
003 : RSMES
3 i
& 00: 3
5 H i
g 001 i i
i, A TR
5 H HE YRR - N
2 oo J 4 i i it 2*5%"
* . "
£ F A it
. H -Il
-0.03 : g
-0.04
0 50 100 150
Time (sec)
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of CSMES is deteriorated. On the other hand, RSMES is still able
to suppress the power oscillation effectively. Figure 14 depicts the
tie-line power deviations in case 5 with wind power W3. Clearly,
CSMES completely loses the stabilizing effect. The tie-line power
severely oscillates and diverges. In contrast, RSMES is robustly
capable of damping the power oscillation. This simulation result
is consistent with the eigenvalue result of case 5.

Figures 15-17 show the comparison of the maximum A P
for wind powers W1, W2, and W3, respectively. From cases 1
to 5, the maximum power deviation in case of CSMES highly
increases with any wind pattern. The damping effect of CSMES is
sensitive to high power flow and weak line condition. On the other
hand, RSMES is very robust to any operating condition and wind
patterns. The maximum power deviation rarely changes. These
results signify that the robust stabilizing effect of RSMES against
wind power fluctuations and severe operating conditions is much
superior to that of CSMES.

Next, simulation results of the phase difference between bus 1
and bus 6, which represents the inter-area oscillation, under both
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Fig. 14.  Tie-line power deviation in case 5 with wind

power W3
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wind power W1 and applied fault as given in Table II are shown in
Figs 18-22. Note that the applied fault in all cases is the temporary
three-phase fault to ground (3ph-G) at the specified bus for 50 ms.
The 3ph-G fault is naturally cleared without fault-line rejection
and re-closure operation.

In case 1, as shown in Fig. 18, the inter-area oscillation in case
of no SMES is very severe and takes a long time to damp out. On
the other hand, both CSMES and RSMES are able to damp out
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power oscillation. In case 2 with higher line flow and the same
fault as depicted in Fig. 19, the stabilizing effect of CSMES is
deteriorated.

In contrast, RSMES is capable of damping the oscillation
effectively. In case 3 with high line flow and weak line condition,
as illustrated in Fig. 20, CSMES completely loses the stabilizing
effect. The system stability cannot be maintained. On the contrary,
RSMES is capable of damping the inter-area oscillation. Moreover,
in cases 4 and 5 with heavy line flow and weak line condition
as delineated in Figs 21 and 22, respectively, CSMES cannot
tolerate these conditions. It fails to stabilize the system. In contrast,
RSMES can robustly handle these severe conditions. The coil
currents in case 5 of SMESI and SMES2 are shown in Figs 23
and 24, respectively. Clearly, the fluctuation of coil currents in case
of CSMES is very large and severe. This indicates that CSMES
absolutely loses stabilizing effect. It cannot tolerate the operating
condition of case 5. On the other hand, the coil current of RSMES
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Fig. 21. Phase difference between buses 1 and 6 for case 4
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Fig. 24. Coil current of SMES2 in case 5

can properly remain within the allowable limits. This confirms that
RSMES can appropriately supply and receive the larger amount
of electrical energy with the power system. Accordingly, the
stabilizing effect of RSMES is superior to that of CSMES.
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5. Conclusions -

In this paper, a practical wide-area robust SMES controller
design using synchronized PMUs for stabilization of intercon-
nected power system with wind farms has been proposed. Without
the availability of all system parameters and exact system model-
ing, the steady-state phasor data obtained from wide-area phasor
measurements can be used to establish the SOM, identify the inter-
area modes, and tune robust SMES controllers. This significantly
reduces the time of computation and increases the flexibility of the
design. Besides, the SOM can be extended to represent the system
with any number of dominant modes. This shows the generality,
practicality, and robustness of the SOM. The structure of SMES
power controller is the practical first-order lead/lag compensator
with a single input. The inverse additive perturbation has been
applied to represent unstructured system uncertainties. Based on
the robust stability improvement, the SMES parameters have been
automatically optimized by GA in the SOM. The designer can use
the most recent PMU data to tune the controller in order to achieve
the desired damping of the dominant inter-area modes. Simulation
results in the West Japan six-machine longitudinal interconnected
power system confirm that the proposed SMES is very robust
against various line flow conditions, network structures, random
wind power, and fault locations.
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This paper presents a novel and efficient optimisation approach based on the ant colony optimisation
(ACO) for solving the economic dispatch (ED) problem with non-smooth cost functions. In order to
improve the performance of ACO algorithm, three additional techniques, i.e. priority list, variable reduc-
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valve-point loading effects consists of 13 and 40 generating units. Secondly, the ED problem considering
the multiple fuels consists of 10 units. Additionally, the results of the proposed ACO are compared with
those of the conventional heuristic approaches. The experimental results show that the proposed ACO
approach is comparatively capable of obtaining higher quality solution and faster computational time.
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1. Introduction

The economic dispatch (ED) problem is one of the optimisation
problems in power system operation. The objective of ED problem
is to schedule the optimal combination of outputs of all generating
units and to minimise the operating cost while satisfying the load
demand and system equality and inequality constraints. Improve-
ments in scheduling of the unit power outputs can lead to signifi-
cant cost savings.

Generally, the input-output characteristics of modern power
generating units are inherently high nonlinear because of valve-
point loading effects, multi-fuel effects, etc. To take these effects
into consideration, the ED problem can be represented as a non-
smooth optimisation problem. These effects may lead to multiple
local minimum points of the cost functions. This makes the prob-
lem of finding the global or near global optimum difficult.

Over the past few years, a number of approaches have been
developed for solving this problem using mathematical program-
ming, i.e. lambda iteration method, gradient method, and linear
programming, etc. However, these methods may not be able to
provide an optimal solution because they usually get stuck at a lo-
cal optimum.

Recently, modern heuristic optimisation techniques have been
applied to solve ED problem due to their abilities. of finding an
almost global optimal solution. The simulated annealing (SA)

* Corresponding author.
E-mail address: ngamroo@gmail.com (Issarachai Ngamroo).

0142-0615/$ - see front matter © 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ijepes.2009.09.016

[1,2] is a powerful optimisation technique and it has the ability
to find near global optimum solutions for the optimisation prob-
lem. However, appropriate setting of the control parameters of
the SA based algorithm is a difficult task and the convergence
speed of the algorithm is slow when applied to a real power
system.

Evolutionary algorithms (EAs), such as genetic algorithm (GA)
[2-5], evolutionary strategy (ES) and evolutionary programming
(EP) [6,7], are faster than simulated annealing (SA) because of their
inherent parallel search technique. The genetic algorithm (GA) is a
stochastic optimisation technique, which is based on the principle
of natural selection and genetics. It combines solution evaluation
with randomized, structured exchanges of genetic information be-
tween solutions to obtain optimality. Also it searches multiple
solutions simultaneously in contrast to conventional optimal algo-
rithms. Therefore, the possibility of finding global optimal solution
is increased. The main advantage of GA is that it finds near optimal
solution in relatively short time compared with other random
searching methods.

A conventional TS algorithm, an iterative search algorithm,
has been developed in [8,9]. It has been applied to solve combi-
natorial optimisation problems. The main advantages of the TS
algorithm are its ability to escape from local optima and fast
convergence to the global optimum. However, a conventional
TS algorithm might have problems with reaching the global opti-
mum solution in a reasonable computational time when the ini-
tial solution is far away from the region where the optimum
solution exists.
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The ED problems have recently been solved by Particle Swarm
Optimisation (PSO) approaches [10,11]. The PSO originally devel-
oped by Eberhart and Kennedy in 1995 is a population-based sto-
chastic algorithm. The PSO is an evolutionary optimisation tool of
swarm intelligence field based on a swarm (population), where
each member-is seen as a particle, and each particle is a potential
solution to the problem under analysis. Each particle in PSO has a
randomized velocity associated to it, which moves through the
space of the problem. PSO, however, allows each particle to main-
tain a memory of the best solution that it has found and the best
solution found in the particle’s neighborhood is swarm.

Furthermore, other methods, i.e. the combining of chaotic dif-
ferential evolution and quadratic programming [12], Taguchi
method [13] and direct search [14] have been applied to ED prob-
lems. Studies based on these methods show satisfactory results.
Nevertheless, the new algorithm which is able to provide higher
quality solution and faster computational time is highly expected.

In this respect, the algorithms inspired by the observation of
natural phenomena to help solving combinatorial problems have
been paid attentions by many researchers. One of these algorithms
is the ant colony optimisation (ACO), which has become a candi-
date for many optimisation applications. The first ACO was intro-
duced by Dorigo [15,16]. The ACO algorithm is inspired by the
behaviours of real ant colonies. In analyzing the behaviours of real
ants, it was found that the ants are capable of finding the shortest
path from the nest to the food source without using cues. The ACO
has been applied to solve the travelling salesman problem [17,18],
the quadratic assignment problem [19], the vehicle routing prob-
lem [20], and the job-shop scheduling problem. For an application
to ED problem, there are a few literatures [21,22]. In these works,
the simple ACO algorithm has been used to solve a traditional ED
problem with small-scale power systems. Besides, the non-smooth
cost function due to valve-point loading and multiple fuels effects
have not been taken into consideration.

The goal of this paper is to develop the ACO algorithm for solv-
ing the ED problem with non-smooth cost functions. To improve
the search performance of the ACO, three techniques i.e. priority
list, variable reduction and zoom feature have been added. Two
types of ED problems with non-smooth cost functions are used
to evaluate the effect of ACO. Firstly, the ED problem consisting
of 13 and 40 generating units which considers the effect of
valve-point loading is used. Secondly, the ED problem considering
the multiple fuels with 10 generating units is studied. The results
optimised by the proposed ACO are compared to those obtained
by the conventional approaches, i.e. GA, TS, PSO and ACO in terms
of solution quality and computational efficiency.

The paper is organised as follows. Section 2 gives the mathe-
matical model of the ED problem with non-smooth cost functions.
Section 3 mentions the principle of ACO algorithm. Section 4 pre-
sents the detailed procedures of the ACO approach for solving
the ED problem. Besides, case studies and comparison results with
the traditional methods are given. Conclusion is finally given in
Section 5.

2. Problem formulation

The objective of the ED problem is to find the optimal combi-
nation of power generation that minimises the total generation
costs while satisfying an equality constraint and an inequality
constraint.

2.1. Objective function

In reality, the objective function of an ED problem has non-dif-
ferentiable points according to valve-point effects and multiple

fuels. Therefore, the objective function is composed of a set of
non-smooth cost functions.

2.1.1. Non-smooth cost functions with valve-point effects
To take account for the valve-point effects, sinusoidal functions
are added to the quadratic cost functions as follows:

F‘ = iF.(P,) =a; + b,'P,' + C,'P,»Z + |(:‘,‘ X sin(fi X (P;'nin — P,))| (])
i=1

where F, is the total generation costs; F;(P;) is the generation cost
function of the ith generator which is usually expressed as a qua-
dratic polynomial; a;, b;, and c; are the cost coefficients of the ith
generator; e; and f; are the coefficients of generator reflecting
valve-point effects. P; is the power output of the ith generator and
n is the number of generators committed to the operating system.

2.1.2. Non-smooth cost functions with multiple fuels

Generally, a piecewise quadratic function is used to represent
the input-output curve of a generator with multiple fuels [11].
The piecewise quadratic function is described by

ajy + by P; +CnP,~2 P;nin <Pi< Py

ap +bpPi+coP? Py <Pi< Py
Fi(P;) = . _ (2)

@ik + bP; + cP? Py 1 < Pi < P™*

where aj, bj;, and cj; are the cost coefficients of the ith generator for
the jth power level. -
The ED problem is given by

n
Minimize ] =" Fi(P;) (3)
i=1
The goal is to determineP;, i = 1,2,...,n, so that the cost function J
is minimised subject to the following two constraints.

2.2. Constraints

2.2.1. Equality constraint

While minimising the total generation costs, the total genera-
tions should be equal to the total demands plus the transmission
network losses. However, the network losses are not considered
in this paper for simplicity. Therefore, the equality constraint is gi-
ven by

Z Pi=Pp . (4)
i-1
where Pp is the load demand.

2.2.2. Inequality constraint

The generation output of each unit is between its minimum and
maximum limits. This provides the following inequality constraint
for each generator:
P'!nin < P,' < P'(nax (5)

where P™", P™*: minimum, maximum output of the ith generator.
3. Ant colony optimisation
3.1. Basic principle of ant colony

The ACO algorithm is inspired by the collective behaviour of a
real ant colony. Marco Dorigo first introduced the ACO in his

Ph.D. thesis in 1992. Further studies have been carried out
[15,16]. The characteristics of an artificial ant colony include
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Fig. 1. Behaviour of ants: (a) Ants follow a path between nest and food source. (b) An obstacle appears on the path: ants choose whether to turn left or right with equal
probability. (c) Pheromone is deposited more quickly on the shorter path. (d) All ants have chosen the shorter path.

positive feedback, distributed computation, and the use of a con-
structive greedy heuristic. Positive feedback accounts for rapid dis-
covery of good solutions. Distributed computation avoids
premature convergence. The greedy heuristic helps to find accept-
able solutions in the early stages of the search process.

ACO is an evolutionary meta-heuristic algorithm based on a
graph representation. The main idea of ACO is to model the prob-
lem as the search for a minimum cost path in a graph. Artificial
ants walk through this graph and look for good paths. Better paths
are found as the emergent result of the global cooperation among
ants in the colony.

Naturally, an ant deposits pheromone while walking. It probabi-
listically prefers to follow a direction which enriches pheromone.
This behaviour can be explained how ants can find the shortest
path that reconnects a line broken by an obstacle. .

For example, finding the new shortest path once the old one is
no longer feasible due to the new obstacle, This can be clearly illus-
trated by Fig. 1a. Ants are on a straight line that connects a food
source to their nests. In Fig. 1b, those ants are just in front of the
obstacle and they cannot continue to go. Therefore, they have to
choose between turning right or left. Half the ants choose to turn
right and another half choose to turn left. A similar situation arises
on another side of the obstacle in Fig. 1c. Ants choosing the shorter
path more rapidly reconstitute the interrupted pheromone trail
compared with those choosing the longer path. Thus, the shorter
path receives a greater amount of pheromone per time unit and,
in turn, a larger number of ants choose the shorter path. Due to this
positive feedback, all ants rapidly choose the shorter path in
Fig. 1d. All ants move at approximately the same speed and deposit
a pheromone trail at approximately the same rate. The time con-
sumed on the longer side of an obstacle is greater than the shorter
one. This makes the accumulation of pheromone trail more quickly
on the shorter side.

3.2. ACO algorithm for solving ED problem

In this section, the ACO algorithm is described for solving the ED
problem. Especially, a suggestion is given how to improve the
search process. The detailed of the ACO algorithm can be described
in the following steps:

Step 0 Pre-Initialization
Applied the Priority list technique
Applied the Variable reduction technique

Set stage =1
Step 1 Initialization of stage
Divide the search space to n nodes
Step 2 Initialization of ACO
Set NC=0 /[* NC: cycle counter */
For every combination (i, j)
Set an initial value 7;(0) = 7o and 47; = 0
End
Step 3 Construct feasible solutions
For k=1 to m [* m: number of ants *|
Fori=1toN-1 [* N: number of units */
Choose a power of ith unit with transition probability
given by Eq. (13).
End
Last power calculate by Eq. (8)
Calculate cost Cy
[* Ci: generation cost for each ant */
End
Update the best solution
Step 4 Global updating rules
For every combination (i, j)
Fork=1tom
Find 4t} according to Eq. (17)
End
Update 47; according to Eq. (16)
End
Update the trail values according to Eq. (15)
Update the transition probability according to Eq. (13)
Step 5 Next search of ACO
Set NC=NC+1
For every combination (i, j)
AT,')‘ =0
End
Step 6 Termination of ACO
If (NC < NCpax)
Then
Goto step 3
Else
Print the best feasible solution
End
End
Step 7 Next search of stage
Set stage = stage + 1
Step 8 Termination of stage
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If (stage < stagen.x)
Then '
Goto step 1
Else
Print the best feasible solution
End
End

To improve the performance of ACO, this paper proposes three
techniques, i.e. priority list, variable reduction, and zoom feature.
Informally, the ACO algorithm works as follows: m ants are initially
positioned on the node representing the first direction. Each ant
constructs one possible structure of the entire system. In fact, each
ant builds a feasible solution (called a tour) by repeatedly applying
a stochastic greedy search, called, the state transition rule.

The amount of pheromone is modified by applying the global
updating rule. Ants are guided, in building their tours, by both heu-
ristic information and pheromone information. Generally, a direc-
tion with a high amount of pheromone is a very desirable choice.
The pheromone updating rules are designed to give more phero-
mone to directions which are visited by ants. In the subsequent
sections, the detailed implementation strategies of the proposed
ACO are described.

3.2.1. Structure of individuals

In this paper, the structure of an individual for ED problem is
composed of a set of power generation outputs. Therefore, the indi-
vidual j's ant at the zero iteration (initial) can be represented as the
vector of X{ = (P}, ... Py)). Note that it is very important to create
a set of individuals satisfying the equality and inequality
constraints.

3.2.2. Graph representation

In order to build a graph for representation of the problem, sup-
pose that the ACO algorithm deals with an objective function
bounded over a fixed interval of variables P;. The lower and upper
ends of the initial interval for each variable are denoted by their
corresponding lower and upper limits. The search space is divided
into N zones. Each zone has the fixed interval of variables P;. The
width of each zone is given by
y Pmax - Pmm .
Z)', = 'T' ]= 1,2, o
where Z is the jth zone for the ith generator, and N is a number of
zones and nodes.

N (6)

P ‘,,ZN
N
A

The 2™
generator

The 1
generator

The individual of each variable is set to be a half interval of each
zone. The formulation of each individual node can be obtained by

e
H:H“'“+%+ZZXU—]) j=1,2,...,N ™)

Then, each variable has N individuals to be bracketed in the closed
interval. The best value of the objective function occurs in one of N
individuals. In ACO, it is convenient to represent the problem by a
graph G = (N,E), where N is number of nodes of power outputs
and E is the set of directions. Ants use the indirect form of commu-
nication mediated by pheromone. They deposit pheromone on the
directions of the graph G while building solutions. This system
can be represented by a graph of the routes between the nest and
the food source as shown in Fig. 2.

3.2.3. Priority list

One of the important problems for finding the optimal solution
is the generation of new solutions which satisfy both equality and
inequality constraints. To improve the performance of generating
the new solutions, this paper proposes the priority list which is
the technique for ranking the effects of the generating units for cre-
ating the new solutions. This technique helps to increase the per-
formance of finding the new solutions which satisfy the
constraints. Furthermore, it reduces the searching time. Here, the
difference between the maximum and minimum power outputs
of ith generator (P — P™") is used for ranking the generating
units. The algorithm of priority list is given as follows:

Step 1 Find the difference of maximum and minimum power
output of each generating unit

Fori=1ton
The ith difference of power output = P™* — pmin
End
Step 2 Sort (form min to max) the generating units depend on
the interval.
Step 3 Exit

3.2.4. Variable reduction

For the ED problem without considering the network losses, the
summation of all generation power outputs should be equal to the
total system demands. Although, the problem can be solved with-
out reducing the variables, it is necessary to develop a new strat-
egy. To improve the accuracy of the solution and reduce the
search space, the variable reduction technique is proposed. This

Py, PV
. ‘-—-—_—;

TN -
Pn~l/\

Food
Source

“p2
> Rl
- \\\
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generator
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Fig. 2. Graph of ACO.



482 S. Pothiya et al./Electrical Power and Energy Systems 32 (2010) 478-487

technique reduces one variable. The values of n— 1 generation
power outputs after the priority list are determined randomly from
the interval of [P, P™|, The value of the last generation power
output which is reduced, can be determined by

Po=Pp-) P (8)

3.2.5. Zoom feature
To accelerate the convergence speed to the optimal solution, the
zoom feature technique is presented. The search procedure is di-
vided into K stages. This technique is used for reducing the search
space. The search space is dynamically reduced based on the best
solution which is found by the ACO at the previous stage.At the
first stage, a large interval of zone is selected. When the upper
and lower bounds of the i{th} generating unit are UB} = P"™* and
LB} = P, respectively. As a result, the fixed mterval of the zone
at the ﬁrst stage can be calculated by
Pmax Pmm %
& =—L—oBis 9)
where N is a number of nodes, UB, and LB} are the upper and lower
bounds of the ith generating unit at stage jAfter the first stage, the

upper and lower bounds of the ith generating unit are determined
by

UB = min(Z'*' + AI”! P™) (10)

LB} = max(Zf*' - "', P™n) (11)

where Z"“' is the zone where the best solution exists. This zone is
found by ACO at the previous stage. The UB’ are the minimum value
of Z!** + A" and P™*, The LB’ are the maximum value of zpet - Al
and P™n, Therefore the 1nterval of power output of each generator
s successwely reduced by
; UB -LB

4= # (12)

Note that, the search space is also reduced when the interval of
power output is reduced.

3.2.6. State transition rule

The state transition rule used by the ant colony is given in (13).
This represents the probability that the ant k selects the jth power
output of the ith generator:

(i ())" [ (£))"
Zm—l [Tim (6))* [im t)]ﬂ

where 7; and 7; are the pheromone intensity and the heuristic
information between the jth power output of the ith generator,
respectively. o is the relative importance of the trail and g is the rel-
ative importance of the heuristic information 1 The heuristic
information can be formulated by

1
Njj =C_ij (14)

pi(t) = (13)

where Cj represents the associated cost. That is, the node with
smaller cost has greater probability to be chosen.

3.2.7. Global updating rule

During the construction process, it can not guarantee that an
ant can construct a feasible solution which obeys the equality
and inequality constraints. The unfeasibility of solutions is treated
in the pheromone update. The amount of pheromone deposited by
an ant is set to a high value if the generated solution is feasible and

to a low value if the generated solution is infeasible. These values
are dependent of the solution quality. Infeasibilities can then be
handled by assigning penalties which are proportional to the
amount of cost violations. In the case of feasible solutions, an addi-
tional penalty proportional to the obtained solution is introduced
to improve the solution’s quality.

Following the above remarks, the trail intensity is updated as
follows:

T (new) = pty; (old) + AT (15)
p is a coefficient such that (1 - p) represents the evaporation of
trail and 47j is:

m
aty = 4t (16)
k=1

where m is the number of ants and Arg- is given by:

Q x penalty, if the kth ant chooses power output
& j for unit i
i“Jo otherwise

(17)

where Q is a positive number, and penalty, is defined as follows:

C a
penalty, = (C_k> (18)

Cy is the cost obtained by an ant k, C* is the best obtained solution.
Parameter a represents the relative importance of penalties.

3.2.8. Stopping criteria

There are several possible conditions for stop searching. Here,
the termination of search process is used if any following two con-
ditions are satisfied. Firstly, the accuracy of the best solution is
lower than the expected value. Secondly, the maximum allowable
number of iterations is achieved.

3.3. Example of the ACO for solving ED problem

To describe the procedure of the ACO algorithm for solving the
ED problem, the small-scale system with three generating units is
used. The load demand is 850 MW. As studied in [8], the global
optimum solution is P, = 300.26 MW, P, = 400 MW, and P; =
149.74 MW and the minimum generation cost is 8,234.07 $/h.The
generation outputs (P;, P,, and P3) are coded by the number of
nodes which depend on the resolution. A large number of nodes
are used for increasing the resolution of the solution. Therefore,
the resolution (RS) can be found by

Pmax P;nm
RS = T (19)
In case of the resolution is equal to 0.01 MW. From (19), the number
of nodes (N) for the 1st, 2nd , and 3rd generating units are 5 x 104,
3 x 10% and 1.5 x 10% respectively. It is a large number of nodes.
Accordingly, the search space for this problem is (5 x 10*) x (3 x
10*) x (1.5 x 10%) = 2.25 x 10", Therefore, it is not easy to find
the optimum solution due the very large search space.The ACO
algorithm for solving the three generating units system can be illus-
trated in following. In this system, the interval (P™* — P™") of the
1st , 2nd , and 3rd generating units are 500 MW, 300 MW, and
150 MW, respectively. When the priority list technique is applied,
the ranking of generating units is ordered as (P3, P,, P;)For the var-
iable reduction, the 1st generating unit (P,) which has the maxi-
mum interval, is reduced. The remaining variables are equal to 2.
Therefore, the set of solution is (Ps,P,). Furthermore, the search
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Fig. 3. Results of ACO for solving 3 generating units system.
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Table 1
Best result obtained by proposed ACO for 13-unit system.
Unit PP (MW) P (MW) P; (MW)
1 0 680 628.32
2 0 360 299.06
3 0 360 299.17
4 60 200 159.73
5 60 200 159.73
6 60 200 159.73
7 60 200 159.73
8 60 200 159.72
9 60 200 159.72
10 40 120 75.47
11 40 120 7733
12 55 120 92.10
13 55 120 90.59
Total power output (MW) 2,520.00
Total generation cost ($/h) 24,169.63
Table 2
Best result obtained by proposed ACO for 40-unit system.
Unit  pmin ppax P; Unit  pmin PP P; (MW)
(MW)  (MW)  (MW) (MW)  (MW)
1 36 114 11080 21 254 550 524.60
2 36 114 111.80 22 254 550 523.70
3 60 120 97.80 23 254 550 523.70
4 80 190 179.84 24 254 550 524.20
5 47 97 © 9270 25 254 550 524.00
6 68 140 139.96 26 254 550 524.00
7 110 300 299.96 27 10 150 13.20
8 135 300 299.88 28 10 150 10.00
9 135 300 28448 29 10 150 11.60
10 130 300 13180 30 47 97 90.80
1 94 375 168.00 31 60 190 189.50
12 94 375 9428 32 60 190 189.50
13 125 500 21422 33 60 190 186.50
14 125 500 39344 34 90 200 199.00
15 125 500 30416 35 90 200 197.50
16 125 500 30476 36 90 200 198.30
17 220 500 489.00 37 25 110 109.70
18 220 500 490.60 38 25 110 109.90
19 242 550 51144 39 25 110 108.90
20 242 550 51120 40 242 550 511.44
Total power output (MW) 10,500
Total generation cost ($/h) 121,532.41

space is reduced from 225 x 10" to (1.5 x10%) x (3 x 10*) =
4.5 x 10°. For this problem, a number of nodes is equal to 10. At
the first stage, the interval of each zone can be determined by (6).
The individual's node is set to a half interval of each zone which
is determined by (7). Therefore, the graph which represents the‘
problem after applying the priority list and the variable reduction
is given in Fig. 3.At the first stage, the best solution which is found
by ACO is (317.5, 385, 147.5). The best generation cost is
8,506.07 $/h. When the zoom feature is applied, the search space
for the second stage is reduced from 4.5 x 10® to 2.7 x 10”.

The processes are carried out until they satisfy the termination
criteria. As seen in Fig. 3, the ACO converges to the near optimal
solution very fast. It achieves the near optimum solution at the
4th stage.

4. Numerical results

To assess the feasibility of the ACO approach, two cases studies
of ED problems with non-smooth objective function considering

Table 3
Convergence results for 13-unit system.

Method Load demand = 2520 MW
Worst Average Best Std. CPU time
GA 24328.23 2425828  24186.02  40.61 112.27
TS | 2430462 2424337 2418031 3724 4538
PSO 2424183 2420805 2417170 2023 30.40
ACO 2424390 24211.09 2417439 21.10 3247
Proposed ACO 2419591 2418279  24169.63 7.86 14.35
Table 4
Convergence results for 40-unit system.
Methods Load demand = 10,500 MW
Worst Average Best Std. CPU time
GA 123807.97 122919.77 121996.40 492.11 320.31
TS 122590.89 122424.81 122288.38 88.10 238.35
PSO 122000.80 121899.57 121800.13 5928  84.21
ACO 122048.06 121930.58 121811.37 67.02  92.54
Proposed ACO  121679.64 121606.45 121532.41 4558 5245
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valve-point effects and multiple fuels are used. All optimisation
methods (GA, TS, PSO, and ACO) were implemented in MATLAB®.
These programs were run on a Pentium 4, 2.6 GHz personal micro-
computer with 1 GB RAM under Windows XP.

In each case study, 100 independent runs are carried out for
each optimisation method. In addition, 100 different initial trial
solutions are used for each method.

4.1. ED problem considering valve-point effects

The ACO is applied to two ED problems with 13 and 40 gener-
ating units where valve-point effects are considered. The input

S. Pothiya et al./Electrical Power and Energy Systems 32 (2010) 478-487

data for 13 generating units system are given in [7] with
2520 MW load demand. Another, the input data for 40 generating
units system are given in [6] with 10,500 MW load demand. The
global solutions for these systems are not discovered yet. The best
local solutions reported until now for 13 and 40 generating units
are 24,169.92 $/h [14] and 121,741.98 $/h [12], respectively. After
performing 100 trials, the best solutions obtained by ACO for 13
and 40 units are 24,169.63 $/h and 121,532.41 $/h, as given in Ta-
bles 1 and 2, respectively. These solutions are better than those re-
ported in the literatures, especially in the case of 40 units.

The comparison results of the ACO with other three methods
are given in Tables 3 and 4. The results show that the ACO succeeds

13-unit system with valve-point effect
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Fig. 4. Distribution of generation costs of 13 generating units.
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in finding the best solution. The worst, average, and best values of
the generation costs achieved by ACO for 100 runs are much better
than those of other methods. Besides, the lowest standard devia-
tion (Std.) in case of ACO indicates the highest robustness of the
solutions obtained by ACO.

The distribution outlines of the best solution of each trial for
each method are depicted in Figs. 4 and 5. The distribution of the
solutions of ACO is smaller than that of other methods especially
in case of 40 generating units, These results confirm that the ACO
always provides higher quality of solution than other methods.

The convergent characteristics of the ACO in comparison with
other methods for two case studies are shown in Figs. 6 and 7,
respectively. Clearly, the ACO converges to the optimal solution

faster than other methods. As provided in Tables 3 and 4, the aver-
age computational time (CPU time) of ACO is shorter than that of
other methods.

Table 5 compares the results achieved by ACO with those of
other studies reported in the literatures. The generation costs min-
imized by the ACO are lowest among the results from other meth-
ods especially in the 40 units system. These comparison results
explicitly confirm the higher solution quality of the ACO.

4.2. ED problem considering multiple-fuel effects

The ACO is applied to the ED problem with 10 generators where
the multiple-fuel effects are considered. In this case, the objective

13-unit system with valve point effect
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Table 5 Table 10
Comparisons results of generation cost presented in the former literatures. Comparisons of case study results for generation cost presented in the literature.
Optimisation technique 13-unit 40-unit Optimisation technique 2400 MW 2700 MW
Pp =2520 MW Pp = 10,500 MW IGA [5) - 624.50
PSO-SQP [10) 24.261.05 = MPSO[11] 481.70 623.81
™ [13] 481.70 623.70
A A 26048 a Pr d ACO 481.60 623.70
GA [10] 24,398.23 = opose ! :
GA-SA [10] 24,275.71 *
IFEP [7] - 12262435
:f:s[g][n] ¥ 336275927216 For cases of load demands 2400 MW and 2700 MW, after per-
DEC(2)-SQP(1) [12] = 121.741.98 forming 100 trials, the best solutions obtained by ACO are givgn
™ [13) e 122,477.78 in Table 6 and Table 7. The comparison results of the ACO with
EDSA [14] 24,169.92 . other three methods are given in Table 8 and Table 9, respec-
Proposed ACO 24,169.63 121,532.10 tively. These results signify that the ACO always provides better
high quality of solution than other methods. Additionally, the
ACO converges to the optimum solution much faster than other
Table 6 | . ] methods.
Best result obfained by ACO for 10-unit system. (Pp= 2400 MW), In Table 10, the optimised results obtained by ACO are com-
Unit Fuel P; (MW) Unit Fuel P; (MW) pared to those of former studies. The generation costs minimized
1 1 1903 6 3 2325 by ACO.are lowest among the results from ther rpethods. Thgse
2 1 203.1 7 1 2528 comparison results confirm that the ACO provides highest solution
3 1 2533 8 3 233.1 quality.
4 3 233.1 9 1 320.1
5 1 2415 10 1 2402
Total power output (MW) 2400 5. Conclusion
Total generation cost ($/h) 481.6
In this paper, the ACO algorithm has been proposed to solve the
dynamic ED problem with non-smooth cost functions. To improve
Table 7 the search process, three techniques, i.e. priority list, variable
Best results obtained by ACO for 10-unit system (Pp = 2700 MW). reduction, and zoom feature are added to the ACO. Two types of
Unit Fael P (MW) Unit Foel P, (MW) ED problems with the valve-point loading and multiple fuels et"-
fects have been used to evaluate the performance of ACO. Addi-
; 12 gf:;g S ? ;gi';; tionally, the results of ACO are compared with those obtained by
3 1 281.62 8 3 240.70 the conventional heuristic approaches, i.e. GA, TS, PSO and ACO.
4 3 239.90 9 3 42961 Studied results confirm that the proposed ACO is much superior
5 1 276.99 10 1 27431 to other conventional methods in terms of high-quality solution,
Total power output (MW) 2700 stable convergence characteristicc, and good computation
Total generation cost ($/h) 623.7 7
efficiency.
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Convergence results for 10-unit system (Pp = 2700 MW),
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“1. Introduction

Wind power systems are considered economically for supply of
electrical energy to remote and isolated areas where utility lines are
uneconomical to install due to high costs, right-of-way difficulties
or environmental concerns [1,2]. Nevertheless, wind energy is
intermittent and fluctuating in nature, power generation from the
wind is variable. To alleviate this problem, the wind power genera-
tions are generally designed to operate in parallel with diesel gen-
erators [3,4]. A wind-diesel hybrid power system is very reliable
because the diesel acts as a cushion to take care of variation in wind
speed. Currently, there are many projects about the wind-diesel hy-
brid power system such as the Ramea wind-diesel project [5,6], the
wind-diesel power systems in Alaska [7], 525 kW wind-diesel hy-
brid CHP system [8]. In general, the induction generator is used as
an energy conversion device in wind power generation [9]. The ma-
jor disadvantage of the induction generator is the requirement of
reactive power for its operation. Besides, most of‘loads in the sys-
tem are naturally inductive. The unbalance in generation and de-
mand of reactive power can cause the severe problem of large
voltage fluctuation at the generator terminal. The voltage fluctua-
tion will affect the quality of supply and even may damage the sys-
tem stability in absence of the proper voltage control.

To overcome this problem, the SVC has been expected to be the
cost-effective device for voltage control [10,11]. In the previous
works, SVC has been applied to prevention of voltage instability

* Corresponding author. Tel./fax: +66 2326 4550.
E-mail address: sitthidetv@hotmail.com (S. Vachirasricirikul).

0196-8904/$ - sce front matter © 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.enconman.2010.05.001

and voltage collapse in power systems [12], enhancement of power
system dynamics [13], etc. Especially, in [14-19], SVC has been
used to control the generator terminal voltage in the wind-diesel
hybrid power system due to the mismatch between reactive power
generation and load. In these works, the PI based-voltage controller
of SVC optimized by the Lyapunov technique shows satisfactorily
control effects. Nevertheless, the control parameters of SVC have
been optimized while the control parameters of AVR equipped
with the exciter of the diesel generator are fixed. This cannot guar-
antee the well coordinated control between SVC and AVR. To en-
hance the coordinated control, the simultaneous optimization of
SVC and AVR is expected. Besides, these works do not take system
uncertainties such as variation of system parameters, several gen-
erating and load conditions, into account in the optimization of
control parameters. As a result, the robustness of the SVC control-
ler against system uncertainties cannot be guaranteed. The SVC
controller may fail to operate and eventually cannot maintain the
system stability.

To enhance the robustness of SVC against system uncertainties,
H., control has been applied to design robust controller of SVC
[20,21]. The resulted H,, controller is complicated, high order
and impractical. In power system applications, simple structures
such as Pl and lead-lag compensator are preferred, because of their
simple structure, less number of tuning parameters and low-order.
However, tuning of controller parameters to achieve a good perfor-
mance and robustness is difficult. To tackle this problem, this
paper proposes a fixed-structure robust H,, loop shaping control
to coordinated design of SVC and AVR for robust stabilization of
voltage fluctuation in an isolated wind-diesel hybrid power
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Nomenclature

SvC Static Var Compensator
AVR Automatic Voltage Regulator

IG induction generator

DG diesel generator

SG synchronous generator

PI proportional integral

Enm electromagnetic energy stored in IG

AEy small change in the stored electromagnetic energy of IG

AEp, AEq, AE, small change in the voltages of the exciter, inter-
nal armature emf under steady state and transient con-
ditions, respectively

Ka, Ke, Kr, Kg, Ky voltage regulator, exciter, stabilizer, var regula-

tor and thyristor firing gain constants, respectively

proportional and integral controller gain of the VAR reg-

ulator, respectively

e efficiency of IG

Pin, Pig, Qic real power input, real power generated by IG and
reactive power required by IG, respectively

Psc, Qsc  real and reactive powers generated by SG, respectively

P, Q  real and reactive power load demand, respectively

Qsvc reactive power generated by SVC

Kp, K;

Bsvc reactive susceptance of the SVC

ABsyc  small change in reactive susceptance of the SVC

Tq SVC average dead time of zero crossing in a three phase
system

Ty thyristor firing delay time

a, o° thyristor firing angle and nominal thyristor firing angle
Ao small deviation in thyristor firing angle

é power angle between terminal voltage and armature

internal emf

I, X1, I, X, stator resistance, stator reactance, rotor resistance
and rotor reactance referred to the primary side of IG,
respectively

Req. Xeq, Xm €quivalent resistance, equivalent reactance and mag-
netizing reactance of the IG, respectively

Sic apparent power delivered by the IG

S slip of the IG

Tk, T, Tr exciter, stabilizer and regulator time constants, respec-
tively

Tho direct axis open circuit transient time constant

v system terminal voltage

AV, AV,er, AV,, AVy small change in the voltages of terminal volt-
age, reference voltage, amplifier output voltage and ex-
citer feedback voltage, respectively

Xa Xy direct axis reactance of SG under steady state and tran-
sient state conditions, respectively

Q. rating of the SVC

Qr system reactive power rating

system. The structure of robust controller of SVC and AVR is spec-
ified by a PI controller with single input. To take the robust stability
of system into consideration, system uncertainties are modeled by
normalized coprime factor [22,23]. To obtain the optimal parame-
ters of PI controllers, the performance and robust stability condi-
tions in the H,, loop shaping technique are formulated as the
objective function. The genetic algorithm (GA) [24] is applied to
solve the optimization problem. Simulation studies show the supe-
rior robustness and stabilizing effect of the proposed coordinated
SVC and AVR in comparison with that of SVC and AVR in [14].

This paper is organized as follows, First, Section 2 describes the
problem of voltage stabilization in the study system. Next the sys-
tem modeling is explained in Section 3. Subsequently, the pro-
posed fixed-structure robust H,, loop shaping control is given in
Section 4. Section 5 shows simulation studies. Finally, the conclu-
sion is provided.

2. Problem formulation

Fig. 1 shows the basic configuration of the wind-diesel hybrid
power system [14]. The SG equipped with exciter and AVR is con-
sidered as the DG set. The IG is connected to the wind energy-con-
version system. It is assumed that reactive loads with sudden
change have been placed in this isolated system. The change in
reactive loads results in a serious problem of large voltage fluctu-
ation in the system. Such voltage fluctuation severely affects the
system stability. Furthermore, the life time of machine apparatuses
on the load side is reduced. To overcome this problem, the SVC and
AVR are installed in the system to control reactive power and min-
imize voltage fluctuation.

3. System modeling

The linearized model of this system in Fig. 1 is illustrated in
Fig. 2. Mathematical modeling of wind-diesel hybrid power system
and system parameters are provided in Appendices A and B,

respectively. The linearized state equation in Fig. 2 can be ex-
pressed as

AX = AAX + BAU (1)
AY = CAX + DAU )
s K, 1

Astc = Kpsvc(S) TSTd —]—+T,rd (AV,,:; = AV) (3)

AV; = KpAVR(S)(AVref - AV — AVI) (4)
K

Kpsve(s) = Kpy + % (5)
‘K

Kpavr(s) = Kp +—s'3 (6)

where the state vector AX = [AEy. AV, AV AE,. AV]'. AE,
is a small change in the voltage of the exciter. AV, is a small change
in the amplifier output voltage. AV is a small change in the exciter

é Bus bar’

] I l L . - <
( Diesel ) @j T e
(b

Exciter
&AVR

Diesel generator

IG SvC

.
' ot

A

3

Wind generation

Fig. 1. An isolated wind-diesel hybrid power system.
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Fig. 2. Linearized block diagram of the wind-diesel hybrid power system.

feedback voltage. AE is a small change in the internal armature emf
proportional to the change in the direct axis field flux under tran-
sient condition. AV is a small change in the terminal voltage. AU
is the control vector. ABsyc and AV, are the control signal from
SVC and AVR, respectively. AY is the output vector. In this paper,
the optimization technique based on H,, loop shaping is applied
to tune the PI controllers of both SVC and AVR simultaneously.
The system Eq. (1) is referred to the nominal plant G.

4. Fixed-structure robust H.. loop shaping control

It is well known that the order of H,, controller depends on that
of the plant [22,23]. Generally, H, control design in a large scale
power system results in a complicated controller with high order
[20,21]. Consequently, it is difficult to implement H., controller
in practical power systems. To tackle this problem, the robust con-
trol design based on a fixed-structure robust H., loop shaping con-

trol is proposed. Here, the robust controller of SVC and AVR is
specified by the PI controller. The optimization problem of control
parameters is formulated by H,, loop shaping technique. Then, GA
is used to tune the PI control parameters of SVC and AVR. The flow
chart of the proposed design is shown in Fig. 3. Each step is ex-
plained as follows.

Step 1. Selection of weighting functions.

The shaped plant Gs is established by weighting functions as
shown in Fig. 4. Because the nominal plant is a multi-input sin-
gle-output (MISO) system, the weighting functions W; and W,
are chosen as

Km&E 0
0 Kws

s+d

W]:

], W, =1 (7)

where Ky, a, b, Ky, ¢ and d are positive values. Because the peak
resonance of the nominal plant is in the low frequency range, W,
is set as a high-pass filter (a < b, c < d).
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[ Step 1. Selection of weighting functions Wy and 1§, ]

LS'&p 2. Formulate the shaped plant (Z‘

Step 3. Evaluate the robust stability margin
of the system

l Step 4. Generate the objective function for GA I

LStep 5. Initialize the search parameters for GA I

1Slep 6. Randomly generate the initial solutions I

[ Step 7. Evaluate objective function of each individual |

!

Step 8. Select the best individual in the current
generation

[Step 9. Gen=Gen +1]

Step 10. Genetic operators create the new
population by selection, crossover and mutation

Fig. 3. Flowchart of the proposed design.

Fig. 4. Shaped plant Gs and robust controller K.

Step 2. Formulate the shaped plant Gs.

As shown in Fig. 4, a pre-compensator, W; and a post-compen-
sator, W, are employed to form the shaped plant Gs=W,GW,,
which is enclosed by the solid line. The designed robust controller
K=WiK. W, is enclosed by the dotted line where K, is the H.,
controller.

Step 3. Evaluate the robust stability margin of the system.

In this work, variation of system parameters, generating and
loading conditions, etc., are defined as unstructured system uncer-
tainties. Because these uncertainties cannot be clearly represented
by mathematic equations, the coprime factorization is used to rep-
resent these unstructured uncertainties. Consequently, a shaped
plant Gs is expressed in form of normalized left coprime factor
Gs = M;'Ns, when the perturbed plant G, is defined as [22,23],

( 1 @

) AN g AM gk Perturbed
| = | Plant

| |

M=y, P |

1 $ Mg

iy o el i = J

Au Ay
K
Robust controller

Fig. 5. H,, robust stabilization problem.

Ga = {(Ms+ AMs)™ (Ns+ ANs) : [|ANs AMs| < 1/y} ®)

where AMs and AN; are stable unknown transfer functions which
represent unstructured uncertainties in the nominal plant model
G. Based on this definition, the robust stabilization problem can
be established by G, and K as depicted in Fig. 5. The objective of
the robust control design is to stabilize not only the nominal plant
G but also the family of the perturbed plant G,. In Eq. (8), 1/y is de-
fined as the robust stability margin. The maximum stability margin
in the face of system uncertainties is given by the lowest achievable
value of y, i.e. Ymin. Hence, ymi, implies the largest size of system
uncertainties that can exist without destabilizing the closed-loop
system in Fig. 5. The value of y,;, can be easily calculated from

Ymin = V1 + Amax(XZ) ©)

where Jna.x(XZ) denotes the maximum eigenvalue of XZ. For mini-
mal state-space realization (A, B, C, D) of Gs, the values of X and Z
are unique positive solutions to the generalized control algebraic
Riccati equation

(A=BS'D'C)"X + X(A-BS™'D"C) - XBS'B'X + C'R™'C

=0 (10)
and the generalized filtering algebraic Riccati equation
(A-BS'D'C)Z+Z(A-BS'D'C)" - ZC'R'Z +BS'B" =0 (1)

where R =1+DD" and S = I+ D'D. Note that no iteration on y is
needed to solve for y,;,. To ensure the robust stability of the nom-
inal plant, the weighting function is selected so that y,,, <4.0
[22,23]. If y,,;, is not satisfied, then go to step 1, adjust the weight-
ing functions.
Step 4. Generate the objective function for'GA optimization.
As shown in Fig. 4, the designed controller K can be represented

as

K=WK W, (12)

or

K W, =W, 'K (13)
Selecting W, = I yields

K. =W;'K (14)

As given in [22,23], the necessary and sufficient condition of the
robust controller K(s) is

[K' }(1—csl<m>*‘u Gl <+ (15)
Substituting Eq. (14) in Eq. (15) yields
I
”[W;IK}U‘GSW?”‘) oG <y (16)

oQ
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As a result, Eq. (16) can be formulated as the objective function where Kp; min and Kpy max are minimum and maximum proportional
in the optimization problem as gains of SVC, respectively, Ky min and K; may are minimum and max-

I . imum integral gains of SVC, respectively. Kp, min and Kpz max are min-
Minimize (, _ Gsw;l K)_ (1.64 17) imum and maximum proportional gains of AVR, respectively, K2 min
W,"K i and Kpmax are minimum and maximum integral gains of AVR,
respectively.
Kp1 min < Kpy <K e
FLR P e P L Step 5. Initialize the search parameters for GA [24].
. Kt min < Kn < Kpymax ‘ Define genetic parameters such as population size, crossover,
Subject to < Ker < K (18)  mutation rate and maximum generation.
R T TR Step 6. Randomly generate the initial solution. Set the first gen-
K min < Ki2 < Kz max eration, Gen = 1.
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Fig. 7. Random load change.
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Step 7. Evaluate objective function of each individual in Eq.(17). 5. Simulation studies
Step 8. Select the best individual in the current generation.

Check the maximum generation. If the current generation is the Here, the designed results of the proposed controller are given
maximum generation, then stop. If the current generation is less as follows. Based on Eq. (7), the weighting functions are appropri-
than the maximum generation then go to Step 9. ately selected as

Step 9. Increase the generation, i.e. Gen = Gen + 1.

: - - 250 5+20 0
Step 10. Create new population using genetic operators and go W, = [ 5450 ], W, =1 (19)
to step 7. 0 150:38
x10°
P o o tissrn oo I8 ARG N 8 ST 1] - C3VC & CAVR
; : } | ——Psvcapravr

Voltage deviation (pu)}

Time (sec)

Fig. 8. Transient response of AV under the random load change (normal parameters).
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Fig. 9. Transient response of AQsyc under the random load change (normal parameters).
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Therefore, the shaped plant Gs can be established. As a
result, ymin=2.7419. In the GA optimization [24], the ranges
of search parameters [14] and GA parameters are set as
follows: Kpy € [1 575], Ky, € [1 24,000], Kp, € [0.0001 100],

| _OCSVCZCAVR mWPSVCEPAVR | -

il WS NE §

0.189  0.25 0.35
Qig

0.45 0.55

Fig. 10. Variation of IAE against a change in Q.

L OCSVC & CAVR MPSVC & PAVR

2389

Ki» € [0.0001 100}, arithmetic crossover, uniform mutation, pop-
ulation size is 100 and maximum generation is 100. The conver-
gence curve of the objective function is shown in Fig. 6. As a
result, the designed PI controllers of SVC and AVR are

8999.8

Kpsvc(S) = 80.008 + 5 (20)
Keavr(s) :0.1004+°'05£ (21)

In simulation studies, the performance and robustness of the
proposed SVC and AVR (PSVC & PAVR) are compared with the
SVCand AVR in [14] called as “CSVC & CAVR". Note that the Pl con-
troller of SVC in [14] is optimized by Lyapunov technique while the
AVR parameters are fixed. In addition, the AVR in [14] is not
equipped with the PI controller.

Next, it is supposed that the random load change (AQ.) shown
in Fig. 7 is applied to the system. Simulation results are depicted in
Figs. 8 and 9.

Fig. 8 shows the transient response of a change in the terminal
voltage. With random load change, the voltage fluctuation of CSVC
& CAVR is very severe. On the other hand, the voltage fluctuation
can be stabilized effectively by the PSVC & PAVR. This signifies that
the coordinated control effect of the PSVC & PAVR is superior to
that of CSVC & CAVR. Fig. 9 also shows that the transient response
of reactive power deviation of the proposed SVC is better than that

0.6 4 of CSVC.
0.5 4+ - — Next, the robustness of the PSVC & PAVR against the variation of
system parameters is evaluated by an integral absolute error (IAE).
0.4 1+ For 0.3 s of simulation results under random load change in Fig. 7,
g 0.3 4 the IAE of voltage deviation (AV) is defined as.
0.2 4 03
: IAE of AV = / AV]dt (22)
0.1 4 0
o Fig. 10 shows the variation of IAE against a change in reactive
- 0.04 0.08 0.12 0.16 0.2 power required by IG (Qi). Note that the normal value of Q¢ is
Qsg 0.189 pu. Here, Qy is varied from 0.189 to 0.55 pu while other Sys-
tem parameters are fixed. Clearly, the IAE in case of CSVC & CAVR
Fig. 11. Variation of IAE against a change in Qs increases while Qg becomes larger. This implies that the large
x10°
4 T T T
;[ : T CSVC &CAVR
H ; ; ; —PSVC &PAVR
Bifpmzens = da R T e posRemesey : ,
. { S | : :
: ; - i :
4 v sanisna Tty o R TR T
{ ' § '

S

y
i
? ¢ ;
— ) H , s
g_ t . Lo,
y 9
e g .
g 0 b o
= 3 H "
& : 2 e :
> '. - WM
"g J - 2 i '."=
: i B8
2 L) a8 Y (8
4 i oo g i
n! o i ’ NI (S
= o) 5 SR LA SR SRS EORE AR R
] N o Sl N 1IN
& bl . ; Vo
2L ; A
$ . : . A
) : /
Sl k. N \ ' R Vg
ol LT P O TR e o s i S B B AR S e e aia
?
) o H { . H h :
\ g H . . ’ H ¢
) H ' ) I . '
: 3 8 , ' ' ' :
; ! i ’ .
Sl e e O LR (0 5 A 1 = bt jrrss snsssinesn RSt as e =
' ) ) , h
' h ; ' '
1 ) \ ;
' ) ) ' ,
' ' ' '
4 | | | | 1
0 0.05 0.1 015 0.2 025 03
Time (sec)

Fig. 12. Transient response of AV (changed parameters).
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reactive power consumed by IG significantly deteriorates the stabi-
lizing effect of CSVC & CAVR. On the other hand, the IAE of the PSVC
& PAVR rarely changes. The stabilizing effect of the PSVC & PAVR is
not affected by the large reactive power consumption of IG. This
signifies that the PSVC & PAVR are robust to the variation of reac-
tive power consumed by IG.

Fig. 11 depicts the variation of IAE against a change in reactive
power generation by SG (Qsc). Note that the normal value of Qs is
0.2 pu. Here, the reactive power generated by SG is reduced from
0.2 to 0.04 pu while other system parameters are fixed. Clearly,
the IAE in case of CSVC & CAVR increases while Qsc is reduced. This
implies that the stabilizing effect of CSVC & CAVR is deteriorated at
low reactive power generation of SG. On the other hand, the values
of IAE of the PSVC & PAVR are almost constant. The robustness of
the PSVC & PAVR is higher than that of CSVC & CAVR.

Finally, it is assumed that the reactive power consumptions of
load and IG increase while the reactive power generation of SG de-
creases. This situation results in the voltage drop at the generator
terminal. Then, the SVC injects more reactive power to the system.
In addition, the AVR tries to increase the terminal voltage by
increasing the field flux voltage. This causes an increase in E, of
SG because E; changes proportionally to the change of field flux.
Based on the reactive power balance equation,
Qsve = Qi + Q, — Qg [14], it is assumed that the initial values of
Qi, Qi are increased by 50% while the initial value of Qs is reduced
by 50%. As a result, Qsyc is increased by 50% from the initial value.
Besides, E; is increased by 5% while V is reduced by 5% from the ini-
tial values. Under this situation, the simulation result subjected to
the random load in Fig. 7 is shown in Fig. 12. Clearly, the stabilizing
effect of CSVC & CAVR is deteriorated. The fluctuation of voltage is
very severe. On the other hand, the PSVC & PAVR are able to sup-
press voltage fluctuation robustly. This result explicitly confirms
the superior robustness of the PSVC & PAVR beyond the CSVC &
CAVR against system parameters variation,

6. Conclusions

In this paper, the robust voltage control in an isolated wind-die-
sel hybrid power system based on the fixed-structure robust H,,
loop shaping control of SVC and AVR has been presented. The nor-
malized coprime factor has been applied to model the power sys-
tem with unstructured uncertainties. The optimization problem of
control parameters based on H,, loop shaping control is formulated
and solved by GA. The proposed method can be applied to param-
eter optimization of controller with any simple structure. The re-
sulted controller is robust against system uncertainties. In this
study, with simple structure of Pl controller of SVC and AVR, the
proposed robust voltage controller can be easily implemented in
the practical power systems. Simulation results confirm that the
robustness of the proposed robust SVC and AVR is much superior
to that of the CSVC & CAVR under random load change and varia-
tions of system parameters.
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Appendix A
A.1. Mathematical modeling of wind-diesel hybrid power system

A wind-diesel hybrid power system [14-19] is considered for
mathematical modeling, where a DG set acts as a local grid for

the wind energy-conversion system connected to it. The system
also has a SVC to provide the required reactive power in addition
to the reactive power generated by SG. Small changes in real power
are mainly dependent upon the frequency, whereas a small change
in reactive power is mainly dependent on voltage [25]. The excita-
tion time constant is much smaller than the prime-mover time
constant, its transient decay much faster and does not affect the
load-frequency-control (LFC) dynamic. Thus, cross coupling be-
tween the LFC and the automatic-voltage-regulator (AVR) loop is
negligible. The reactive power balance equation of the system un-
der steady-state condition is

Qsc +Qsve = QL + Q¢ (A1)

where Qs = reactive power generated by SG, Qsyc = reactive power
generated by SVC, Q; = reactive power load demand and Q. = reac-
tive power required by IG.

For the incremental reactive power balance analysis of the hy-
brid system, let the hybrid system experiences a reactive power
load change of magnitude AQ,. Due to the action of the AVR and
SVC controllers, the system reactive power generation increases
by an amount AQsg + AQsyc. The reactive power required by the
system will also change due to change in voltage by AV. The net
reactive power surplus in the system, therefore, equals
AQsc + AQsyc — AQ; — AQ,c, and this power will increase the sys-
tem voltage in two ways:

- By increasing the electromagnetic energy absorption (Ey) of the
IG at the rate dE,,/dt.

- By an increased reactive load consumption of the system due to
increase in voltage.

This can be expressed mathematically as
AQsc + AQsvc — AQ; — AQ\¢ = dAEy/dt + DyAV (A2)

The electromagnetic energy stored in the winding of the IG is gi-
ven by

1 1
Ew =5 Luly = 5 Lu(V/Xu)? (A3)

where Iy, Ly and Xy are the current drawn, inductance and reac-
tance of the IG, respectively. Considering approximate equivalent
circuit model [26], Eq. (A.3) can be further written as

12nfL Xum &
=5 27sz f“’/x“) ~ 4nfX,,

where fis system frequency. For nominal condmons Eq. (A4) can
be written as

(V/Xu)* = (A4)

= 0,2

Ey = 4nfo (v (A5)
Dividing Eq. (A.4) by Eq. (A.5), we get

Ev (V>

2w o

Now V=V’+AV and AV is small. Therefore, Eq. (A.6) can be
written by neglecting AV? terms as

Ew (VP +AV)? AV
E([z,{ (VO)Z VU ( )
From Eq. (A.7), AEy can be written as
B
AEy =Ey-Ej, =2 7 AV (A.8)

where V° and E}, are the nominal values of terminal voltage and
electromagnetic energy stored in the IG.
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With the increase in voltage, all the connected reactive power
loads experience an increase by Dy = 8Q,/3V (pu kVAR/pu kV). The
parameter Dy can be found empirically. The reactive power loads
can be expressed in the exponential voltage form as [27,28]

Q =GV (A9)

where C; is the constant of the load and the exponent q depends
upon the type of load. For small perturbations, Eq. (A.9) can be writ-
ten as

AQ./AV = g(Q/V*)

where Qf is the nominal value of the reactive power load demand.
In Eq. (A.2), Dy can be calculated empirically using Eq. (A.10). Let Qg
be the system reactive power rating. Dividing by Qg and using Eq.
(A.8), Eq. (A.2) can be written as

AQs; +AQse— AQy- AQ, = (zsg,/(v"q,,)) x dAV /dt + DyAV
(A11)

In Eq. (A.11), Qg divides only one term as the other terms are ex-
pressed in pu kVAR. The term Ej,/Q; can be written as

Ey/Qr = 1/4mfky = Hy (A12)

where Hy is a constant of the system having units of sec and kg is the
ratio of the system reactive power rating to rated magnetizing reac-
tive power of IG. Substituting the value of E,/Qy from Eq. (A.12)in
Eq. (A.11), we get

AQsc + AQsvc — AQ, — AQ\¢ = (2Hg/V®) x dAV /dt

(A.10)

where AE; = change in the internal armature emf proportional to
the change in the direct axis field flux under steady-state condition.
In Eq. (A.17), AE, is given by
X4 Xa—X})
AE, =29 _ Pa—%4)
. s
For small changes Eq. (A.17), using Eq. (A.18) in Laplace trans-
form form can be written as

(cosd)AV (A.18)

(1 +5TG)AE(s) = K1AEy(s) + KLAV (s) (A.19)
where
T =X, Ty /X4 (A.20)
Ky =X}/X4 (A.21)
K2 = (Xd = X:,) Ccos (S/Xd (A22)
A.1.2. The synchronous generator equation
Under transient condition, Qs is given by [25]
Qsc = (E,V cos s - V?) /X, (A.23)
For small perturbation, Eq. (A.23) can be written as
AQs; = (V cos 6/X,)AE, + ( (Eq 055 — 2v) /x;,)Av (A.24)

where AE; =change in the internal armature emf proportional to
the change in the direct axis field flux under transient condition.
Taking Laplace transform of both sides, we get

AQsc(S) = K3AE(s) + K4AV (s) (A.25)
+ DyAV (A.13) where
In Laplace form, the state differential equation from Eq. (A.13) K3 =V cos §/X, (A.26)
can be written as
AV(s) = Ku/(1+5Ty)  [AQsc(s) + AQswc(s) — AQ(5) iy
s)= +5Ty) x S) + s) — S
% . % 5 : Kq = (E, cos 6 — 2V)/X, (A.27)
= AQc(8)] (A.14)
where A.1.3. IEEE type-] excitation system equation
Ty — 2Hg A15 As shown in Fig. A1, IEEE type-1 excitation system [30] is con-
V= DyV° (A15) sidered for the synchronous generator of the hybrid system. From
the block diagram, the transfer function equations neglecting satu-
and ration function (SF) can be written as
1
Ky =— (A.16) 1
D = e—
v AEg(s) P AV,(s) (A.28)
K
A.1.1. The flux linkage equation AVq(s) = T:TA'(—AV(S) — AVj(s) + AVier(5)) (A.29)
The flux linkage equation [29] of the round rotor synchronous sKr
machine for small perturbation is given as AVg(s) = TST}AEIH(S) (A.30)
dAE;/dt = (AEy — AE,) /T, (A17) ‘
AV(s) o
Stzer Saturation function
AVp(s) [5k7
1+ .\'TF
AV ygr (5) X AVy(s) _/— | AE 1 (s)
+ 1+ STA KE + STE
AVR Exciter

Fig. A1. IEEE type-I excitation system.
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Ry Xy
o= WV

1, l S jXu

Iy

- [

RS E R,,=—r;- -s)

Fig. A2. Equivalent circuit of induction generator.

A.1.4. The induction generator equation

The mathematical model of induction generator [17] is derived
as below.

From Fig. A2, the rated current I is given by

E-V E

N S (] A31
Req +}Xeq RP ( )
Solving for E in Eq. (A.31), we get

Rp
E=——-V A32
Ry —Xe (A32)
Ry = Rp — Req (A.33)
Eq. (A.32) can be rewritten as
RpR: .
= ( P, )V (A34)
Ry +Xo "Ry —Xg

The apparent power delivered by the induction generator is gi-
ven by

. E-VL" P
Sic = Pic +JQ;c=V<—) —Jy-

- A35
Req +JXeq XM ( )

Substituting the value of E from Eq. (A.34) in Eq. (A.35), real and
reactive power delivered by the induction generator are given by

RY 2
P = v A36
R R} + X2, 29
Xeq 1.,
= e e s Vv A37
e [R,z, +X2 Xm] (A37)

The minus sign indicates the lagging power factor of the induc-
tion generator, i.e. the reactive power is absorbed by the induction
generator. The real power input to the induction generator is given
by

E-v Y\
in = E| ————
i R? (R?ﬂ +]Xeq>

Substituting the value of E from Eq. (A.32) in Eq. (A.38) and fur-
ther solving it, we get
R
=5V
Ry + X,

(A.38)

(A.39)

in
The mechanical power input also account for core losses, fric-

tion and windage losses. The term V2 /Xy, in Eq. (A.37) is taken care

AV(s)

PI controller

a® + Aa < 1 Thyristor firing delay

by the electromagnetic energy storage Eq. (A.3) for the modeling.
The induction generator absorbs the remaining reactive power
and it is given by

v? Xeg 2
ks B = Vv
QICI XM QIC { Ri b ng

Now two conditions arise: constant slip and variable slip (in the
present case only constant slip case has been considered for the
wind-diesel hybrid system). For small perturbation, Eq. (A.40), in
the case of constant slip, can be written as

2VX

(A40)

A == SOUAY A4l
QlC] R% +X§q ( )
Taking Laplace transform of sides of Eq. (A.41), we get
2VX ;
AQic: (s) = “_AV(s A42
ic1(S) R+ XL (s) (A42)

In Eq. (A.42), AQic:(S) is given by Eq. (A.42) in the case of con-
stant slip. Substituting for Rp and R, in Eq. (A.33), in terms of the
induction generator parameters, we get

Rv=%(1—S)—(rs+r’2)=%(2f2+r,) (A43)
Eq. (A.42) can be further written as

AQyc(s) = K5AV(s) (A44) *

where

Ks = 3VX8"2 (A.45)

Ry + X5,

Ry =Rp - Req (A.46)

and

Rp =%(1 -59) (A47)

A.1.5. SVC equation
The reactive power supplied by the SVC is given by [31,32]

Qsve = V?Bsve

For small perturbation, Eq. (A.48) can be written by taking La-
place transform as

(A48)

AQsyc(S) = KeAV(S) + K7ABsyc(S) (A.49)
where

K = 2VBsyc (A.50)
and

Ky = V? (A51)

Phase sequence delay

Al’ref(s) + Kl

K, |Bsc)[ T | MBgcls)

KP+ : Aa(s) _/—

?

1+ 5T, 1+sT;

x2<a’ +Aa

Fig. A3. SVC model.
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From Fig. A3, the state equations of the SVC [14] can be written

as
ABsye(s) = ——AB! (s) (A52)
¥R = 1+ STd SVE :
ABgyc(s) = i‘—Aa(s) (A.53)
SYC 1+5T, :
K
Aa(s) = Kp + ?’ [AVier(s) — AV(s)] (A54)
Appendix B
See Table B1.
Table B1
Wind-diesel system data.
System parameter Wind-diesel system
System load/capacity i
Wind capacity (kW) 150
Diesel capacity (kW) 150
Load capacity (kW) 250
Base power (kVA) 250
Synchronous generator
Psc (pu) (kW) 04
Qsc (pu) (kVAR) 0.2
E, (pu) 1.1136
5 (%) 21.05
E; (pu) 0.9603
V (pu) 1.0
Xa (pu) 1.0
Xy (pu) 0.15
T (5) 50
«» Induction generator
Pig (pu) (kW) 0.6
Quc (pu) (KVAR) 0.189
Pin (pu) (kW) 0.75
16 (%) 80
ri=r; (pu) 0.19
X1 =X, (pu) 0.56
s (%) -4.1
Load
Py (pu) (kW) 1
Qu (pu) (KVAR) 0.75
pf (lag) 038
Reactive power data
Qsve = Qe+ Qu — Qsc (pu) (kVAR) 0.739
Q. (pu) (kVAR) 0.85
o (radians) 2.443985
IEEE type-I excitation system
Ka 40
Ta(s) 0.05
K 0.5
Te(s) 0.715
Ke 1.0
Sk (s) 0.0
Te(s) 0.55
SVC data
Ta(s) 0.005
Ty (s) 0.001667
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Abstract

In an isolated wind-diesel hybrid power system, the variable power consumptions as well as
the intermittent wind power may cause a large fluctuation of system frequency. If the system
frequency can not be controlled and kept in the acceptable range, the system may lose stabil-
ity. To reduce system frequency fluctuation, a superconducting magnetic energy storage (SMES)
which is able to supply and absorb active power quickly, can be applied. In addition, variation of
system parameters, unpredictable power demands and fluctuating wind power etc., cause various
uncertainties in the system. A SMES controller which is designed without considering such uncer-
tainties may lose control effect. To enhance the robustness of SMES controller, this paper focuses
on a new robust control design of SMES for frequency control in a wind-diesel system. The co-
prime factorization is used to represent the unstructured uncertainties in a system modeling. The
structure of a SMES controller is the practical first-order lead-lag compensator. To tune the con-
troller parameters, the optimization problem is formulated based on loop shaping technique. The
genetic algorithm is applied to solve the problem and achieve the control parameters. Simulation
results confirm the high robustness of the proposed SMES controller with small power capacity
against various disturbances and system uncertainties in comparison with SMES in the previous
research.

KEYWORDS: frequency control, wind-diesel power system, superconducting magnetic energy
storage, system uncertainties, loop shaping control, genetic algorithm
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1. Introduction

Wind power systems are considered economically for supply of electrical energy
to remote and isolated areas where utility lines are uneconomical to install due to
high costs, right of way difficulties or environmental impacts [1,2]. Since wind
power sources are naturally fluctuating or intermittent, they are generally
integrated with the diesel generation [3,4]. The hybrid wind-diesel power
generation provides high reliability of the system to supply power to the isolated
load. Nevertheless, the active power demands of the isolated community change
frequently, the mismatch between the generation and load causes the large and
severe deviation of system frequency. If the frequency deviation can not be
controlled and kept in the acceptable range, system equipments may get damaged.
Furthermore, the system may lose stability [5,6].

Different technologies such as flywheel [7], battery energy storage [8],
superconducting Magnetic Energy Storage (SMES) [9], etc., can be adopted to
alleviate system frequency fluctuation in isolated systems [10,11] and a grid
connected systems [12,13]. Among of them, a SMES unit which is able to supply
and absorb active power rapidly, has been highly expected as one of the most
effective controller of system frequency [14,15]. Especially, the application of
SMES to control frequency in a hybrid wind-diesel power system due to load
changes has been presented in [16,17]. Even the SMES in [16,17] shows
satisfactorily frequency control effect, it may not be able to tolerate system
uncertainties such as variation of system parameters, random load changes,
fluctuating wind power input etc. As a result, the SMES may lose control effect
and fail to reduce frequency fluctuation. To enhance the robustness of the SMES
controller against system uncertainties, a robust frequency controller of SMES is
highly expected.

This paper proposes a new robust frequency controller of SMES in a
hybrid wind-diesel power system. To take system uncertainties mentioned above
into account in the control design, the normalized coprime factorization [18,19] is
applied to represent all unstructured uncertainties in the system modeling. In this
study, the configuration of the frequency controller of SMES is the first-order
lead/lag compensator. The performance and stability conditions in the H_ loop

shaping method [18,19] are applied to formulate the optimization problem. To
achieve the controller parameters, the genetic algorithm (GA) [20] is used to solve
the optimization problem. Simulation studies are carried out to confirm the
superior robustness of the proposed SMES against system uncertainties in
comparison with the SMES in [16].

This paper is organized as follows. Section 2 describes the frequency
control problem in the study system. Next, the mathematical modeling of the
study system is explained in Section 3. Subsequently, Section 4 presents the
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proposed control design. In Section 5, simulation studies are shown. Finally, the
conclusion is given.

2. Problem Formulation

e |,
/_ | Control
n control WIND
Wind % i
energy
supply Energy :
=P>conversion| | Tors:o:)a] Generator Generated
system e N Wind power
+
AfyLe-| SMES 9 LOAD
+
Diesel Generated
Governor |—p» > Generator Diesel power
unit R
ref = *

DIESEL
SIDE

Fig. 1. Basic configuration of a hybrid wind-diesel power generation with SMES.

Fig. 1 shows the basic configuration of the hybrid wind-diesel power system
which includes a SMES unit [16,17]. In addition to the random wind energy
supply, it is assumed that loads with sudden change have been placed in this
isolated system. Variation of wind power and load change results in a serious
problem of large frequency fluctuation in the system. Such frequency fluctuation
severely affects the system stability. Furthermore, the life time of machine
apparatuses on the load side is reduced. To tackle this problem, the SMES is
installed in the system to compensate for power variations and minimize
frequency fluctuation.

3. Mathematical Modelling

The linearized model of a system in Fig.1 is shown in Fig.2 [16,17]. This model
consists of a wind dynamic model, a diesel dynamic model, a SMES unit, a blade
pitch control of wind turbine and a generator dynamic with governor model. The
details of all subsystems are explained in [16,17]. The state equation of this
system can be represented by

http://www .bepress.com/ijeeps/vol10/iss2/art3 2
DOI: 10.2202/1553-779X.2156
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Fig. 2. Block diagram of a hybrid wind-diesel power generation with SMES.

|
I Au,
Ay (+sT,,) Hsuaes 1 : APy s
- ™ (A+sT,,) : 1+sT,, |,
E Frequency Controller SMES i
|

Fig. 3. Block diagram of SMES with the frequency controller X .

AX = AAX + BAP, (1

As shown in Fig. 3, the block diagram of SMES [9] consists of two
transfer functions connected in series, i.e. the SMES model and the frequency
controller. The SMES can be modeled by the first-order transfer function with
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time constant 7, =0.03 s. For the frequency controller, it is practically

represented by a lead/lag compensator with first-order. In the controller, there are
three control parametersie., K,,, T, and T, ,. The input signal of the controller

sm2 *

is only the frequency deviation of the wind side (Af;, ). Note that, this linearized

model can be used to design and evaluate the controller performance and
robustness against the small disturbances only. To include a full nonlinear model
of the system and simulate large disturbances over various operating conditions,
the author has already proposed a robust SMES controller in [21].

4. Proposed Control Design

The objective of the control design is to optimize three control parameters so that
the resulted controller is robust to system uncertainties. Based on the H,, loop
shaping control [18,19], the optimization problem can be formulated.
Subsequently, the GA is applied to solve the problem. The flow chart of the
proposed design is shown in Fig. 4. The design step in the flow chart can be
explained as follows.

Step 1 Selection of weighting functions

As in the conventional H., loop shaping design, first the shaped plant G is
established by weighting functions W, and W, as depicted in Fig. 5. Because the

nominal plant G is an Single Input Single Output (SISO) system, the weighting
functions W, and W, are chosen as

s+a
s+b

W, =K, —— and W, =1 @)

Where K,,, aand b are positive values. Because, the frequency control
problem is in a vicinity of low frequency (<1 Hz) [16,17], W, is set as a high-

1

pass filter (a<b).
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s

LStep 1. Selection of Weighting functions W; and W, |

v

| Step 2. Formulate the shaped plant G I

Y

Step 3. Evaluate the robust stability margin
of the system

Btep 4. Generate the objective function for GA I

Y

I Step 5. Initialize the search parameters for GA I

Y

| Step 6. Randomly generate the initial solutions I

I Step 7. Evaluate Objective function of each individual I

Y

Step 8. Sclect the best individual in the current
generation

| Step 9. Gen=Gen+1 I

Y

Step 10. Genetic operator create the new
population by selection, cross over and mutation.

Fig. 4. Flow chart of the proposed design.
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~ Step 2 Formulate the shaped plant G;.

As shown in Fig. 5, a pre-compensator W, and a post-compensator W, are
employed to form the shaped plant G; =W,GW,, which is enclosed by a solid
line. The designed robust controller K =W,K_ W, is enclosed by a dotted line
where K isthe H_controller.

A
Perturbed

Plant

K

Robust Controller

Fig. 6. Robust control problem.

Step 3 Evaluate the robust stability margin of the system

In this work, variation of system parameters, unpredictable load demands and
fluctuating wind power etc., are defined as system uncertainties. Because, these
uncertainties can not be clearly represented by mathematic equations, the coprime
factorization is used to represent these unstructured uncertainties. Consequently, a

http://www.bepress.com/ijeeps/voll 0/iss2/art3 6
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shaped plant G, is expressed in form of normalized left coprime factor
Gg = M{' N, when the perturbed plant G, is defined as

Gy ={(M,+AM; )" (Ng+aNy) © AN, aMi| < 1y} @)

Where AM; and AN, are stable unknown transfer functions which

represent unstructured uncertainties in the nominal plant model G . Based on this
definition, the robust control problem can be established by G, and K as

depicted in Fig. 6. The objective of robust control design is to stabilize not only
the nominal plant G but also the family of perturbed plant G,. In (3), 1/y is

defined as the robust stability margin. The maximum stability margin in the face
of system uncertainties is given by the lowest achievable value of y, ie. 7, .

Hence, 7, implies the largest size of system uncertainties that can exist without

destabilizing the closed-loop system in Fig. 6. The value of 7, can be easily
calculated from

Yoin =1+ A (XZ) 4)

Where A (XZ)denotes the maximum eigenvalue of XZ . For minimal
state space realization (4, B, C, D) of G, the values of X and Z are unique
positive solutions to the generalized control algebraic Riccati equation

(A-BS7'D'CY' X+ X(A-BS'D'"C)-XBS'B"X +C"R'C =0 (5)
and the generalized filtering algebraic Riccati equation
(A-BS7'D'C)Z+Z(A-BS™'D'CY -ZC"R'CZ+BS'B" =0 (6)

Where R=1+DD" and S=1+D"D . Note that no iteration on ¥ is
needed to solve for y,. . To ensure the robust stability of the nominal plant, the
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weighting function is selected so that y,. <4 [18, 19]. If . is not satisfied,
then go to step 1, adjust the weighting functions.

Step 4 Formulate the objective function for GA optimization.

In this study, the performance and robust stability conditions in H,, loop shaping
design approach are adopted to design a robust frequency controller X in Fig.3.
The frequency controller is represented by :

B et | S - %)
1+sT

sm2

The control parameters K, , T, and 7, , are optimized by GA. The

objective function is derived based on the following concept. As shown in Fig. 5,
the designed controller K can be represented as

K=WK W, (8)
or
KW, = WK %)
Selecting W, = 1 yields
E =K : - (10)

As given in [18, 19], the necessary and sufficient condition of the designed
robust controller K is

! -
X (I—GSKW) [I Gs] < vy (11)
http://www bepress.com/ijeeps/voll0/iss2/art3 8
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Substituting (10) into (11) yields

<7 (12)

Ry

90

Equation (12) implies that if the co-norm of transfer function matrix in the
left side is lower than y, the robust controller K can be obtained. As a result, the

c-norm of the left side term in (12) can be used to formulate the optimization
problem as

K. F 1oy
Minimize —— (I—GSVK K) [1 GS] (13)
1 o0
Subject to 1.0<K, <50.0
0.001<T,, <1.0 (14

0.001<7,,<1.0
This optimization problem is solved by GA [20].

Step 5 Initialize the search parameters for GA. Define genetic parameters such as
population size, crossover, mutation rate, and maximum generation.

Step 6 Randomly generate the initial solution. Set the first generation, Gen = 1.
Step 7 Evaluate objective function of each individual in (13).

Step 8 Select the best individual in the current generation. Check the maximum
generation. If the current generation is the maximum generation, then stop. If the
current generation is less than the maximum generation then go to Step 9.

Step 9 Increase the generation, i.e. Gen = Gen + 1.

Step 10 Create new population using genetic operators and go to step 7.
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5. Simulation Studies

The linearized system in Fig. 2 is used for simulation studies. System parameters
[16] are given in the appendix. Here, the designed results of the robust frequency
controller of SMES based on the proposed method are explained as follows. As
given in (2), the weighting functions are selected as

s+100
s+447

W, =658( ) W, =1 (15)

Accordingly, the shaped plant G; can be established. As a
result, .. =1.3. In the optimization, the GA parameters are set as follows;

population size = 100, crossover probability = 0.6, mutation probability = 0.05,
maximum generation = 100. Consequently, the convergence curve of the
objective function can be shown in Fig. 7. The designed robust frequency
controller of SMES is

(16)

K(s)=48.9(0'9433s+1j

0.5828s+1

Fig. 8 shows the bode plots of system with and without SMES. It can be
seen that the peak resonance of the system without SMES occurs in the low
frequency range. With the proposed SMES, the resonance is damped
significantly. This implies the control effect of the designed SMES controller.

2

‘1 ................. ................. ............... ____________ )

6L ............... e eesena o sesnan ,. ................. R -

v
%)
:
|

Objective function
5 o

IS
1

=
[0
T

0 20 40 60 80 100
Generation

Fig. 7. Convergence curve of the objective function.

W
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-10 — ——System without SMES

| = System with Proposed SMES

20 :
: LN

.

Gain (dB)

-80 e i i i iREE i i i SRR el G52
10° 10" 10° 10' 10
Frequency (rad/sec)

Fig. 8. System with and without SMES.

2

In simulation studies, the proposed robust controller of SMES is compared
with the SMES in [16]. Note that, to determine the kW capacity of SMES, the
limiter —0.01 pukW <AP,,. <0.01 pukW on a system base 350 kW is added to

the output of SMES. Simulation results under 4 case studies are carried out as
follows.

Case 1: Step increase in wind power or load change

x 10

—— Without SMES
====SMES [16]
Proposed SMES

20 25 30

Time (sec)

Fig. 9. System frequency deviation against a step increase of wind power.
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Fig. 10. Power output deviation of SMES against a step increase of wind power.

Without SMES

—==- SMES [16]

Proposed SMES

Time (sec)

25 30

Fig. 11. System frequency deviation against a step increase in load.

http://www.bepress.com/ijeeps/vol10/iss2/art3
DOI: 10.2202/1553-779X.2156

12



Ngamroo: Robust Frequency Control by SMES
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Fig. 12. Power output deviation of SMES against a step increase in load.

First, a 0.01 pukW step increase in the wind power input is applied to the
system at £ = 0.0 s. Fig. 9 shows the frequency deviation of the diesel generation
side which represents the system frequency deviation. Without SMES, the system
frequency highly oscillates and the peak frequency deviation is very large. The
frequency oscillation takes about 30 s. to reach zero. This indicates that the pitch
controller in the wind side and the governor in the diesel side are not able to work
well. On the other hand, the peak frequency deviation is reduced significantly and
returns to zero within shorter period in case of SMES [16] and the proposed
SMES. The power output deviations of both SMESs are shown in Fig.10. The
peak power output of the proposed SMES is lower than that of the SMES [1 6].

Next, a 0.01 pukW step increase in the load power is applied to the system
at 1= 0.0 s. As depicted in Fig.11, both SMES [16] and the proposed SMES are
able to damp the frequency deviation quickly in comparison to without SMES
case. As depicted in Fig.12, power output deviations of both SMESs are in the
limit. These results show that both SMES [16] and the proposed SMES have
almost the same frequency control effects under normal system parameters.

Case 2: Random wind power input.

In this case, the system is subjected to the random wind power input as shown in
Fig.13. The system frequency deviations under normal system parameters are
shown in Fig.14. By the proposed SMES, the frequency deviation is lower than
that in case of SMES [16].
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Next, the robustness of frequency controller is evaluated by an Integral
Absolute Error (IAE) against the variation of system parameters. For 60 seconds
of simulation study under the same random wind power in Fig.13, the IAE of the
system frequency deviation is defined as

IAE of Af, = [ |, 17)

Fig.15 shows the values of IAE when the fluid coupling coefficient K 18

varied from -30 % to +30 % of the normal values. The values of IAE in case of
SMES [16] largely increase as K, decreases. In contrast, the values of IAE in

case of the proposed SMES are lower and slightly change. Next, when all system
parameters are changed from -30 % to +30 % of the normal values, the variation
of IAE is depicted in Fig. 16. The values of IAE in case of SMES [16] highly
increase when all system parameters decrease. This implies that SMES [16] is
very sensitive to variation of system parameters. On the other hand, the proposed
SMES is very robust to the variation of system parameters under this random
wind power input. Fig.17 shows power output deviations of both SMESs under a
30 % decrease in all system parameters. Clearly, the peak power output of the
proposed SMES is much lower than that of SMES [16)].

=
=
=
N

0.01

0.008 ---

0.006F§---- 4} -

0.004

0.002 -

Random wind power deviation(pu kW)

Time (sec)
Fig. 13. Random wind power input.
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Fig. 16. Variation of IAE under a change of all system parameters.
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parameters

Case 3: Random load change.
The random load change as shown in Fig.18 is applied to the system. Fig. 19

depicts the system frequency deviation under normal system parameters. Clearly,

http://www.bepress.com/ijeeps/voll0/iss2/art3
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the control effect of the proposed SMES is better than that of the SMES [16]. The
values of IAE of system frequency deviation under the variation of K, from -30

% to +30 % of the normal values are shown in Fig.20. As K, decreases, the

values of IAE in case of SMES [16] become larger. On the other hand, the values
of IAE in case of the proposed SMES are lower and rarely change. The same
trend of IAE variation is also obtained in Fig. 21 when all system parameters are
varied from -30 % to +30 % of the normal values. The proposed SMES is more
robust than the SMES [16] against the variation of system parameters under this
random load change. As shown in Fig.22, power output deviations of both SMESs
under a 30 % decrease in all system parameters are in the limit.

Randomload power deviation (pu KW)

60

Time (sec)

Fig. 18. Random load change.
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Fig. 19. System frequency deviation under normal system parameters.
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Fig. 20. Variation of IAE under a change of K .
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Fig. 21. Variation of IAE under a change of all system parameters.
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Fig. 22. Power output deviation of SMES under a 30 % decrease in all system
parameters

Case 4: Simultaneous random wind power and load change.
In this case, the random wind power input in Fig. 13 and the load change in

Fig.18 are applied to the system simultaneously. The system frequency deviation
under normal system parameters are shown in Fig. 23. The frequency control
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 effect of the proposed SMES is superior to that of SMES [16]. Furthermore, when
K. is reduced by 30 % from the normal value, the control effect of SMES [16] is

significantly deteriorated as depicted in Fig.24. On the other hand, the frequency
deviation is significantly reduced by the proposed SMES. The values of IAE of
system frequency under the variation of K 1 from -30 % to +30 % of the normal

values are shown in Fig.25. As K 1 decreases, the values of IAE in case of SMES

[16] highly increase. On the other hand, the values of IAE in case of the proposed
SMES are much lower and almost constant. In addition, when all parameters are
changed from -30 % to +30 % of the normal values, the same tendency of IAE
variation is also achieved as in Fig.26. These results confirm that the superior
robustness of the proposed SMES over the SMES [16] against the variation of
system parameters under both random wind power input and load change. Fig.27
depicts the power output deviations of both SMESs. The power output deviation
of the proposed SMES is lower than that of SMES [16].

———-SMES [16]
! — Proposed SMES

0 10 20 30 40 50 60
Time (sec)

Fig. 23. System frequency deviation under normal parameters.
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Fig. 26. Variation of IAE under a change in all system parameters.
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Fig. 27. Power output deviation of SMES under a 30 % decrease in all system
parameters.

Finally, the kW and kJ capacities required for frequency control of the
proposed SMES are evaluated based on random wind power input and load
change in case study 4 in addition to a 30 % decrease in all system parameters.
Note that there are various uncertainties in this case. The kW capacity is
determined by the output limiter -0.01 < APgyz5 < 0.01 pukW on a system base of
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350 kW. As a result, the kW capacity of SMES is 3.5. For the kJ capacnty, it is
evaluated from the energy deviation of SMES (AEs)s), where

AESMES = IAP SMESdt (18)

kJ Capacity of SMES = AEgues (vax) - AEsuEs (Miny (19)

Note that AEsys (vax) and AEsyes (viny are maximum and minimum values
of energy deviation of SMES. Consequently, the kJ capacity of SMES is about
3.25. The small power capacity of SMES is required for the frequency control.
This shows the economical merit of the proposed robust frequency control by
SMES. In addition, the use of SMES allows an increase in the integration of wind
energy in an island system.

6. Conclusions

The robust controller of SMES for frequency control in the hybrid wind-diesel
power system has been presented. In the proposed controller design, unstructured
uncertainties in the system such as variation of system parameters, power
variations due to wind and load changes etc., are modeled by coprime
factorization. The structure of frequency controller is practically based on the
first-order lead/lag compensator with a single input signal. Consequently, it is
easy to implement in practical systems. To obtain the controller parameters, the
optimization problem based on H_ loop shaping technique can be automatically

solved by GA. Simulation results clearly confirm that the proposed robust SMES
is much superior to the SMES in [16] in terms of the robustness against
uncertainties, random wind input and load change. Besides, the small power
capacity of SMES is required for robust frequency control. The use of SMES
allows an increase in the integration of wind energy in an island system

Appendix

System data
P, =350kW, H,, =3.5s, H,=85 s, K, =162 Hz/pukW, K, =16.5

Hz/pukW, K,,=1.25, K, =14,T, =065, T,, =0.041 5,K, =0.08,K,, =4.0,
K,,=15.
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Nomenclatures

P, area capacity

Hy inertia constant on machine base for wind system

M inertia constant on machine base for diesel system

K, fluid coupling between wind and diesel sides

K, governor gain

. intégral controller gain of pitch controller

Koo proporﬁonal controller gain of pitch controller

K, gain of hydraulic pitch actuator

K, gain of data fit pitch response

T, time constant of hydraulic pitch actuator

T time constant of hydraulic pitch actuator

K. blade characteristic

AP,,, load change

AP, power output deviation of diesel side

APWi,;d change in wind power

AP, power output deviation of wind side

Afy frequency deviation of wind generation side

Af, frequency deviation of diesel generation side (system frequenc
deviation)

APy, power output deviation of SMES

AX state vector

Aug,,s  control signal deviation of SMES controller
A system matrix

B input matrix

K, gain of frequency controller

Vi

i time constant of frequency controller
T time constant of frequency controller
T, time constant of SMES
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The large penetration of wind farm into interconnected power systems may cause the severe problem of
tie-line power oscillations. To suppress power oscillations, the superconducting magnetic energy storage
(SMES) which is able to control active and reactive powers simultaneously, can be applied. On the other
hand, several generating and loading conditions, variation of system parameters, etc., cause uncertainties
in the system. The SMES controller designed without considering system uncertainties may fail to sup-
press power oscillations. To enhance the robustness of SMES controller against system uncertainties, this
paper proposes a robust control design of SMES by taking system uncertainties into account. The inverse
additive perturbation is applied to represent the unstructured system uncertainties and included in
power system modeling. The configuration of active and reactive power controllers is the first-order
lead-lag compensator with single input feedback. To tune the controller parameters, the optimization
problem is formulated based on the enhancement of robust stability margin. The particle swarm optimi-
zation is used to solve the problem and achieve the controller parameters. Simulation studies in the six-
area interconnected power system with wind farms confirm the robustness of the proposed SMES under
various operating conditions.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

At present, the penetration of wind power generations into
power systems highly increases because of low impact to environ-
ment and infinite availability. Nevertheless, the wind power is
unpredictable and intermittent in nature. The fluctuation of wind
power generation may lead to a severe problem of tie-line power
oscillations [1-4]. Additionally, the power oscillations due to wind
power may violate the transmission capability margin and deteri-
orate the system stability [5,6].

To overcome this problem, a superconducting magnetic energy
storage (SMES), which is able to supply and absorb active and reac-
tive power simultaneously [7,8], can be applied. In the past, SMES
has been used to solve many problems in power systems such as
an improvement of power system dynamics [9,10], a frequency
control in interconnected power systems [11,12], an enhancement
of power quality [13], a stabilization of sub-synchronous oscilla-
tion in the turbine-generator [14], a load leveling [15], etc. On
the other hand, various generating and loading conditions, wind
power fluctuations, variation of system parameters and system
nonlinearities, etc., result in unstructured system uncertainties.

* Corresponding author.
E-mail address: ngamroo@gmail.com (1. Ngamroo).

0921-4534/$ - see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.physc.2008.11.002

The SMES controller designed without taking system uncertainties
into account may fail to operate and stabilize the power system.

To improve the robustness of the SMES controller against sys-
tem uncertainties, this paper focuses on a robust controller design
of SMES using the inverse additive perturbation [16]. Unstructured
system uncertainties are represented by the inverse additive per-
turbation model and included in the system modeling. The struc-
ture of active and reactive power controllers is the first-order
lead-lag compensator. Controller parameters are optimized by
particle swarm optimization (PSO) [17] based on the improvement
of the robust stability margin of the control system. Simulation
studies are carried out in the six-area interconnected power sys-
tem with large wind farms. Simulation results under various oper-
ating conditions such as heavy line flow, light line flow and wind
power fluctuations, confirm that the robustness of the proposed
SMES is superior to that of the SMES designed without considering
robustness.

2. Study system and modeling

A six-area interconnected power system in Fig. 1 is used as the
study system. The area capacity ratio for areas 1-6 is
20:13.5:6:75:40:6.75:33 with a 1000 MVA base. Each area is repre-
sented by a 5-state transient model [18]. It is equipped with a sim-
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Nomenclature
Kp(s) SMES active power controller Kysm gain of SMES voltage controller
Kq(s)  SMES reactive power controller Vo initial value of a terminal bus voltage of a SMES unit
Kism(s)  SMES coil current controller (p.u.)
Ky(s) SMES voltage controller Vis bus voltage of SMES (p.u.)
Ky gain of active power controller P4 desired active power output of SMES (p.u.)
K, gain of reactive power controller Qq desired reactive power output of SMES (p.u.)
T11,Th2  time constants of the active power controller (s) AP active power fraction
T21,T22  time constants of the reactive power controller (s) AQ reactive power fraction
APy, active power deviation (p.u.) CONV  converter
AQie reactive power deviation (p.u.) Te time constant of converter (s)
Kp proportional gain of PI controller K; gain of SMES controller
T, time constant of PI controller (s) Tjj time constant of SMES controller (s)
Ksm gain of SMES coil controller -l infinite norm of transfer function
Lsm SMES coil current (p.u.) é actual damping ratio of the dominant inter-area oscilla-
Ismo initial value of SMES coil current (p.u.) tion mode
Eout SMES energy output (J) Lspec desired damping ratio of the dominant inter-area oscil-
Lsm SMES coil inductance (H) lation mode
Ismpase  SMES current base (A) o actual real part of the eigenvalue
P SMES active power output (p.u.) Ospec desired real part of the eigenvalue
Qsm SMES reactive power output (p.u.) Kimax ~ maximum gain of power controller
Ssmpase  SMES MVA base Kimin  minimum gain of power controller
V thase system base voltage Tijmax ~ Maximum time constant
Esn energy stored in a SMES unit (J) Tijmin  minimum time constant
Esmo initial energy stored in a SMES unit (J)
Fig. 1. Six-area interconnected power system with wind farms.
plified exciter and governor [18)]. For the study purpose, the elec- As shown in Fig. 2, Kjsm(s) can be represented by
tric power is transferred from areas 1-6. The wind farm is located 1
at bus 11 in area 1 with maximum generating capacity 450 MW. In Kism(s) = (K P+ T—,s> Ksn(Ism — Ismo) 3)

this study, the wind farm is modeled by the random power source.
Based on the residue method [19], the suitable locations of two
SMESs are selected at bus 1 and bus 6. Each SMES has a specifica-
tion of 800 M}, 40 kA, 1000 MVA [19].

Fig. 2 shows the SMES model with simultaneous active and
reactive power (P-Q) modulation control scheme [20]. In the mod-
el, Kp and Kq(s) are represented by

o (1+Tys)

Kp(s) hK‘(]-{-—T,zS) (1)
1 (14 Tys)

Kals) = Ka s &l

The input signals of active and reactive power controllers of SMES1
and SMES2 are AP, and AQy in a tie-line from bus 11 to bus 1 and
from bus 16 to bus 6, respectively. In this paper, gains and time con-
stants of both controllers are optimized by the proposed method.

In the SMES model, the effect of I, is considered, since the dynamic
behavior of I, significantly affects the overall performance of SMES.
In practice, I, is not allowed to reach zero to prevent the possibility
of discontinuous conduction under unexpected disturbances. On
the other hand, high I, which is above the maximum allowable
limit, may lead to loss of superconducting properties. Based on
the hardware operational constraints, the lower and upper coil cur-
rent limits are considered and assigned as 0.30l,0 and 1.38l;,
respectively. Here, [, can be calculated from the PEI block which
has a relation as

Ism = lszmo T (4)

LS’" I sm base

Eout = /Psmdt * Ssm‘base (5)
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AP

tie —|—>

I p Controller

|
AQ,+>K , (5)

Q Controller *

Fig. 2. SMES with active and reactive (P-Q) controllers.

Subsequently, the energy stored in a SMES unit and the initial en-
ergy stored can be determined by

Es-m = EsmO = Eout (6)

Egmo = 0'SI'Smlszmo i ’szm.base (7)

Besides, Ky(s) can be represented by
Ky (s) = Kvsm(Vio — Vis) (8)

The desired active and reactive power outputs of SMES can be ex-
pressed as

Py = VilgnAP 9)
Q4 = VislimAQ (10)

In Fig. 2, Py, and Qs are the output of the SMES controlled con-
verter (CONV). The converter transfer function can be represented
tly the first-order time-lag compensator as

CONV =1/(1 + T.s) (1)

3. Proposed robust control design

To improve the robustness of active and reactive power control-
lers against system uncertainties, the inverse additive perturbation
[16] is applied to formulate the optimization problem of controller
parameters.

The feedback control system with inverse additive perturbation
is depicted in Fig. 3. G is the nominal plant. K is the designed con-
troller. System uncertainties such as various generating and load-
ing conditions, variation of system parameters and nonlinearities,
etc.,, are represented by 4, which is the unstructured additive

AN

A
Additive Uncertainty

?

Output
Nominal Plant

7

Controller

Fig. 3. Feedback system with inverse additive perturbation.

uncertainty model. Based on the small gain theorem, for a stable
additive uncertainty 4,4, the system is stable if

|AAG/(1 = GK)| < 1 (12)
Then,
|Aa] < 1/|G/(1 - GK) (13)

The right hand side of (13) implies the size of system uncertainties
or the robust stability margin against system uncertainties. By min-
imizing |G/(1 — GK)|, the robust stability margin of the closed-loop
system is maximum. This concept can be applied as the optimiza-
tion problem as

Minimize J=G/(1 - GK)|,
Subject 0 { > lpec, O > Ogpec, Kimin <Ki<Kimax ~ (14)
Tij,min < Ti' g Tij,mam i= ]127 j: 112

{spec and G gpec are desired damping ratio and desired real part of the
eigenvalue corresponding to the dominant inter-area oscillation
mode, respectively. The objective of the optimization is not only
to improve the robustness of the SMES but also to move the domi-
nant inter-area oscillation modes to the D-stability region as shown
in Fig. 4. This optimization problem is solved by PSO [17].

;vpec

A Imaginary
axis

Real axis

X : Dominant modes
before control

X : Dominant modes
after control

Fig. 4. D-stability region.
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Table 1
SMES parameters.

Capacity: 800 MJ, 40 kA, 1000 MVA

K,: 40.0 Ismo: 0.675 p.u.

Tp: 0.40 Lim: 100H

Ksml 1.00 Sm: 1000 MVA
Kysm: 1.00 Vibase: 25 kV

T 0.01 Vio: 0.95 p.u.

4. Simulation studies

The parameters of SMES model in Fig. 2 are given in Table 1. For
control parameters optimization of SMES by PSO, the design spec-
ification and ranges of search parameters are set as follows:
Uspec =0.04, 0pec=—-0.2, Ki € [1 10], T; €[0.0001 1], number
of particles =24, maximum iterations=100, acceleration fac-
tors =2, and the inertia weights W =0.9 and @y, = 0.4. First,
the linearized power system is formulated based on the normal
operating condition (Case 2) in Table 2. By optimizing control
parameters in the linearized system using PSO, the active and reac-
tive power controllers of the robust SMES which is referred to as
“RSMES”, are obtained as

RSMES1:

Kpi(s) = 5.788%8:?2*‘2121% (15)

Koi(s) = 4.492%213 (16)
RSMES2:

Kpa(s) = 3.4528;?‘%%:; (17)

Koa(s) = 7.229%}3 (18)

Table 2
Case studies (MVA base = 1000 MVA).

The robustness of RSMES is compared with the SMES designed
without considering the robustness which is referred as “CSMES”.
CSMES is designed to yield the damping ratio and the real part of
the dominant inter-area mode same as the design specification of
RSMES. Based on [21], the optimization problem of CSMES is for-
mulated as

Minimize | = Z |Copec — L] + Z |Ospec — 0

{<spec 02> Ospec
SUbjeCt to Ki,min <Kig Ki,max
i=12 j=1,2

(19)
lei,min < Tij < Tij,maxy

Note that the objective of the optimization (19) is to move the
dominant inter-area oscillation modes to the D-stability region as
shown in Fig. 4. Solving (19) by PSO, the active and reactive power
controllers of CSMES are obtained as

CSMES1:

Kpi(s) = 5.724 (g:fgg“m (20)

Koi(s) = 5.724%333?%}; (21)
CSMES2:

Kpa(s) = 4.823 Eg:ggg_m (22)

Koa(s) = 735800 =22 1) (23)

(0.4901s + 1)

Table 3 shows the eigenvalues and damping ratios of two dom-
inant inter-area oscillation modes for three case studies. Without
SMES, the damping ratios of two oscillation modes are very poor
in cases 1 and 2 and become unstable in case 3 with heavy tie-line
flow. On the other hand, the damping ratio and the real part of two
oscillation modes are achieved by both CSMES and RSMES in all
cases.

Generation 1. IL (P = 1.5) (pu.) 2. NOC (Pyie = 2.3) (p.u.) 3. HL (P = 3.0) (p.u.)

Gl Pc=8,L1=15,111=5+05i Pc=12,11 =22, 111=7 +0.7i Pc=16,11=30,L11=10+1.0i
G2 Pe:54,12=10,112=42+04i Pc=81,12=15,112=63+0.6i Pc=108,12=2.0L12 =84 +0.8i
G3 Pc=27,13=06,[13=2.1+02i Pc=4.05,13=09,L13=32+03i Po=54,13=12113 =42 +04i
G4 Pc=16,14=30, L14=13+13i Pc=24,14=45,114=185+18i Po=32,14=6L14=26+26i

G5 Pe=27,15=06,[15=2.1+02i Pg=4.05,15=09, [15=32+0.3i Po=54,15=12,[15=42+04i
G6 Pe=1155,16=3.0,116=102 +1.0i Pg=164,16=45,116=153+1.5i Pc=232,16=6.0, L16 =20.6 + 2.0i

NOC: normal operating condition, LL: light load, HL: heavy load, P¢: generation (p.u.), Li: load at bus i (p.u.), base: 1000 MVA.

Table 3

Eigenvalues of dominant inter-area oscillation modes.

Case No SMES CSMES RSMES

Case 1 (LL) -0.155 + 3.90i -0.402 +6.31i -0.381 +6.30i
{=0.0396 {=0.0635 {=0.0602
-0.117 £2.93i -0.255 +3.96 —0.348 +3.89i
{=0.0400 {=0.0644 {=0.0892

Case 2 (NOC) —-0.104 £3.679i —-0.321 £ 6.65i -0.279 £6.63i
{=0.028 {=0.0481 {=0.042
—~0.074 £2.713i -0.218 £ 3.85i -0.369 +3.78i
{=0.027 {=0.0567 {=0.097

Case 3 (HL) —0.0361 +3.413i —-0.290 + 6.81i —-0.233 +6.76i
(=0.011 {=0.0425 {=0.0345
0.1001 + 2.387i —-0.235 + 3.76i —-0.456 +3.81i
{=-0.040 (=0.0624 {=0.119
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Fig. 5. Wind power generations.

Next, nonlinear simulations of three case studies in Table 2 are
carried out under three patterns of wind power generations [PW1],
[PW2] and [PW3] as depicted in Fig. 5. Each pattern of wind power
is injected to bus 11. To show the frequency components of wind
patterns, Fast Fourier Transform (FFT) is applied. As a result, the
frequency components of each wind pattern can be shown in
Fig. 6. It can be observed that the frequency components of all
wind patterns are dominantly in the low frequency range which
is in the same range of inter-area power oscillation (0.2-0.8 Hz).
As a result, the power fluctuation from wind farms may activate
the inter-area oscillation modes with weak damping and cause se-
vere oscillation.

Figs. 7-9 show the comparison of the maximum tie-line power
deviation (Pg) in case of PW1, PW2 and PW3, respectively. With-

~out SMES, the maximum power deviation is very large especially
in case 3. In contrast, the maximum power deviation is effectively
suppressed by either CSMES or RSMES. However, CSMES is quite
sensitive to operating conditions in cases 2 and 3. The maximum
power deviation highly increases in cases 2 and 3. On the other
hand, RSMES is very robust to any operating condition and wind
pattern. The maximum power deviation rarely changes. Fig. 10
shows tie-line power deviation of case 3 with wind PW1. Without
SMES, since one dominant mode is unstable as shown in Table 3,
the tie-line power gradually increases and eventually diverges
(not shown here). On the contrary, the power fluctuation is signif-
icantly alleviated by SMES. Nevertheless, RSMES provides more
damping effects than CSMES. These results signify that the robust
stabilizing effect of RSMES against wind power fluctuations is
much superior to that of CSMES.

Next, the frequency components of tie-line power deviations
are analyzed by FFT in case of wind power PW?2. Fig. 11 shows
the comparison FFT results of tie-line power deviation in case 3
with wind power PW2. In the left figure, the amplitude of domi-
nant frequency in case of No SMES is much higher than those of
CSMES and RSMES. This implies that the amplitude of tie-line
power deviation is very high and severe. The right figure shows
the enlarged amplitude of dominant frequency. Clearly, the RMES
is able to reduce the amplitude significantly in comparison to the
CSMES.

To evaluate the robustness of SMES, the peak amplitude of FFT
result of tie-line power deviation under three operating conditions
is considered. Figs. 12-14 show the comparison of the peak ampli-
tude of FFT result of tie-line power deviation in cases PW1, PW2
and PW3, respectively. Without SMES, the peak frequency charac-
teristic is very large especially in case 3. In contrast, the peak fre-
quency characteristic is effectively suppressed by either CSMES

0.6
Frequency / Hz

Amplitude

Amplitude

Frequency / Hz

Fig. 6. Frequency component of wind patterns: (a) PW1; (b) PW2 and (c) PW3.
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Fig. 7. Maximum tie-line power deviation in case of wind power PW1.

or RSMES. However, CSMES is quite sensitive to operating condi-
tions in cases 2 and 3. The peak frequency characteristic highly in-
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Fig. 16. SMES2 coil current in case 3 with wind power PW2.

The coil currents of SMES1 and SMES2 in case 3 with wind
power PW2 are shown in Figs. 15 and 16, respectively. Both coil
currents of CSMES and RSMES can properly remain within the
allowable limits. For SMES1, the current fluctuation of RSMES is al-
most the same as that of CSMES. However, in case of SMES2, the
current fluctuation of RSMES is much lower than that in case of
CSMES. This indicates that RSMES can appropriately supply and re-
ceive electrical energy with power system. Accordingly, the stabi-
lizing effect of tie-line power flow by RSMES is superior to that of
CSMES.

To evaluate the robustness of both CSMES and RSMES, the
eigenvalue analysis is carried out when Py, is varied from 1.5 p.u.
to 4.0 p.u. as shown in Table 4. Not only the design operating con-
dition, CSMES is able to stabilize the dominant modes at a wide
range of operating conditions. Nevertheless, at the very high power
flow condition Py, > 3.84 p.u., CSMES which is designed without
considering robustness, loses stabilizing effect. It can not stabilize
the oscillation mode anymore. One dominant mode becomes
unstable. On the other hand, RSMES is very robust to this condi-
tion. It can robustly stabilize both dominant modes.

Finally, to investigate the eigenvalue result, nonlinear simula-
tion with wind power PW1 when P, = 3.84 p.u. is performed and
shown in Fig. 17. Clearly, simulation result is consistent with

Tie Line power deviation (pu)

creases in cases 2 and 3. On the other hand, RSMES is very robust to
any operating condition and wind pattern. The peak frequency
characteristic rarely changes.

Table 4

Change in inter-area oscillation modes again variation of P,

Time (sec)

Fig. 17. Tie-line power deviation with wind power PW1 when P, = 3.84 p.u.

Prie No SMES CSMES RSMES

1.50 -0.1170 £ j2.9301i -0.155 +3.9021i -0.2550 + 3.9621i -0.4022 + 6.3104i —-0.3482 + 3.8932i -0.3812 +6.3232i
1.63 —-0.1292 +2.7302i -0.1437 + 3.8008i —-0.3667 + 3.0178i -0.3345 + 5.6906i -0.3978 + 3,3468i —-0.3556 + 6.4322i
1.76 -0.1274 +2.7301i -0.1443 + 3.8116i ~0.3699 + 3.0189i -0.3310 + 5.7345i -0.3947 + 3.3435i -0.3419 +6.4719i
1.89 -0.1257 +2.7296i —0.1487 + 3.8349i ~0.3715 + 3.0109i -0.3271 + 5.7739i —-0.3894 + 3.3324i —-0.3277 + 6.5049i
2.02 —0.1202 +2.7125i —-0.1479 + 3.8327i —-0.3711 + 2.9941i -0.3228 + 5.8085i —-0.3836 + 3.3155i -0.3142 + 6.5302i
215 -0.1110+2.6911i ~0.1465 + 3.8273i —0.3686 + 2.9678i —-0.3180 + 5.8384i -0.3769 +3.2922i —-0.3017 + 6.5482i
228 —0.0996 + 2.6605i -0.1450 + 3.8166i1 —-0.3636 +2.9315i -03127 + 5.8631i ~0.3688 + 3.2621i -0.2902 + 6.5592i
241 —0.0849 +2.6213i —0.1425 + 3.7984i —0.3555 + 2.8847i —0.3069 + 5.8827i —-0.3587 + 3.2249i —-0.2795 + 6.5638i
254 —0.0673 +2.5753i —0.1396 + 3.7754i —0.3435 + 2.8268i -0.3005 + 5.8969i -0.3460 + 3.1803i —-0.2696 + 6.5619i
267 —0.0465 +2.5223i -0.1359 + 3.7468i -0.3263 + 2.7574i -0.2934 + 5.9055i -0.3303 +3.1280i -0.2598 + 6.5535i
2.80 —-0.0227 +2.4627i -0.1312 + 3.7126i —-0.3029 + 2.6763i ~0.2856 + 5.9080i —-0.3109 + 3.0678i —0.2493 + 6.5389i
293 0.0288 + 2.3549i —-0.1281 + 3.6830i —-0.2719 +2.5835i —-0.2770 + 5.9041i -0.2873 + 2.9992i ~0.2402 + 6.5176i
3.06 0.0621 +2.2823i —-0.1206 + 3.6542i -0.2410 + 2.4801i -0.2676 + 5.8939i —-0.2681 + 2.9503i —0.2296 + 6.491 5i
3.19 0.0832 +2.1998i -0.1107 + 3.5856i —0.2155 +2,4025i -0.2571 +5.8712i —0.2492 + 2.9032i —-0.2197 + 6.4562i
3:32 0.0990 + 2.1541i -0.0978 + 3.5151i —0.1649 + 2.2769i ~0.2458 + 5.8444i —0.2254 + 2.8358i -0.2132+6.4341i
345 0.1358 + 2.0541i -0.0829 + 3.4426i -0.1217 +2.1727i —-0.2389 + 5.8190i -0.2010+2.7712i -0.2056 + 6.4156i
3.58 0.1693 + 1.9474i -0.0663 + 3.3773i —0.0708 + 2.0895i -0.2302 + 5.7772i —-0.1732 + 2.6992i —-0.1981 + 6.3801i
N 0.2050 + 1.8235i —0.0449 + 3.2979i —-0.01018 + 2.002i —0.2203 + 5.7405i -0.1522 + 2.6512i —0.1908 + 6.356 11
3.84 0.2394 + 1.6787i -0.0183 +3.2111i 0.0452 +1.9017i -0.2100 + 5.6915i -0.1252 + 2.5902i —-0.1862 + 6.3373i
4.00 0.2725 +1.5020i 0.0143 + 3.1161i 0.1164 + 1.7868i -0.1976 + 5.6444i -0.1021 + 2.5504i —-0.1805 + 6.3283i
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eigenvalue result. CSMES is not capable of damping the tie-line
oscillation while RSMES can significantly alleviate the oscillation.
These results confirm that the RSMES designed with considering
system uncertainties is much superior to the CSMES in terms of
robustness.

5. Conclusions

This paper presents a robust SMES controller design based on
inverse additive perturbation in interconnected power systems
with wind farms. To improve the robustness of the SMES controller
against system uncertainties, the unstructured system uncertain-
ties represented by inverse additive perturbation have been in-
cluded in the system modeling. The configuration of active and
reactive power controllers is the practical first-order lead/lag com-
pensator with single input. Control parameters of power control-
lers are optimized based on the enhancement of the robust
stability margin. Simulation results in the six-area interconnected
power system with wind farms confirm that the robustness of
the proposed SMES under various situations such as heavy line
flow, light line flow and wind power fluctuations is much superior
to that of the SMES designed without considering robustness.
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It is well known that the power output of microturbine can be controlled to compensate for
load change and alleviate the system frequency fluctuations. Nevertheless, the
microturbine may not adequately compensate rapid load change due to its slow dynamic
response. Moreover, when the intermittent power generations from wind power and
photovoltaic are integrated into the system, they may cause severe frequency fluctuation.
In order to study the fast dynamic response, this paper applies electrolyzer system to
absorb these power fluctuations and enhance the frequency control effect of microturbine
in the microgrid system. The robust coordinated controller of electrolyzer and
microturbine for frequency stabilization is designed based on a fixed-structure H., loop
shaping control. Simulation results exhibit the robustness and stabilizing effects of the
proposed coordinated electrolyzer and microturbine controllers against system parameters
variation and various operating conditions.
Crown Copyright © 2009 Published by Elsevier Ltd on behalf of International Association for
Hydrogen Energy. All rights reserved.

1. Introduction

States [6], the Aichi, Kyotango and Hachinohe MG projects in
Japan [7], the MG project in Senegal [8], The Kythnos Island MG

According to the World Bank, more than 2 billion people
around the world currently live in remote areas that are not
yet connected to utility lines due to the limitations of invest-
ment costs, right of way difficulties and environment impacts
[1]. To tackle this problem, the MG system [2,3] has been
widely paid attentions. The MG is a cluster of the DG units, DS
units and loads [4]. The MG system can be independently
performed in an islanding mode and interconnected to the
main utility grid [5]. Nowadays, there are many MG projects
around the world such as the Consortium for Electric Reli-
ability Technology Solutions (CERTS) project in the United

* Com;)onding author. Tel./fax: +66 2326 4550.
E-mail address: sitthidetv@hotmail.com (S. Vachirasricirikul).

in Greece [9], the Labein MG in Spain [10], etc. The studied MG
system consists of 100 kW WP, 25 kW PV, 100 kW MT, 5 kW FC,
70 kW ES of HOGEN® [11,12], CMS, load and TR connected to
the UG. The capacity of MG system which is the possible
maximum power generations from all sources in the MG, is
equal to 230kW. Note that ES is treated as the load with
maximum absorbed power 70 kW. Here, the initial power
generation in the MG is set to 100 kW which consists of 15 kW
WP, 10kW PV, 70 kW MT and 5 kW FC. This power generation
balances with total loads 100 kW (50 kW ES and-50 kW load).
As the primary power source, WP and PV are designed for

0360-3199/$ - see front matter Crown Copyright © 2009 Published by Elsevier Ltd on behalf of International Association for Hydrogen Energy. All rights reserved.

doi:10.1016/j.ijhydene.2009.06.050
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Nomenclature

MG microgrid

DG distributed generation
DS - distributed storage
UG utility grid

CMS control and monitoring system
WP wind power

PV photovoltaic

MT microturbine

EC fuel cell

ES electrolyzer system
H,T hydrogen tank

TR transformer

Pyp wind power output
Ppy PV power output
Pyur MT power output
Prc FC power output
Pgs load power of ES
Piie tie line power

Xe tie line reactance

fo system frequency

AP real power unbalance

Af change of frequency

APyt change of MT power output
APgc change of FC power output
APgs change of ES load

APy change of tie line power

Kemris  proposed MT controller in islanding operation

Kpesis  proposed ES controller in islanding operation

Kpmrug  proposed MT controller in interconnected UG
operation

Kpesug  proposed ES controller in interconnected UG
operation

Kwmr droop property of MT output
Krc gain of FC
Ks gain of ES

Trc time constant of FC
Tes time constant of ES
M inertia constant

D damping coefficient
Base base capacity

providing the power to load based on the different power
demanding levels. In addition, the ES is designed to stabilize
the system frequency and tie line power fluctuations. The
power supply and demand balance control of the MG system
are carried out by CMS. However, due to the lack of power
supply from renewable sources, an MT is applied to supply the
base load. Normally, the solar and wind energy are intermit-
tent [13]. Consequently, the power production from WP and
PV is variable. The real power unbalance in generation and
load [14] causes severe frequency fluctuation in the MG
system and tie line power fluctuation when the MG system is
connected to the UG. To alleviate the frequency fluctuation,
the MT is used to supply power for load change. Nevertheless,
the MT cannot adequately compensate sudden load change

and improve the severe frequency fluctuation instanta-
neously. This is because the MT has slow dynamic response “
due to the mechanical dynamic characteristics of governor
and turbine [15-18]. Generally, the time constants of governor
and turbine are in range of 0.2-0.5 s and 2.0-5.0 s, respectively
[17,18]. To enhance the MT control effect, the ES control
objective of HOGEN® is not only to build hydrogen for FC, but
also to absorb rapid fluctuating power. The ES power
consumption of HOGEN® can be controlled in the level of
millisecond by tuning the pressure in the customer piping
system. The electricity of ES is sdpplied by WP and PV. To
solve the fluctuation problems of frequency and tie line power
in the MG, the power outputs of MT and ES can be controlled
by the CMS [15,16]. However, the controller parameters of MT

AP
ey
' >/'WT
_ st o R
vy~ 4 )\% i ©
CMS wP PV MT

AP,

Fig. 1 - A microgrid system.
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WP Qutput

PV Output

Load Output

AP Output
ES
Output
FC
AP, Output|
MT

CMS UG

APF(‘

MT|

Fig. 2 - Microgrid system diagram.

and ES in Refs. [15,16] are separately designed for the islanding
and interconnected UG modes. Hence, it cannot guarantee the
well-coordinated control effects of MT and ES. Besides, these
research works do not consider system uncertainties such as

the system parameters variation, various generations and
loadings, etc., in the control design. The robustness of the MT
and ES controllers against the system uncertainties cannot be
guaranteed.

To improve the robustness and coordinated control effect,
an H,, control is one of the sophisticated design techniques
[19,20]. Nevertheless, generally the designed H., controller has
a high order and is not easy to implement in real systems.
Thus, the practical controller structures such as lead-lag
compensator, proportional integral (PI), etc., are preferred
because of their simple structure and low-order. However, the
tuning of control parameters is very difficult to achieve the
high robust controller against system uncertainties.

This paper proposes a new robust design of coordinated
MT and ES controllers in CMS for stabilizing MG by using the
particle swarm optimization (PSO) [21,22] based fixed-struc-
ture H, loop shaping control. With fast dynamic control
response, the ES is applied to enhance the frequency stabi-
lizing effect of MT. The structure of MT and ES controllers is
a PI. Based on the improvement of robust stability margin, the
PI controller parameters of MT and ES in both the islanding
and interconnected UG operations are simultaneously opti-
mized. In the H., loop shaping control, the performance and
robust stability conditions are formulated as the objective
function in the optimization problem. The normalized
coprime factor [23,24] is used to form system uncertainties.
Simulation results display the superior robustness and stabi-
lizing effects of the proposed coordinated MT and ES
controllers in comparison with the MT and ES controllers [15].

Robust controllers
iy mede
AP,
Kp vz Ki ymis il
s Switch
Kewms
AP,
Kp psis + K gsis y W
s Switch
.
Kgs APy
: 5 e
— Tess+l
Ms+D = ES F
Kec AP
AP,
e D
Foue il
-1/Ky -
Af =" wr
Delay l‘ T e S | '
Kp srng + Ky arng _*__/
s Switch
Kpsroy
Kp esug + Kp psuy AP.
s lSwitch o
Kpesug

Robust controllers
in utility grid mode

uG

Fig. 3 - Linearized block diagram of CMS.
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Objective function

30 40 50 60 70 80 90
Iterations

Fig. 4 - Objective function versus iteration.

This paper is organized as follows. First, problem formu-
lation is described in Section 2. Next, Section 3 shows system
modeling. Subsequently, Section 4 shows simulation results.
Finally, Conclusion is given.

Q
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2. Problem formulation

As depicted in Fig. 1, the MG system consists of the WP, PV,
MT, ES, H,T, FC, CMS, load, TR and UG. The MT is used to
supply power to the MG system when the WP and PV
cannot sufficiently provide. The ES is utilized to produce
hydrogen (H,) as a fuel for FC by consuming some power
outputs from WP and PV. The generated H, is stored in the
H,T. Naturally, the power generations from WP and PV are
very unstable and intermittent. Thus, the real power
unbalance causes the frequency fluctuation. Moreover, the
frequency fluctuation under the interconnected UG causes
the tie line power fluctuation. To solve this problem,
the proposed coordinated MT and ES controllers in CMS are
applied to stabilize the MG system. Here, the performance
of ES is augmented to enhance the frequency stabilization
effect of MT. It is supposed that the amount of hydrogen
generated by ES in the hydrogen tank has more than 50% of
the hydrogen tank capacity [25,26] for operating the FC
throughout the test time period. Accordingly, the calcula-
tion details of hydrogen production or consumption are not
provided in this work.

p 104 v -
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PV output (kW)
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8.6
8.4

300 400 500

Time (sec)
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Q.

Random load deviation (kW)

300 400 500 600

Time (sec)

200
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Fig. 5 - (a) WP output. (b) PV output. (c) FC output. (d) Random load deviation (normal case).
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Fig. 6 - (a) Power outputs with the MT and ES controls
under normal case (conventional method). (b) Power
outputs with the MT and ES controls under normal case
(proposed method).

3. System modeling

The MG system diagram is depicted in Fig. 2. The proposed
coordinated MT and ES controllers in CMS are utilized to
minimize the feedback input signal of the real power unbal-
ance (AP) in the MG system. The linearized block diagram of
CMS is shown in Fig. 3. The delay times of the islanding and
interconnected UG operations in Fig. 3 are for every 5 and 4 s,
respectively. Note that the structures of ES and FC are high-
order models and have the nonlinear characteristics. Never-
theless, the frequency control problem in electric power
systems due to small disturbances can be generally studied in
a linearized system [17,18]. Hence, the transfer functions of ES
and FC are approximately represented by the first-order
transfer function [25,27]. Besides, the descriptions of WP and
PV models are explained in Appendix B.

Here, it is considered that the FC power output (Pgc) is set to
a constant value of 5kW throughout the test time period.
Accordingly, the FC power is not used for real-time control of
the power unbalance in the MG system. System parameters

[ PMT —— PMT & PES)|
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Fig. 7 - (a) Frequency deviation under islanding operation
with the controls of PMT and PMT & PES. (b) Frequency
deviation under islanding operation with the controls of
CMT & CES and PMT & PES.

are given in Refs. [15,16]. The linearized state equation can be
expressed as

AX = AAX + BAu (1)
AY = CAX + DAu @
APyris = Kpwmis(S)AP (3)
APgsis = Kpgsis (S)AP (@)
APyrug = Kemrug(S)APrie (5)
APgsyg = Kpesug(S)APge (6)
Kemris(S) = Kp_wmris + Kiwris /S i %)
Kpesis (s) = Kp_gsis + Ki_gsis /S (8)
Kemrug(s) = Kp_mrug + Kimrug /5 (9)
Kpesug(S) = Kp_esug + Kiesug/s (10)
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Fig. 8 - (a) Tie line power deviation under interconnected
UG operation with the controls of PMT and PMT & PES. (b)
Tie line power deviation under interconnected UG
operation with the controls of CMT & CES and PMT & PES.

where the state vector AX = [APgs APye Af]". APgs, APy and Af
are small changes of ES load, tie line power and frequency,
respectively. The output vector AY = [AP APg]", the control
output signal Au = [APyris APgsis APyug APpsyg]”- APymis and
APgsis are small changes in the islanding operation of MT
output and ES load, respectively. APyryg and APggyg are small
changes in the interconnected UG operation of MT output and
ES load, respectively. Kpuris(S), Kpesis(s) and Kemtug(s), Kpesug(s)
are the proposed MT and ES controllers in the islanding and
interconnected UG operations, respectively. Note that all four
controllers are performed in the interconnected UG mode
while Kpyrris(5) and Kpesis(s) are operated in the islanding mode.
The system (1) is a multi-input multi-output (MIMO) system
and referred to the nominal plant G.

The proposed robust controllers are implemented in the
CMS which consists of the robust controllers in islanding
mode (Kpmris and Kpesis) and the robust controllers in utility
grid mode (Kpmrug and Kpesug) as shown in Fig. 3. In this paper,
the MATAB program is applied to develop the off-line
parameters tuning of the proposed robust controllers based
on the fixed-structure H., loop shaping control. It should be
noted that the MATLAB program can be developed to on line

[OcMT & CES WPMT & PES

IAE
f
Fr
&

0+ T T
30%  -20%  -10% 0% 10% 20% 30%

[OcMT & CES WPMT & PES

b 2
1.8
1.6 1
1.4 1
4.2+

144
0.8 1+
0.6 T
0.4 + Lo
0.2 1+

0= T T
-30%  -20% -10% 0% 10% 20% 30%

IAE

Fig. 9 - (a) IAE of Af under islanding operation. (b) IAE of
APy, under interconnected UG operation.

parameters tuning of the controllers. Based on the system
generating and loading conditions, the control parameters can
be adjusted and implemented in real time [28].

The design description of the relevant control theory such
as H., loop shaping control, PSO is given in Appendix A.

4, Simulation results

In this section, robust control design and simulation studied
are carried out. The lower and upper bounds of search
parameters and PSO parameters are set as follows: Kw1, Kws,
Kw3,Kw4€[0.0001 1000], 01,02,03,046[0.0001 100], b1,b2,b3,
bse[0.0001 100], ymine[1 4], Kpmmis€[0.0001 1], K yrise
[0.0001 1], Kpgsis€[0.0001 1], K £sise[0.0001 1], Kpnruge

Table 1 - Changed system parameters under islanding
operation.

System —30% —-20% -10% 0% 10% 20% 30%
parameters

Kgs 70 80 9 100 110 120 130
Tes 42 48 54 60 66 72 78
Kmr j 0.028 0.032 0.036 0.040 0.044 0.048 0.052
M 7 8 9 0 11 12 13
D 07 08 09 10 11 12 13
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Table 2 - Changed system parameters under interconnected UG operation.

System parameters -30% -20% -10% 0% 10% 20% 30%
Kes 70 80 100 110 120 130
Tes 42 48 60 66 72 78
Kur 0.028 0.032 0.036 0.040 0.044 0.048 0.052
M 7 8 10 11 12 13

D 0.7 .08 0.9 1.0 11 1.2 13
Xtie 0.0504 0.0576 0.0648 0.0720 0.0792 0.0864 0.0936

[0.0001 0.5], Kiwmruge[0.0001 0.5], Kp rsuge[0.0001 0.5], Consequently, the proposed MT and ES controllers (PMT &

KiEsuge[0.0001 0.5], PSO sizes=50, maximum iterations
=100, c1=2, ¢2=2, Wnin=04 and wWpma.,=0.9. Thus, the
weighting functions are suitably selected as

s +48.9961 il L
Wirmis = 9109754 ——coaary Wisis = 8067562 ——ooer
(12)
s +41.9219 s + 44.9197
Wirrug = 889.9907 —5ooes Wesug = 886.9561 o=
(12)

Based on these weighting functions, the shaped plant G can
be established. This results in yp;, =2.5849. The convergence
curve of the objective function is illustrated in Fig. 4.
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PES) in the islanding and interconnected UG operations of
CMS are obtained as

Kpuris () = 0.4300 + 0.6607/s (13)
Kpesis (5) = 0.4397 + 0.8951/s (14)
Kemrug(s) = 0.1493 + 0.3994/s (15)
Kresug(S) = 0.1500 + 0.3999//s (16)

In simulation study, the robustness and stabilizing effects of
PMT & PES are compared with those of CMT & CES in CMS [15).
Itis assumed that the WP, PV and FC outputs and the random
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Fig. 10 - (a) WP output. (b) PV output. (c) FC output. (d) Random load deviation (changed system parameters case).
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Fig. 11 - (a) Power outputs with the MT and ES controls
(conventional method). (b) Power outputs with the MT and
ES controls (proposed method). (c) Tie line power deviation
with changed system parameters.

load deviation in Fig. 5 are applied to the MG system under the
islanding and interconnected UG operations. From Fig. 5, the
load demand is much higher than the PV and WP power
production. Therefore, MTs in both conventional and
proposed methods supply the insufficient power to the system

while ESs of both methods absorb power from the system as
shown in Fig. 6(a) and (b).

In the islanding operation, the frequency deviation under
only PMT and PMT & PES controls is demonstrated in Fig. 7(a).
The frequency fluctuation is significantly damped by PMT &
PES in comparison with only PMT. This shows that the addi-
tion of ES highly improves the stabilizing effect of MT. The
frequency fluctuation with the coordinated controls of PMT &
PES and CMT & CES in the islanding operation is shown in
Fig. 7(b). The frequency fluctuation under the control of PMT &
PES is lower than that of CMT & CES.

For the interconnected UG operation, the tie line power
fluctuation under only PMT and PMT & PES controls is shown in
Fig. 8(a). The stabilizing effect of PMT & PES on a tie line power
deviation is higher than that of only PMT. With the coordinated
controls of PMT & PES and CMT & CES, the tie line power fluc-
tuation is illustrated in Fig. 8(b). The power stabilizing effect of
CMT & CES is lower than that of PMT & PES. This indicates the
higher coordinated control effect of PMT & PES.

In order to investigate the robustness of PMT & PES against
the variation of system parameters in the islanding and
interconnected UG operations, the integral absolute error (IAE)
of frequency deviation (Af) and tie line power deviation (APy.)
under the WP, PV and FC outputs and the random load devi-
ation in Fig. 5 are determined as

700
IAE of Af = / |afldt (17)
0",

700
IAE of APy, - / |APg|dt (18)
0

Fig. 9(a) demonstrates the IAE values of Af under the islanding
operation while system parameters Kgs, Tgs, Ky, M and D are
changed from —-30% to +30% of the normal values. In Fig. 9(b),
the IAE values of APy under interconnected UG operation are
calculated while system parameters Kgs, Tes, Ky, M, D and Xge
are changed from -30% to +30% of the normal values. The
changed parameters under islanding and interconnected UG
operations are shown in Tables 1 and 2, respectively.

From Fig. 9(a), the IAE values of CMT & CES highly increase
while system parameters decrease. In contrast, the changes of
IAE values in-the case of PMT & PES are lower than those of
CMT & CES. Also, the IAE values of CMT & CES in Fig. 9(b)
largely increase when system parameters decrease. On the
other hand, the PMT & PES gives a lower change in IAE than
CMT & CES. These show that PMT & PES is greatly robust to
system parameters variation.

Next, it is supposed that the system is operated in an inter-
connected UG mode under the WP, PV and FC outputs and the
random load deviation as shown in Fig. 10. At t = 400 s, the MT
controller (Kpmmis) in the islanding operation is accidentally
disconnected while three controllers (Kpgs;s, Kpmrug and Kpesug)
are still operating for t>400s in order to investigate the
robustness of the remaining controllers under the outage of one
controller. During the simulation, it is assumed that Kgg, Tgs,
K, Mand Xy, are decreased by 30% from the normal values, Dis
changed from 1to —0.399. This implies that the values of the gain
of ES, time constant of ES, droop property of MT, inertia constant
and tie line reactance are supposedly decreased by 30% from
their normal values. Also, Dis reduced from positive damping to
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negative damping. The negative damping can occur when the
MG system is operating at the unstable point. Simulation results
of the power outputs with the MT and ES controls and the tie line
power fluctuation are shown in Fig, 11.

Fig. 11(a) and (b) shows power supplied by MTs and power
absorbed by ESs in both conventional and proposed methods,
respectively. Clearly, the power outputs of PMT & PES can be
controlled effectively. On the contrary, the CMT & CES cannot
manage the power unbalance in the MG system. Fig. 11(c)
explains that the CMT & CES completely fails to stabilize the tie
line power oscillation. The MG system becomes unstable. In
contrast, the PMT & PES is robust against system parameters
variation and controller outage situation. The PMT & PES
successfully alleviates the power fluctuation. This result
confirms the superior robustness and coordinated control
effects of PMT & PES over the CMT & CES.

5. Conclusions

In this paper, the application of ES to enhance the robust
frequency stabilization effects of MT has been presented. The
robust coordinated controller design of ES and MT for
frequency stabilization is based on a PSO-based fixed-structure
H., loop shaping control. With the PI structure, the proposed
robust controller can be easily implemented in real systems.
Simulation results confirm that the ES significantly improves
the frequencystabilizing effect of MT. In addition, the proposed
coordinated MT and ES show the superior robustness against
system parameters variation and various operation situations.
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Appendix A

The proposed control design based on PSO-based fixed-
structure H.. loop shaping control is described as follows:

Al Loop shaping

A pre-compensator (W) and a post-compensator (W) in
Fig. Al are employed to form the shaped plant G, = W,GW,,

Gs=W,GW,
ipenste e ot T — = .
| | [ |
| [ Wi H G B W, ki '
| \ } | } |
! K. |
' K=WiK_W, :

Fig. A1 - Shaped plant G, and robust controller K.

which is enclosed by a solid line. The designed robust
controller K = WK . W, is enclosed by a dotted line where K.,
is the H.. controller.

A2 Weighting function selection

In this section, the weighting functions (W, and W,) are
chosen such that the open loop of the shaped plant has the
following conflict properties [23,24]:

- To achieve a good performance tracking and good
disturbance rejection, large open-loop gain (normally at
low frequency range) is required. .

- To achieve a good robust stability and sensor noise
rejection, small open-loop gain (normally at high
frequency range) is required.

In Fig. Al, the shaped plant is established by weighting
functions. Because the nominal plant G is an MIMO system,
the weighting functions are selected as

Wuris 0 0 0
Ml 0 | Wig N0 D ~
B=Rot oW o k-
0 B0 0 e
i S+a; o S+ a;
Wwris = Kw1S B Wesis = szs 5,
S+a S+a
Witug = Kw3S 7 bz’ Wesyg = KWAS 3 b: (A1)

where Wyris, Wesis and Wwurug, Wesug are the weighting
functions of MT output and ES load in the islanding and
interconnected UG modes, respectively. Kws, a4, by, Kwy, @z, by,
K3, as, bs, Kws, a4 and b, are positive values, because the peak
resonance of the open-loop system occurs in the low
frequency range. Therefore, W; is set as a high-pass filter
(a1 <by, ap < by, a3 < bs, ag < by).

A3 H,, robust stabilization problem formulation

In this work, variation of system parameters, generating
and loading conditions etc., are defined as unstructured
system uncertainties. Because these uncertainties cannot be
clearly explained by mathematic equations, the coprime

(_ W Gy
—) AN s AM g Perturbed
[ .| = 1| Plant
| |
! 4+ —34 |
T Ns Mg T
2 e——— | J
Au Ay

Robust controller

Fig. A2 - H., robust stabilization problem.
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factorization is used to represent these unstructured uncer-
tainties. A shaped plant G, is expressed in the form of
normalized left coprime factor Gs=M;'N,, when the per-
turbed plant G, is defined as

Go = {(Ms + AMs) (N, + ANo): (AN, AMAIL <1/} (A2)

where AM; and AN; are stable unknown transfer functions
which represent unstructured uncertainties in the nominal
plant G. The H., robust stabilization problem can be estab-
lished by G, and K as depicted in Fig. A2. The objective of
robust control design is to stabilize not only the nominal plant
G but also the family of perturbed plant G,. In (A2), 1/y is
defined as the robust stability margin. The maximum stability
margin in the face of system uncertainties is given by the
lowest achievable value of y. Therefore, ymi, implies the
largest size of system uncertainties that can exist without
destabilizing the closed-loop system in Fig. A2. The value of
Ymin Can be calculated from

Ymin = V' 1+ Amax(XZ) (A3)

where Amax(XZ ) denotes the maximum eigenvalue of XZ. For
minimal state-space realization (A,B,C,D) of G, the values of X
and Z are unique positive solutions to the generalized control
algebraic Riccati equation

(A—BS'D'C)"X + X (A - BS"'D'C) — XBS~'B"X + CTR1C = 0
(A4)

and the generalized filtering algebraic Riccati equation

(A-BS™'D'C)Z + Z(A - BS'D'C) -ZCTR"1CZ + BS™'B" = 0
(A5)

where R=1+DD"and S =1+ D'D. Note that no iteration on v is
needed to solve for ymin. To ensure the robust stability of the
nominal plant G, the weighting functions are chosen so that
1.0 < Ymin < 4.0 [23,24].

A4 Generate the objective function
In Fig. A1, K., can be determined as follows:

Ko = W;'K(s) (A6)

Because W, =1, the necessary and sufficient condition of the
robust controller K(s) [23,24] is

|[k.]e-exartua] <o (a7)

®

Substitute (A6) in (A7), that is

H[;,?K(s)](I—GSW;lK(s)) G| < (A8)

@

Therefore, the objective function can be defined as

Minimize vy, + H [I

W;:K(s)} (I-GW;'K(s)) [IGy]

(A9)

@

Subject to

Kwi-4min < Kwi4 < Kwigmax, O1-4min < Q14 < 01-4max,

b1-amin < b14 < b1gmax,
a; <by, a;<b,,

Yminmin < Ymin < Ymin.max> as < b,

@y <bs, |Glagy < |Gslapys:

Kp mtismin < Kp_mris < Kp_mmismax, KimTismin < Ki_wis

< Kl_M'ﬁsmax,

Kb £sismin < Kp_gsis < Kp_esismax,  Kigsismin < Kiesis < Ki_esis max,

Kp mrugmin < KpmTug < Kp Mrugmax;  Kimrugmin < Kimrug

< Kl_Ml'ugmaxx
KP_Bug,min < KP_ESug < KP_ESug.max» KI.ESug,min < KI_ESug

S KLESug,max (A].O)

where KWl—é,mim A1-4,min, b1—4,min and KWl—-},max» A1-4,max,
b1_4,max are the minimum and maximum of the positive values
of MT output and ES load in the islanding and interconnected
UG operations; respectively. Yminmin @80d Yminmax are the
minimum and maximum values of ymin, respectively. |G|y
and |Gs|qp, are the open-loop gains of the nominal plant G and
the shaped plant G, at low frequency range, respectively.
KP_MTis,mim Kl_MTis,miny KP_ESis,min, Kl_l—:Sis,min and KP_MTis,maxy
Kl_MTis,maxy KP_ESis,maxr Kl_!»:Sis,max are the minimum and
maximum of PI parameters of Kpmris and Kpgsis, respectively.
KP_M'[‘ug,mim KI_M’I‘ug,minv KP_ESug,min: Kl_ESug,min and KP_MTug.max:
Kl_MTug,max» KP_ESug,maxr Kl_ESug,max are the minimum and
maximum of PI parameters of Kpumrug and Kpesug, respectively.

In (A9), the weighting functions are selected by tuning the ¥ min
value so that the open-loop gains of the shaped plant G, are more
than those of the nominal plant G at the low frequency range and
the roll-off rates are approximately 20 dB/decade [23,24].

A5 PSO algorithm

The PSO algorithm [21,22] is described as follows:

1. Specify the parameters of PSO. Initialize a population of
the particles with random posiiions and velocities
within upper and lower bound values of the problem
space. Set iteration count as iter =1.

2. Evaluate the objective function for each particle using (A9).

3. Compare the fitness value of each particle with its best
position for particle (pbest). The best fitness value
among all the pbests is the best position of all particles in
the group ( gbest).

4. Update the velocity v; and position of particle x; by

Viy1 = W-V; + ¢q-1and, - (pbest — x;) + ¢,-rand, - (gbest — x;)

(A11)
Xis1 = Xi + Vi (A12)
W = Wnax — ((Wmax — Wmin)/it€Tmay)-iter (A13)

where ¢; and c, are the cognitive and social acceleration
factors, respectively. rand; and rand, are the random
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Random output fluctuation
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Fig. B1 - WP model.
Random output fluctuation

g T e i
- Pt
! 10000s+1| X
1 g
| White noise block  LP filter | s

Pry v[>

PV initial output

Fig. B2 - PV model.

“*

numbers of range (0,1). w is inertia weight factor. Wy, and
Wnmax are the minimum and maximum inertia weight factors,
respectively. iter and itern,., are the iteration count and
maximum iteration, respectively.
5. Increment iteration for a step (iter = iter + 1).
6. When the maximum number of iterations is arrived,
stop the process. Otherwise go to process 2.

Appendix B

In this paper, the standard deviations of WP and PV are
mathematically evaluated as [15,16]:

dPyp = 0.81/Pyp (B1)
dPpy = 0.7 \/Ppy (B2)

The WP and PV models [15,16] are exhibited in Figs. B1 and B2,
respectively. The WP and PV standard deviations in (B1) and
(B2) are multiplied by a random output fluctuation derived
from the white noise block with a low pass filter in MATLAB/
SIMULINK in order to evaluate the random power fluctuation.
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