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Abstract

This paper uses the Stein–Chen method to determine a non-uniform bound on the point metric between the distribution

of a sum of independent negative binomial random variables and a Poisson distribution with mean 
1

n

i i
i

r q


 , where ri and

1i ip q   are parameters of each negative binomial distribution. The result gives a good Poisson approximation when all qi

are small or    is small.
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1. Introduction

Let 1, ..., nX X  be n independently distributed nega-
tive binomial random variables, each with probability function
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Var X  , where 1i iq p  . Let 
1
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i

S X



and   denote the Poisson random variable with mean 0  .
It can be seen that if all i ir q  are small, then the  distribution
of nS  can be approximated by a Poisson distribution with

mean 
1

i i
i

n
r q
p

i
  or 

1

n

i i
i

r q

 . For 

1
,

n

i i
i
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  Vellaisamy and

Upadhye  (2009)  used  the  method  of  exponents  to  give  a
uniform bound in the form
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       is the

total variation distance between the distribution of nS  and

the  Poisson  distribution  with  mean .  For  
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 ,

Teerapabolarn (2014) used the Stein-Chen method and the
w-function associated with each negative binomial random
variable to give a uniform bound in the form
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It  should  be  noted  that,  if  we  ignore  coefficient  factors  in

(1.1),  1
2

min 1,
e

, and (1.2), 1 e 

 , the bound corres-

ponds to 
1

n

i i
i
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   in (1.1) is sharper than that correspond-
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ing to 
1

n

i

i i
i

r q
p



  in (1.2). In addition, the result in (1.1) is

more applicable than that presented in (1.2), because it is
easy to calculate the accuracy of the Poisson approximation.
A non-uniform counterpart of the bound in (1.2) was deter-
mined  by  Teerapabolarn  (2015).  He  used  the  Stein-Chen
method  and  the  w-function  associated  with  each  negative
binomial  random  variable  to  give  a  non-uniform  bound  as
follows:
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where  
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0 N {0}x   , is the  point metric between the distribution of

nS  and the Poisson distribution with mean 
1
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 . For

this case, another interesting point is determining a non-uni-
form counterpart of the bound in (1.1). Note that, for 0 0x  ,
we can compute the exact probability of 0nS x , that is,

0
1

( ) i
n

r
n i

i
P S x p


   . So, in this paper, we are interested to

determine a non-uniform bound with respect to the Poisson

mean 
1

n

i i
i

r q


  for  
0

,x nd S   when 0 Nx  .

The Stein-Chen method is the tool for giving the main
result,  which  is  utilized  to  provide  the  desired  result  as
mentioned in Section 2. In Section 3, we use the Stein-Chen
method to determine a non-uniform bound for  

0
,x nd S 

and  the  conclusion  of  this  study  is  presented  in  the  last
section.

2. Methods

Stein (1972) introduced a powerful and general method
for bounding the error in the normal approximation. This
method  was  developed  and  applied  in  the  setting  of  the
Poisson approximation by Chen (1975), and is referred to as
the  Stein-Chen  method.  Stein’s  equation  for  the  Poisson
distribution with mean 0  , for given h, is of the form

( ) ( ) ( 1) ( )h x P h f x xf x     , (2.1)
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   and f and h are real valued

bounded functions defined on N {0} . For N {0}A   ,
let : N {0} RAh    be defined by

1  , if  ,
( )

0 , if .A

x A
h x

x A










(2.2)

For convenience, we will write { }  by  x xh h , and for 0 N {0}x   ,
the solution 

0xf  of (2.1) can be expressed in the form
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(2.3)

where Nx  and 1 {0,1, ..., 1}xC x   .
The following lemma gives a non-uniform bound for

0xf , which is also need for giving the desired result.
Lemma 2.1. Let 0 , Nx x  , then the following inequality
holds:
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Proof. For 0 1,x   when 2,x   it follows from (2.3) that

0
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For 0 2,x   we divide the proof into two cases as follows:
Case 1. 0 ,x x  Teerapabolarn and Neammanee (2005)

showed that
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Case 2. 0 ,x x  following Barbour, et al. (1992), 
0xf

is a negative and decreasing function for 0{1, ..., },x x  thus

0
( )xf x

0
( )xf x 

   
0 0( )xf x 
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10 0

1 ( )
xCx

P h 
   (by (2.3))

0

1
0( 1)

x
P x    . (2.7)

Therefore, from case 1 and case 2, it follows that

 0

0 0

0 0

1 ( 1) ( 1)
1( ) max , .x

P x P x
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 (2.8)

Hence, by (2.5) and (2.8), the inequality (2.4) holds.

3. Main Results

The following theorem presents a non-uniform bound
for the point metric between the distribution of nS  and the

Poisson distribution with mean 
1

n

i i
i

r q


 .

Theorem 3.1. Let 0 Nx   and 
1

,
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i i
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   then we have the

following.
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(3.1)
Proof. Substituting 

0
 by xh h  and  by nx S  and also taking

expectation in (2.1), we have
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where 
0xf f  is defined in (2.3). For 1, ..., ,i n  let i
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Putting the result (3.3) into (3.2), gives
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By using Lemma 2.1, the inequality (3.1) is obtained.
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If 1 2 1,nr r r     then 
1

,
n

i
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q


  and the result

in Theorems 3.1 becomes to be a Poisson approximation for
a sum of independent geometric random variables.

Corollary 3.1. For 1 2 1nr r r     and 
1

,
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  then

we have the following.
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4. Conclusions

In this study, a non-uniform bound for the point metric
between the distribution of a sum of independent negative
binomial random variables and a Poisson distribution with

mean 
1

n

i i
i

r q


  was obtained. In view of this bound, it is

found that the result give a good Poisson approximation when
all iq  are small or  is small. In other words, if all iq  are small
or is  small,  then  the  Poisson  distribution  with  mean

1

n

i i
i

r q


  can be used as a good estimate of the distribution

of these independent summands.
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