Songklanakarin J. Sci. Technol.
39(3),355-358, May - Jun. 2017

SIST

http://www.sjst.psu.ac.th

Original Article

A non-uniform bound on Poisson approximation for
a sum of negative binomial random variables

Kanint Teerapabolarn'**

! Department of Mathematics, Faculty of Science,
Burapha University, Chonburi, 20131 Thailand

? Centre of Excellence in Mathematics, Commission on Higher Education,
Ratchathewi, Bangkok, 10400 Thailand

Received: 7 March 2016; Revised: 1 May 2016; Accepted: 8 June 2016

Abstract

This paper uses the Stein—Chen method to determine a non-uniform bound on the point metric between the distribution

n
of a sum of independent negative binomial random variables and a Poisson distribution with mean A = Z r,q;, where r,and

i=1

p; =1—gq; are parameters of each negative binomial distribution. The result gives a good Poisson approximation when all g,

aresmall or A is small.
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1. Introduction
Let X,,.., X, be n independently distributed nega-
tive binomial random variables, each with probability function

CGitx) x n i
Py, (x)= T i Pi X € N U {0}, mean E(X,) :%and

variance Var(X,) = 2 ,Where g, =1-p,. Let S = ZX
pi

and ¢, denote the Poisson random variable with mean by > 0.
It can be seen that if all 7;,g; are small, then the distribution
of §, can be approx1mated by a Poisson distribution with
mean z Wi or qul For A= qul, Vellaisamy and

l

i=1 i=1 i=1
Upadhye (2009) used the method of exponents to give a

uniform bound in the form

* Corresponding author.
Email address: kanint@buu.ac.th

d (Sn,gol) Zimm{ \/217e}’ (1.1

where d ((S,,,)= sup |P(S ed)-P(p, € A)| is the

CU

total variation distance between the distribution of S, and
14
the Poisson distribution with mean A. For A = Z LS

Teerapabolarn (2014) used the Stein-Chen method and the

w-function associated with each negative binomial random
variable to give a uniform bound in the form

a2
d, (Snam)ﬁ%zr;ié'
i=1 Y

It should be noted that, if we ignore coefficient factors in

(1.1), min {1ﬁ}
pondsto A = Z rq, in (1.1)is sharper than that correspond-

i=1

(12)
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ingto A= Z Wi in (1.2). In addition, the result in (1.1) is

more apphcable than that presented in (1.2), because it is

easy to calculate the accuracy of the Poisson approximation.
A non-uniform counterpart of the bound in (1.2) was deter-
mined by Teerapabolarn (2015). He used the Stein-Chen
method and the w-function associated with each negative
binomial random variable to give a non-uniform bound as
follows:

) nooo2
de(SnaSOA)Smin{l_i ’L}Zrlpié’

XO 4
i=1 11

(13)

where d, (5,.,) =|P(S, = x)~ P9, = )| =|P(s, =) - 2257,

» € NU {0}, is the point metric between the dlstrlbutlon of

lql

S, and the Poisson distribution with mean A = Z . For

i=1
this case, another interesting point is determining a non-uni-

form counterpart of the bound in (1.1). Note that, for x, =0,

we can compute the exact probability of S, = x,, that is,
n

P(S,=x,)=11 pir" . So, in this paper, we are interested to

. =1 . . .
determine a non-uniform bound with respect to the Poisson

mean A = Zriqi for d, (S,.¢,) when x, € N.
i=1
The Stein-Chen method is the tool for giving the main

result, which is utilized to provide the desired result as
mentioned in Section 2. In Section 3, we use the Stein-Chen
method to determine a non-uniform bound for dxo (Sn ) /1)
and the conclusion of this study is presented in the last
section.

2. Methods

Stein (1972) introduced a powerful and general method
for bounding the error in the normal approximation. This
method was developed and applied in the setting of the
Poisson approximation by Chen (1975), and is referred to as
the Stein-Chen method. Stein’s equation for the Poisson
distribution with mean A > 0, for given 4, is of the form

h(x)= P, (h) = Af (x+1) - xf(x), (eAY
i k
where P, (h) = e%Zh(k)% and f and h are real valued

bounded functions defined on N U {0} . For 4= NU{0},
let 7, : NU {0} - R be defined by

1 b
h,(x) = 0,

For convenience, we will write 4, by h,,and for x, e N U {0},
the solution fVO of (2.1) can be expressed in the form

if xe A,

ifx g A 22)
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D!, x,—x .
—(’;0!) AR (=he )L if 3, < x,

_J_ (X*l)! Xp—X . >
fxc (x) A AP, (hCH) ,if x, =2 x>0,

23)
0 ,if x=0,

where xe N and C,_, ={0,1,..,x -1},
The followmg lemma gives a non-uniform bound for

‘ /i Xo ‘ , which is also need for giving the desired result.

Lemma 2.1. Let x,,x € N, then the following inequality
holds:

l—e *(1+1) .
sup N v fo=t
1=P(p;<xg-1) P(p;<x9-1)) .
x=>2 ax{ x§+] 0 , AXO 0 }, lf‘ XO > 2,
(24)

X1

A4
where P(p, <x,-1)= Ze]—,}“]
j=0
Proof. For x, =1, when x> 2, it follows from (2.3) that

£, (x)>0, thus

= £ (x)

A q j—x+l
=(x—1)!z%

Jj=x

i fa AP 23
=(x=Dle {ﬁ+(x+1)!+(x+2)' }

_ a2 2
=e {x+x(x+1)+x(x+1)(x+2)+ }
<ﬁ{l_2+£+£+...}

_Letas 25)

> 2, we divide the proof into two cases as follows:
Case 1. x, < x, Teerapabolarn and Neammanee (2005)
showed that

For X,

leH
(xp+1)!

£ ) st {l—’“"+

—AqJ
_x0+lz l

lx0+2
(xg+2)! te

J=x
_ =P(pasx D) (2.6)
- xo+]
Case2. x, > x, following Barbour, ez al. (1992), f,,

is a negative and decreasing function for x € {1, ...,

=—f, (%)

X}, thus

<7, (x)
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=P, ) (by@3)
=P, <x,-1). @7
Therefore, from case 1 and case 2, it follows that
1-P(p;sx-1)  P(9,<x,-1)
fxo (x)‘ < max{ X+l ’ X } - 23

Hence, by (2.5) and (2.8), the inequality (2.4) holds.
3. Main Results

The following theorem presents a non-uniform bound
for the point metric between the distribution of S, and the

n
Poisson distribution with mean A = Z ng;.

i=l1

Theorem 3.1. Let x, e N and A = z r.q;, thenwe have the

i=1

following.

s n 2
1-e” " (I4+4) N 14i : _
P Z}: P % =1

i

dxo (Sn’@/l)S

n

1-P(p, <xo-1) P(WASXO*U} z
Di

2
ndi .
_ >
max{ o] 5 % =, 0 x, 2 2.

i=1

(3.1
Proof. Substituting # by hX0 and x by S, and also taking

expectation in (2.1), we have

P(Sn = xo)—P(pl = xo)
=E[Af(S,+1)=S,1(S)]
=E [Z rg f(S, +1)-Y X,-f(S,,)}

i=1 i=1

=D El[ra. /S, +D-x.£(S)],

i=l1

(3.2)

where f = fxo is defined in (2.3). For j =1,...,n, let S:l =
S, — X, then we have
E[rg.f (S, +1) - X,£(S,)]

= E|:riqu(S:1 + X, +D) - X, (S, + X,,)]

E{E|:(rl_ql_f(S:; +X, A+ =X, (S + X)X, ]}
=Y E[ 1, + X, 0 - X1+ X)), =2y 0
x=0

= E[ 1./, +1) | p, 0+ E[ rg,7(S, +2) - 1S, +1) ] p, (1)

+E [;;q[f(S:; +3)=2/(S, + 2)] Py (2)
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£ [V[%f(sf, +4)=3/(S, + 3)] Py (3)
+E [’,-q,-f(S,i, +5)-41(S, + 4)] Py (@)
eyt ss00]

g, P E[ (S, 4]

LG E S| a1y
2 B 2

R 2)a pTE[ SS9 | n G2 p B £(53+3) |
+ 3! 2

2 D042+ 3)a P E| £ (S149)
+ 3

B0+ 3)a P E] £(S)+4)
3! +

=1} Pl E| £(S,+2) |=10;+0a pIE[ £(5,+3)]

(i D(5+2)a! P E| £ (Sh4) |
- 2

i+ 2)(03+3)07 P E| £ (Sh+5) |
. .

D23 pE] £ (Siexs) |

x—1

_ _i xg,py (VE[ £(S,+x+1) |

x=1

Putting the result (3.3) into (3.2), gives
P(S, =x,)—P(p, =x,)

(3.3)

=_szqipxi(x)E':f(S:, +x+1)]

i=l x=1

From which, it follows that

d.(8,9,)< ZquipXi (x)E‘f(S:, +x+l)‘

i=l x=1

SZquipXi(x)sup|f(x+l)|

i=l x=1

<supf(K)| 20D x4,y (%)

k=2 i=l x=1

n 2

g

=sup| f (k)| D%
k=2 i=1 b

Byusing Lemma 2.1, the inequality (3.1) is obtained.
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Ifn=r,=--=r =1,then 1 :Zqi, and the result

. . il o
in Theorems 3.1 becomes to be a Poisson approximation for
a sum of independent geometric random variables.

Corollary3.1. For r, =7, =---=r, =1l and A = Zqi, then

i=1

we have the following.

- *(1+2) iq_,z
A ~ pi
< =
% (S,r02)% 1-P(p<x0-1) P(p,<x-1)] < ¢7
max{ P2=Xo s Pa=Xo }Z%, if x5 22.
1
i=1

9lfx():15

Xp+1 X0
3.2)
4. Conclusions

In this study, a non-uniform bound for the point metric
between the distribution of a sum of independent negative
binomial random variables and a Poisson distribution with

mean A = Z rq, was obtained. In view of this bound, it is
i=l1

found that the result give a good Poisson approximation when

all ¢, aresmall or 4 is small. In other words, ifall g, are small

or A is small, then the Poisson distribution with mean

n

A= z 1.4, can be used as a good estimate of the distribution

i=1
of these independent summands.
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