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ABSTRACT 

 This research proposes a loyalty measurement model for individual 

customers for the benefit of creating a marketing campaign and activities, as well as 

suitable products and services for customers and the establishment of good customer 

relationship. This study adapted the concept of the RFM (Recency- Frequency-

Monetary) model and applied it to a database of customer purchases and the customer 

type. The business type of the selected organization is a commercial business. To 

apply the RFM concept to find customer loyalty according the type of customer, 

customer loyalty is partitioned into 5 classes using a k-means clustering algorithm and 

is heuristically to assigned customer types: Platinum, Gold, and Silver. The type of 

customer is then brought into consideration by extending the RFM Model with 

customer analytics to make even better customer classification performance. Finally, 

the classification system generates decision rules to find out the loyalty of new future 

customers using a C4.5 decision tree algorithm. After creating rules to find the loyalty 

measurement, the Extended RFM Model has more detail than Traditional RFM Model. 
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CHAPTER I 

INTRODUCTION 

 

 

1.1 Background and Significance of the problems 

 In business today, it is very important to be able to satisfy your customer’s 

needs and wants, because current customers determine the direction by choosing, in a 

self-guided manner. If an organization is unable to satisfy the requirements of the 

customers, we will switch product or service provider immediately. Making our 

business lose the opportunity and lose customers in competition, it impacts 

organization income, because of the current business climate. Many organizations 

compete for same customers, who have the right to choose the organization rather than 

the organization chooses them. If the organization is able to keep an existing customer 

base, it needs to understand the behavior of customers. For example, an organization 

should record the transaction of the customers with regular orders, customers with a 

large order, and so on. The organization prioritizing this retaining group must also 

understand that customer types and levels of customer are classified as follows: 

wholesale’ level of customers with Platinum, retail level of customers with Gold, and 

general customers level of customers with Silver. The organization must define a clear 

customer segmentation to establish relationships with customers. In addition, customer 

segmentation can be used to determine the appropriate marketing strategy and to apply 

the target groups. Therefore, customer segmentation is cleared. This will create the 

sales opportunities, and generates revenue for the organization from all customer 

segments. 

 Whenever the organization is able to understand and segment customers 

clearly, a strategy can be defined. A marketing campaign can be created with activity 

as well as the products and suitable services for customers. The goal is to keep an 

existing customer, because its cost is less than finding new customers. In addition, the 

use of existing database is benefiting the organization. Organization can determine the 
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customer's loyalty. Important organization should know that customer value is given 

by applying the principles of the RFM model.  

 RFM model, a method used for analyzing customer value, is described as 

follows: Recency (R) is the elapsed time since the customer made his most recent 

purchase; Frequency (F) is the total number of purchases in each period of time; and 

Monetary (M) is each order customer's average purchase amount. RFM model is a 

great first step to segment our customer base. 

 In this research, we have adopted the concept of RFM Model applied to 

the database of customer purchases and type of customer. In our case study, we select 

the commercial business for our model of organization. Then, the types of customers 

are assigned with 3 levels, given as: of Platinum, Gold, and Silver. Into consideration, 

the principles of the RFM Model with customer analytics makes it even better 

customer segmentation. 

 

 

1.2 Research objectives 

• To study and discover the customer segmentation by the data mining 

techniques with clustering method. 

• To extend the principles of the RFM Model with database of customer 

purchases and assigns types of customers with 3 levels of Platinum, Gold, and Silver. 

• To establish rules for the customer segmentation by using the data 

mining techniques based on classification method. 
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1.3 Delimitation of the research 

• To determine the range of the R, F, and M by using the clustering data 

mining techniques for finding a range of data.  

• To apply the data mining techniques to the database of customer 

purchases and type of customers. In our case study, we have selected the commercial 

business for our model of organization with the three-year-data during 2012-2014. 

• To compare of the customer segmentation results between RFM 

(Traditional RFM) and RFM with types of customers (Extended RFM). 

 

 

1.4 Expected outcomes and benefits 

• To bring the customer segmentation analysis to define a strategy, and 

create a marketing campaign and activities as well as the products and suitable 

services for customers. 

• To bring the customer segmentation analysis to create sales 

opportunities, and generate the revenue for the organization. 

• To keep an existing customer, and establish the good customer 

relationships of extended customer Relationship Management (CRM). 

• To reduce the advertising costs. Organization knows the target group 

for advertising. 

• Organization would take an advantage over the competitors by 

knowledge of the target customer patterns. 

 

This chapter introduces the thesis background, the significant problems, 

objectives for this research, delimitation, and expected outcomes. In the next 

chapter, we discuss the literature review and research. 
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CHAPTER II 

LITERATURE REVIEW AND RESEARCH 

 

 

 In this research, applications of Data Mining Techniques and extended 

RFM Model for customer loyalty measurement are used. We select the organization of 

commercial business as our case study. Researchers have studied the concepts, 

theories, and related works, given as: 

 2.1 Customer Relationship Management (CRM) 

 2.2 RFM model definition 

 2.3 Data Mining Techniques  

   2.3.1 Knowledge Discovery in Databases (KDD)  

   2.3.2 The CRISP-DM process 

   2.3.3 Data mining task 

 2.4 K-Means algorithm 

 2.5 C4.5 decision tree algorithm 

 2.6 Related works 

 

 

2.1 Customer Relationship Management (CRM) 

 The CRM [1] provides a sense of customer product affinity for a service or 

organization. When customers bond better with an organization, we are more likely to 

remain loyal patron. The importance of customer base increases as well as the number 

of competitors in each business substantially increases. Competition increases as the 

number of customers remains the same. Businesses seeking ways to satisfy customers 

can lead to customer loyalty and stability. Organization, ability to satisfy customers’ 

needs and wants, is very important to understand customer behavior and analysis with 

our marketing strategy. Four implementation tasks for creating and managing 

customer relationships [2] are given as:  
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• Identification: Customer data such as customer name and contact 

information. 

• Differentiation: Customer analysis and customers classification with 

groups based on customer value for the organization. 

• Interaction: Studying the customer needs and establishing the long-term 

customer satisfaction. 

• Customization: offering the suitable products/services for customers.  

 When organization able to satisfy customers’ needs and wants. Important 

organization should know that customer value by applying the principles of the RFM 

model. The topic RFM model will be discussed in the next section. 

 

 

2.2 RFM model definition 

 RFM [3] is a method used for analyzing customer value. It is commonly 

used in database marketing and direct marketing. The definition of the RFM model is 

described as follows: 

• Recency (R) is the interval time between the time of the latest 

consuming behavior and present time. For example, a customer with most recent 

purchase last month will receive a higher recency score than a customer with most 

recent purchase in one year. 

• Frequency (F) is the number of transactions in a particular time period. 

For example, customer with six purchases in one month will receive a higher 

frequency score than a customer with six purchases in one year. 

• Monetary (M) refers to consumption amount of money in a particular 

time period. For example, customer purchase amount $100 would receive a higher 

monetary score than a customer purchase amount $20 in one year. 

 According to the research proposed by Birant [4], this research provides an 

overview RFM that can be applied to the field of Data Mining. Therefore, in this 

research, the proposed data mining consists of: the clustering task with K-Means 

algorithm, classification rules with C4.5 Decision Tree algorithm [5], and the customer 

segment classification with RFM. 
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2.3 Data Mining Techniques 

 

2.3.1 Knowledge Discovery in Databases (KDD) 

 Knowledge Discovery in Databases is a technique to discover the patterns 

and hidden relationships in the massive amounts of data. From Figure 2.1, the 

components of subsequence process are as follows: 

 

Figure 2.1 Process of Knowledge Discovery in Databases. 

• Data cleaning is the procedure for data screening and filtering for the 

data with noise, outliers, and irrelevant data. 

• Data integration is the process of recombining resources from many 

resources. 

• Data selection is the analysis data from the recorded data. 

• Data transformation is the conversion process of selected data to suit 

the data mining process. 

• Data mining is the process for extracting patterns to take the benefit of 

data. 

• Pattern evaluation is a process to evaluate the pattern result taken from 

the data mining in order to get the model representing the knowledge required. 

• Knowledge representation is the process of knowledge utilization to 

find the solutions from the data mining. 
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2.3.2 The CRISP-DM process 

 From Figure 2.2, the CRISP-DM [6] process consists of a cycle process 

with six stages, given as: 

 

Figure 2.2 The CRISP-DM life cycle. 

• The first step is to understand and identify the business 

problem/opportunity. Then, the knowledge is converted into a suitable form for 

implementation of data mining. 

• The second step to collect the relevant data into the data mining 

techniques for analysis. Under the data gathering process, the suitable data source for 

the data mining analysis should be accurate, reliable, sufficient and appropriate. 

• The third step, the data preparation, usually takes a longer time and 

higher important. The model, derived from the data mining with accurate results, 

depends on the quality of data. The provisions of data are such as data cleaning, data 

integration, data selection, and data transformation. 

• The fourth step is modeling process with data mining techniques. 
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• The fifth step is to evaluate the performance of the analyzed models of 

prior step. In this process, the evaluated results of models cover the data analysis to 

meet the business set of the first step. Models of multiple algorithms may be evaluated 

for their pros and cons to find the most appropriate model for applying the business. 

• The final step is to conduct the knowledge result obtained from the data 

analysis with data mining techniques to enhance the knowledge of data. 

 

2.3.3 Data mining task 

 Data mining task [7] can be divided into two approaches including 

predictive modeling and descriptive modeling. The descriptions for both of models are 

as follows: 

• Predictive modeling (or Supervised modeling): It is to predict the 

behavior from the occurrence in the past, and creates the prototype for the prediction 

of the new data or subsequent information. Relevant data mining methods are given 

as: 

o Classification: It is discovery of a predictive learning 

function, process to create rule for management data. To predict the potential 

information by creating rules to make decisions based on the available information, 

the classification is commonly represented by decision trees. 

o Regression: It is discovery of a predictive learning function, 

which maps a data item to a real-value prediction variable. 

o Deviation Detection: It is the discovery of a predictive 

learning function, the most significant changes in the data set. 

• Descriptive modeling (or Unsupervised modeling): It is not intended to 

predict, but to describe data model for use as guidelines in making decisions. Relevant 

data mining methods are given as:  

o Clustering: It is common descriptive task it will be divided 

into groups of similar class without defining the type of information it before or do not 

know the number of clusters in advance. 

o Association Rule: It is common descriptive task is 

determining the relationship of two or more within the larger group. 
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2.4 K-Means algorithm 

 K-means clustering [8], the descriptive modeling, is one of the simplest 

unsupervised learning algorithms consisting of the following steps: 

• First step: Place the K points into the space. This point represent the 

initial group of centroids. 

• Second step: Assign each object to the group having the closest 

centroid. 

• Third step: When all objects have been assigned to the group, 

recalculate the positions of the K centroids. 

• Final step: Repeat to the second step and third step until the centroids 

are no longer move. 

 

 

2.5 C4.5 decision tree algorithm 

 C4.5 is an algorithm used to generate a decision tree developed by Ross 

Quinlan [9]. A decision tree is a tree like the flow chart structure. Decision tree models 

include such concepts as root node, internal node, leaf node, and branch. The root 

node represents the top-most node, that begins with creating the tree with all training 

data and extracts a node until leaf node. Then, it recombines and removes the branch 

that affects the accuracy. 

 

 

2.6 Related works 

 We have studied the literature review and related works. The details as 

follows: 

• Birant [4] presented the overview of RFM applied to the field of Data 

Mining by three approaches including: clustering, classification, and association rule 

in order to provide the market intelligent. Moreover, the developed RFM model was 

better marketing strategies. 
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• Cheng et al. [5] proposed the quantitative value of RFM attributes and 

K-means algorithm into rough set theory (RS theory). The cluster was partitioned into 

3, 5, and 7 classes, and classification rule were used by three approaches including 

Decision tree, Neural network, and Naïve Bayes. 

• Chang et al. [10] proposed the novel framework of GRFM (for group 

RFM) analysis to discover the customer consumption behavior. By division of the 

RFM different types of goods, the clustering result of PICC (Purchased Items-

Constrained Clustering) contained the extra information. It could help to decision. 

• Wei et al. [11] proposed the novel framework of  LRFM (length, 

recency, frequency, and monetary) model and the extended RFM (recency, frequency, 

and monetary) model. By adding the variables L to the model of RFM, L is the first 

visit date to consider the core patients. 

 

 Based on the review of literature; in this research, we have adapted the 

concept of the RFM model, called Traditional RFM Model, and we have applied it to 

database of customer purchases and the customer type, called Extended RFM Model. 

By using K-Means algorithm and C4.5 Decision Tree algorithm. 

 

 In this chapter we discuss about concepts, theories and related works for 

this research. In the next chapter we discuss the research methodology. 



Fac. of Grad. Studies, Mahidol Univ.   M.Sc. (Information Technology Management) / 11 

 

CHAPTER III 

METHODOLOGY 

 

 

3.1 The steps of the research process 

This research applies the data mining techniques to database of customer 

purchases for Customer Loyalty. From Figure 3.1, the processes of the research 

process are as follows: 

 

 

Figure 3.1 Research Methodology. 
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 3.1.1 Data and Data Preprocessing 

 This step selects the related dataset used in case study of data mining, and 

then pre-processes the data which is an important step. Data preprocessing eliminates 

the irrelevant data by some methods such as data integration, data transformation, and 

data reduction. It optimizes the effects of the precision and accuracy in the later steps. 

 

 3.1.2 RFM Analysis 

 In this step, RFM analysis is applied by defining the scaling of R, F, and M 

attributes. The procedure is as follows:  

• First step: Sort the data of three R, F, M attributes by descending or 

ascending order. 

• Second step: Partition those of three attributes by K-means algorithm 

with five clusters criteria. These five parts are assigned for the score as 5, 4, 3, 2, and 1 

which represent to the customer contributions for organization. The level score of 5 

represents to the most customer loyalty, whereas the level score of 1 represents to the 

least customer loyalty. 

• Third step: Repeat the previous sub-processes (First step and Second 

step) for each R, F, and M attribute individually. There are total RFM Array 125 

(5x5x5) combinations, since each attribute in R, F, M attributes has 5 scales (5, 4, 3, 2 

and 1), as shown in Figure 3.2. 

 

Figure 3.2 Total RFM Array with 125 combinations. 
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 3.1.3 Customer segment by K-means with Type of Customers 

 In this process, the RFM Array is divided into 3 groups according to the 

customer type before using the K-means algorithm for clustering customer segment. 

As summarized in Table 3.1, the customer type can be classified as: Silver (S), Gold 

(G), and Platinum (P). 

 

Table 3.1 Three Customer Type Groups of RFM Array. 

 

Type of Customer 

Silver Gold Platinum 

RFM Array with 

125 COMBINATIONS 

RFM Array with 

125 COMBINATIONS 

RFM Array with  

125 COMBINATIONS 

 

 The procedure in this phase is that: firstly, customer loyalty is partitioned 

according type of customer 5 clusters by using the K-means algorithm. Then, it is 

determined segment customer loyalty to each class, which are “Very High” (VH), 

“High” (H), “Medium” (M), “Low” (L) and “Very Low” (VL). Then, the system will 

repeat the first step for each customer loyalty according to the type of customer. 

Finally, there will be customer loyalty divided into 3 groups according to the type of 

customers. 

 

 3.1.4 Classification Rules 

 The rules of classification are discovered from RFM, customer type, and 

the clustering results obtained in the previous step, as exemplified in Figure 3.3. 

Moreover, the prediction rules of loyalty of future customers are created and discussed 

in the next chapter. 
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Figure 3.3 An Example of Decision table. 

 

 3.1.5 Evaluation Results 

 In our model, we propose K-fold cross validation technique [12], dataset is 

divided into k subsets, and the method is repeated K times. In each time, one of those k 

subsets is used as the test set, and the other K-1 subsets are put together to form a 

training set. On the other hands, the percentage splitting method is to split up into two 

sub-datasets for training set and testing set. 

 

 3.1.6 Knowledge Deployment 

 This step refers to the representation, and applies the obtained model to the 

real usage, which will be discussed in the next chapter. 
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3.2 Schedule 

 Schedule of this research has start at August and uses 5 months for thesis 

with any topic in Figure 3.4. 

 

Figure 3.4 Schedule of research. 

 

 In this chapter we discuss about steps of the research process. In the next 

chapter we discuss analysis, results and knowledge deployment for organizations. 
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CHAPTER IV 

ANALYSIS AND RESULTS 

 

 

 As described in the previous chapter, we will organize the experiment 

results following with the step of methodology in the previous chapter, as shown in 

Figure 3.1.  

 

 

4.1 Data and Data Preprocessing 

 This research uses the database for customer purchases and type of 

customer. In our case study, we selected the commercial business for our model of 

organization using the three-year-data during 2012-2014. The database contains three 

parts as follows: 

• Customer profiles with 1,939 records. An example of customer profiles 

data is shown in Figure 4.1; 

• Total number of customer purchases in transaction are 1,035 records: 

• Customer types are classified as follows: Silver, Gold, and Platinum. 

 

Figure 4.1 The Partial Dataset. 
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4.2 RFM Analysis 

 In this step, RFM analysis is applied by defining the scaling of R, F, and M 

attributes. The procedure is as follows:  

• First step: Sort the data of three R, F, M attributes by descending or 

ascending order. 

• Second step: Partition those of three attributes by K-means algorithm 

with five clusters criteria, as shown in Table 4.1. These five parts are assigned for the 

score as 5, 4, 3, 2, and 1 which represent to the customer contributions for 

organization. The level score of 5 represents to the most customer loyalty, whereas the 

level score of 1 represents to the least customer loyalty. 

• Third step: Repeat the previous sub-processes (First step and Second 

step) for each R, F, M attribute individually. There are total RFM Array of 125 

(5x5x5) combinations, since each attribute in R, F, M attributes has 5 scales (5, 4, 3, 2 

and 1) on output as input attributes for each customers, as shown in Figure 4.2. 

Customers in the 555 segment are the most valuable, whereas those in the 111 

segment are the least valuable. 

 

Table 4.1 Five scaling of RFM attributes in dataset by K-means. 

 

Scaling  
Scaling 

name  

R – Recency 

(Day) 
F – Frequency  M – Monetary 

5 Score  Very High  under 102 over 98  over 1,240,186 

4 Score  High  103-237 50-97 534,027-1,240,185 

3 Score  Medium 238-396 21-49 220,565 - 534,026 

2 Score  Low 370-507 6-20 61,571 - 220,565 

1 Score  Very Low  over 508 under 5 under 61,570 
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Figure 4.2 Quantitative value of RFM attributes for dataset. 

 

 

4.3 Customer segment by K-means with Type of Customers 

 In this process, the RFM Array is divided into 3 groups according to the 

customer type before using the K-means algorithm for clustering customer segment. 

As summarized in Table 3.1, the customer type can be classified as: Silver (S), Gold 

(G), and Platinum (P). We contain the type of silver customers is with the total of 

1,269 instances, as shown in Table 4.2; type of gold customers is with the total of 177 

instances, as shown in Table 4.3; and type of platinum customers is with the total of 

493 instances, as shown in Table 4.4. Moreover the result of traditional RFM, as 

shown in Table 4.5. 
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Table 4.2 Five cluster results by K-means with type of silver customer. 

 

Cluster center  C1 C2 C3 C4 C5 

R 4.46 4.86 3 1 2 

F 1.05 2.11 1.05 1.02 1.03 

M 1.01 1.97 1.05 1.02 1.08 

Loyalty (output)  High  Very High  Medium Very Low  Low 

Number of 

instances  
470 144 239 163 253 

 

 

Table 4.3 Five cluster results by K-means with type of gold customer. 

 

Cluster center  C1 C2 C3 C4 C5 

R 2 3 1 4.43 4.55 

F 1 1.06 1 1.08 2.27 

M 1.05 1.03 1.04 1.11 2.55 

Loyalty (output)  Low Medium Very Low  High  Very High  

Number of 

instances  
38 36 27 65 11 

 

 

Table 4.4 Five cluster results by K-means with type of platinum customer. 

 

Cluster center  C1 C2 C3 C4 C5 

R 4 4.94 3 1.53 5 

F 1.23 3.16 1.11 1.04 1.36 

M 1.20 3.31 1.11 1.04 1.29 

Loyalty (output)  Medium Very High  Low Very Low  High  

Number of 

instances  
84 86 70 97 156 
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Table 4.5 Five cluster results by K-means with traditional RFM. 

 

Cluster center  C1 C2 C3 C4 C5 

R 4.53 3.67 4.95 5.00 2.09 

F 1.00 1.77 3.14 2.10 1.02 

M 1.04 1.74 3.50 1.59 1.03 

Loyalty (output)  Low Medium Very High  High  Very Low  

Number of 

instances  
669 119 101 162 888 

 

 

4.4 Classification Rules 

 This step applies the C4.5 decision tree algorithm to create the prediction 

rules of loyalty of future customers. In this research, comparison of the results during 

the customer segmentation using RFM (Traditional RFM) is shown in Figure 4.3, and 

the customer segmentation using RFM with types of customers (Extended RFM) is 

shown in Figure 4.4. Total number of 13 rules of customer segmentation using RFM is 

shown in Table 4.6, and the 28 rules of customer segmentation using RFM with types 

of customers is shown in Table 4.7. 
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Table 4.6 Thirteen rules of Traditional RFM. 

 

Customer segment using RFM 

No. R F M Loyalty 

1 ≤ 2 ≤ 1 > 1 VL 

2 ≤ 2 > 1 ≤ 2 VL 

3 ≤ 3 ≤ 1 ≤ 1 VL 

4 > 3 ≤ 1 ≤ 1 L 

5 > 4 ≤ 1 = 2 L 

6 ≤ 2 > 1 > 2 M 

7 = 3 ≤ 1 > 1 M 

8 = 3 > 1  - M 

9 = 4 ≤ 1  > 1 M 

10 = 4 > 1  - M 

11 > 4 ≤ 1 > 2 H 

12 > 4 > 1 ≤ 2 H 

13 > 4 > 1 > 2 VH 

 

 Determined segment customer loyalty to each class, which are “Very 

High” (VH), “High” (H), “Medium” (M), “Low” (L), and “Very Low” (VL). 

 

 

 

 

 

 

 

 

 

 

 



Panwad Bunnak  Analysis and Results/ 24 

Table 4.7 Twenty-eight rules of Extended RFM. 

 

Customer segment using RFM + Types of customers 

No. R F  M 
Types of  

customer 
Loyalty 

1 = 1 - - ALL VL 

2 = 2 - - S L 

3 = 3 - ≤ 1 S M 

4 = 3 - = 2 S M 

5 = 4 ≤ 1 > 1 S H 

6 = 4 > 1 ≤ 1 S H 

7 > 3 ≤ 1 ≤ 1 S H 

8 = 3 - > 2 S VH 

9 = 4 > 1 > 1 S VH 

10 > 4 ≤ 1 > 1 S VH 

11 > 4 > 1 - S VH 

12 = 2 - - G L 

13 = 3 - - G M 

14 = 4 > 1 ≤ 1 G H 

15 > 3 ≤ 1 - G  H 

16 > 4 > 1  ≤ 1 G H 

17 = 4 > 1 > 1 G VH 

18 > 4 > 1 > 1 G VH 

19 = 2 - - P VL 

20 = 3 - - P L 

21 = 4 ≤ 1 - P  M 

22 = 4 > 1 ≤ 1 P M 

23 = 4 > 1 = 2 P M 

24 > 4  ≤ 1 - P H 

25 > 4 = 2 ≤ 2 P H 

26 = 4 > 1 > 2 P VH 

27 > 4 > 1 > 2 P VH 

28 > 4 > 2 ≤ 2 P VH 

 

 Determined segment customer loyalty to each class, which are “Very 

High” (VH), “High” (H), “Medium” (M), “Low” (L), and “Very Low” (VL). Type of 

customers represents by Silver” (S), “Gold” (G), “Platinum” (P) and “All types of 

customers include Silver, Gold, and Platinum” (ALL). 
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4.5 Evaluation Results 

 The model is evaluated by two methods in two experimental schemes, as 

shown in Table 4.8. 

 Firstly, the 10-fold cross validation method is applied for the evaluation on 

a dataset (1,939 instances). The accuracy of experiment results is 99.53% for customer 

segmentation using RFM, and accuracy of experiment results is 99.58% for customer 

segmentation using RFM with types of customers. 

 For the percentage of splitting evaluation method, it is to randomly split up 

into two sub-datasets: the 66% of dataset (1,280 instances) is used as a training set, 

and the other of 34% (659 instances) is used as a testing set. The accuracy of 

experiment results is 99.69% for customer segmentation using RFM, and the accuracy 

of experiment results is 99.84% for customer segmentation using RFM with types of 

customers. 

 With both of evaluation methods, the experimental results show that the 

proposed extended model is a little superior to the traditional approach in terms of 

accuracy. Additionally, the extended model provides more practical customer 

segmentation rules, which are advantage in the final phase of the knowledge 

deployment. 

 

Table 4.8 Comparisons of Accuracy Results between Traditional RFM Model and 

Extended RFM Model. 

 

Methods 
10-fold cross 

validation  

Percentage of  

splitting  

 

Customer segment  

using RFM 

(Traditional RFM) 

 

99.53% 99.69% 

 

Customer segment  

using RFM + types of customers 

(Extended RFM) 

 

99.58% 99.84% 
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4.6 Knowledge Deployment 

 After creating rules for the group of customers segment, the customers will 

be able to see the differences in various groups of customers rather than the 

uncategorized customers data with the type of customer segmentation. It helps to reach 

the more targeted customers and customer loyalty according the type of customer 

analysis. Moreover, it can upgrade or downgrade the type of customer, it depends on 

the strategies for the individual organizations, as shown in Table 4.9. 

 

Table 4.9 Example for the use of rule. 

 

Types of customer Loyalty 
NEW 

Types of customer 

S VH 

 

G  
(Upgrade) 

 

P VL 
G 

(Downgrade) 

 

 

 Customer segmentation analysis, the advantage for defining a strategy, 

creates a marketing campaign and activities as well as the products and suitable 

services for customers. For example, the marketing campaigns for customer are given 

as: launching a campaign discount of 10 % for Silver and Gold customer, and 20% 

discount for Platinum customers. To increase the recency and frequency, we isolate 

the customer segments having the monetary score of 5. It could create the sales 

opportunities, and generates the revenue for the organization. In addition, it also 

provides an opportunity to keep an existing customer, establishes a good customer 

relationship, extends the CRM, and reduces the advertising costs. Moreover, the 

organization would takes the advantage over the competitors by knowledge of the 

target customer patterns. 

 In this chapter, we discuss the experimental results, analysis, and 

knowledge of deployment for organizations. In the next chapter, the conclusion and 

future works for research are also given. 
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CHAPTER V 

CONCLUSION AND DISCUSSION  

 

 

5.1 Conclusion and Discussion 

 This research proposes the extended concept of RFM model for the 

customer purchases database and the customer type with the historical data of 1,939 

customers. By applying RFM model to find the customer loyalty according the type of 

customer, clustering customer loyalty is partitioned into 5 classes by k-means 

algorithm, and assigns the types of customers with 3 levels of Platinum, Gold, and 

Silver. The extension is to the bring customer type into consideration of the traditional 

RFM approach with customer analytics to make it even better and practical customer 

segmentation.  

 The output is the generated decision rules for finding out the loyalty of 

new customers in the future by the C4.5 decision tree algorithm. Then, we have 

compared the customer segmentation by traditional RFM model and the extended 

RFM model. Customer loyalty according to the type of customer is able to upgrade or 

downgrade the type of customer. For example, company can apply the rules to boost 

the sales, the high loyalty customer and silver customer may be offered for the 

promotions. If customers increase the purchase, company will upgrade the higher level 

type of customer to Gold level, which is more privilege than Silver level. This 

proposed segmentation model also makes the customers feeling good, and increases 

their sales for the company. Moreover, it would help to reach the more targeted 

customers. Finally, it could facilitate for maintaining and extending the system of 

customer relationship management (CRM). 
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5.2 Future works 

 Our research points to the several interesting directions for the future work 

as follows: 

 First point: Survey the customer satisfaction about assigning of types of 

customers with 3 levels of Platinum, Gold, and Silver. Then, evaluate the customer 

satisfaction for the customer level campaign. This is because the customer satisfaction 

depends on the responses to survey and extend the CRM. 

 Second point: Additional factor for creating rules of the type of customer 

such as: authorized capital, size of organization, etc. This makes a rule with high 

accurate, and increases the target of organization. 

 Final point: With several kinds of algorithm in classification process of 

data mining, we use C4.5 decision tree algorithm for making the rule. However, we 

can explore a new algorithm to upgrade the classification process of data mining in 

order to improve the solution quality. 
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