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Abstract 
 The objective of this research is to study the principle of artificial neural network and the 
application for solar radiation forecasting. The design and the training data are important for 
neural network to prediction the phenomenal in the future. The neural network in this study has          
4 inputs and 1 output, applies for predicting the solar radiation in a year and a month.  
 The results show that the total energy prediction is less than total energy measurement 
4.51 % and the total energy prediction trends to be increased during 3 years (2000-2002). 
However, the solar radiation forecasting in month during 2003 has better training, since the result 
is similar to the solar radiation measurement. The solar radiation forecasting result is less than  
the solar radiation measurement 3.68 %. The error for month forecasting is less than year 
forecasting. 
 Therefore, solar radiation forecasting can be used for designing an electrical power plant 
or other systems which get the energy from the sun.        

                             (Total 89 pages) 
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บทที่ 1 
บทนํา 

 
1.1 ความเปนมาและความสําคัญของปญหา 
 พลังงานไฟฟาเปนพลังงานพื้นฐานที่มีความสําคัญตอเศรษฐกิจและสังคมของประเทศ            
ความตองการดานพลังงานไฟฟามีคาสูงขึ้นตามการเพิ่มของประชากรและการเจริญเติบโต                       
ทางเศรษฐกิจของประเทศ สวนใหญเชื้อเพลิงหลักที่นําเขามาใชผลิตกระแสไฟฟาในปจจุบัน                    
ไดจากเชื้อเพลิงประเภทฟอสซิล (Fossil Fuel) และกาซธรรมชาติ เช้ือเพลิงบางสวนมีในประเทศ             
แตโดยสวนใหญแลวตองนําเขามาจากตางประเทศ  การนําเชื้อเพลิงประเภทฟอสซิลมาใช                 
ในการผลิตกระแสไฟฟาจะทําใหเกิดปญหาตอสภาพแวดลอม เชน ทําใหเกิดฝุนละอองที่เกิดจาก
ขี้เถา  เกิดกาซซัลเฟอรไดออกไซดในอากาศดังเหตุการณที่เกิดขึ้นที่โรงไฟฟาแมเมาะ จังหวัดลําปาง  
เมื่อป พ.ศ. 2536  เปนตน สําหรับกาซธรรมชาติที่ใชผลิตกระแสไฟฟาในปจจุบันนี้จะสรางมลภาวะ
ตอส่ิงแวดลอมต่ํากวาเชื้อเพลิงประเภทฟอสซิล นอกจากนั้นแลวเชื้อเพลิงหลักอีกตัวหนึ่งไดแก 
น้ํามันซึ่งเปนเชื้อเพลิงที่ตองอาศัยการนําเขาจากตางประเทศเชนกัน เมื่อป พ.ศ. 2516 และ                     
ในป พ.ศ. 2549  ราคาของน้ํามันปรับตัวสูงขึ้นเปนอยางมากทําใหเกิดสภาวะวิกฤตดานพลังงาน                     
ไดกลายเปนปญหาหลักที่สงผลกระทบตอเศรษฐกิจทั่วทุกมุมโลก  ทั้งนี้เนื่องจากเชื้อเพลิงประเภท
น้ํามันมีแหลงผลิตเฉพาะบางประเทศเทานั้น อีกทั้งปริมาณที่มีก็ลดนอยลงไปทุกทีเนื่องจากปริมาณ
การใชเพิ่มขึ้นตามประชากรของโลก โดยที่นักวิทยาศาสตรคาดการณถึงปริมาณของน้ํามันอาจหมด
ไปในระยะอีก 50 ปขางหนา หากไมมีการควบคุมปริมาณการใชที่ดี 
  จากสภาวะวิกฤตการณทางดานพลังงานของโลก ทําใหนักวิจัยไดตื่นตัวเกี่ยวกับการพัฒนา
พลังงานที่จะนํามาใชผลิตกระแสไฟฟาทดแทนเชื้อเพลิงประเภทฟอสซิล กาซธรรมชาติ และน้ํามัน  
พลังงานแสงอาทิตยเปนพลังงานอีกตัวหนึ่งที่นักวิทยาศาสตรใหความสนใจ ทั้งนี้เนื่องจากพลังงาน
ที่ไดจากแสงอาทิตยสามารถนํามาใชไดไมหมดสิ้น และไมจําเปนตองซ้ือหา โดยเฉพาะอยางยิ่ง
ประเทศที่ตั้งอยูในเขตละติจูต 30 N0และ 30 S0 หรือที่เรียกวาบริเวณ “SUNBELT” จะไดรับ
แสงอาทิตยที่มีคาความเขมของรังสีสูงกวาบริเวณอ่ืนๆ ของโลก ประเทศไทยของเราจัดอยูในเขต
ดังกลาวนี้ และมีคาความเขมรังสีรวมบนพื้นราบโดยเฉลี่ยประมาณ 18.2 MJ/m2- day ดังนั้นการนํา
พลังงานแสงอาทิตยมาใชงานดานตาง ๆ รวมถึงการผลิตกระแสไฟฟาโดยใชเซลลแสงอาทิตย             
เปนอีกแนวทางเลือกแนวทางหนึ่งที่นาสนใจ ในขณะนี้รัฐบาลไดมีนโยบายสงเสริมการหาพลังงาน
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อ่ืนๆ มาทดแทน  ภายใตการสนับสนุนและสงเสริมจากกรมสงเสริมและอนุรักษพลังงาน         
กระทรวงพลังงาน  ทั้งนี้เนื่องจากเราสามารถที่จะนําพลังงานแสงอาทิตยมาใชงานไดตลอดทั้งป               
ซ่ึงหนวยงานที่ไดทําการศึกษาคนควาการผลิตกระแสไฟฟาดวยเซลลแสงอาทิตย เชน การไฟฟา
สวนภูมิภาค การไฟฟาฝายผลิตแหงประเทศไทย เปนตน (รายงานการวิจัยที่ 50-61 การไฟฟา              
ฝายผลิตแหงประเทศไทย, 2544: 1-2) 
 ปจจัยหลักของการผลิตไฟฟาดวยเซลลแสงอาทิตยนั้น พลังงานที่ไดจะขึ้นอยูกับคาความเขม
ของรังสีจากดวงอาทิตย ซ่ึงคาความเขมของรังสีนั้นในแตละพื้นที่ที่ไดรับแสงในแตละเวลา               
ของแตละวันในปหนึ่งๆ นั้นจะมีคาแตกตางกัน สาเหตุหรือตัวการที่มีผลตอคาความเขมของรังสี          
เกิดจากการเปลี่ยนแปลงของสภาวะอากาศในแตละวัน เชน ในวันที่ทองฟามีเมฆมาก มีฝนตก 
ปริมาณคาความเขมแสงจะต่ํากวาในกรณีวันที่ทองฟาปรอดโปรง พลังงานที่ไดจะนอย อีกประการ
หนึ่งไดแกการเปลี่ยนแปลงทางฤดูกาล ตลอดไปจนถึงการเปลี่ยนแปลงของสภาพสิ่งแวดลอม                
ในบริเวณนั้น ตัวอยางเชน มีหมอกควัน มีฝุนละอองในอากาศมาก หรือเกิดมลภาวะ ซ่ึงอาจเปน
ฝมือของมนุษยหรือเปนการเปลี่ยนแปลงโดยเกิดจากธรรมชาติก็ตามลวนที่สงผลใหคาความเขม
รังสีเปลี่ยนแปลงไปทั้งส้ิน หากมาพิจารณาในทางกลับกัน สภาวะสิ่งตาง ๆ โดยรอบเปนปจจัย
สงผลใหคาความเขมของรังสีที่วัดไดเปล่ียนแปลงไป นั้นหมายถึงวาหากนําคาความเขมของรังสี            
ที่วัดไดมาพิจารณาศึกษาการเปลี่ยนแปลงอาจเปนผลใหเราไดทราบถึงสภาวะที่อาจเกิดขึ้นได                
ในอนาคต เชน การเปลี่ยนแปลงของฤดูกาลที่เปนผลมาจากคาความเขมรังสีเปล่ียนแปลงไปได
เชนกัน โดยนําคาความเขมรังสีที่วัดไดในชวงระยะเวลาที่ไมนอยกวา 3 ป มาทําการวิเคราะห 
 โครงขายประสาทเทียมหรือนิวรอลเน็ตเวิรค เปนสวนที่เกิดจากที่นักวิทยาศาสตรไดศึกษา
การทํางานของสมองมนุษย และจําลองแบบออกมาเปนแบบจําลองทางคณิตศาสตร ซ่ึงโครงขาย
ของประสาทเทียมนั้นสามารถจดจําคาขอมูล หลังจากที่มีการเทรนระบบดีแลว  และสามารถ
นําไปใชประโยชนในงานดานตางๆ เชนใชวิเคราะหขอมูล ใชพยากรณคาหรือส่ิงตางๆ ที่อาจ
เกิดขึ้นไดในอนาคต  ซ่ึงตัวอยางงานที่นําโครงขายประสาทเทียมไปใชงาน ไดแก ใชงานนํารอง
นักบิน สรางแบบจําลองเพื่อใชฝกนักบิน ใชพยากรณเพื่อการซื้อขายหุนในตลาดหุน และงาน                 
ดานอื่นๆ อีกหลายดาน ดังนั้นจากประโยชนของโครงขายประสาทเทียมสามารถนํามาใชเพื่อ                   
การพยากรณส่ิงตางๆ ได  จากขอดีของโครงขายประสาทเทียมหากนํามาใชพยากรณคาความเขม
การแผรังสีพลังงานแสงอาทิตย ผลที่ไดในครั้งนี้อาจเปนแนวทางที่ทําใหเราไดทราบถึงแนวโนม
การเปลี่ยนแปลงที่อาจเกิดขึ้นได ที่ เปนผลมาจากการเปลี่ยนแปลงคาความเขมการแผรังสี                          
ของดวงอาทิตย 
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 การประยุกตใชโครงขายประสาทเทียมเพื่อการพยากรณการเปลี่ยนแปลงคาความเขม                
ของปริมาณรังสีในครั้งนี้  มีเปาหมายหลักเพื่อตองการศึกษาขอมูลตลอดจนแนวโนมของการ
เปล่ียนแปลงคาความเขมการแผรังสีพลังงานแสงอาทิตย  ซ่ึงผลที่ไดสามารถนํามาใชเปนแนวทาง
ในการนําไปพิจารณาออกแบบระบบการผลิตกระแสไฟฟาดวยเซลลแสงอาทิตยในอนาคตใหเกิด
ประสิทธิภาพสูงสุดในการผลิตกระแสไฟฟาอีกทางหนึ่งดวย 
 
1.2 วัตถุประสงคของการวิจัย 
  เพื่อศึกษา และประยุกตใชทฤษฎีพื้นฐานของโครงขายประสาทเทียมในการพยากรณ
แนวโนมของพลังงานที่ไดจากแสงอาทิตย 
 
1.3   ขอบเขตของการวิจัย 
 ขอบเขตของการวิจัยมีดังนี้ 
 1.3.1  วิเคราะหขอมูลคาความเขมรังสีรวมของดวงอาทิตย  โดยนําขอมูลที่เก็บไดจากสถานี
วัดความเขมแสงในเขตพื้นที่ของประเทศไทย เปนระยะเวลาไมนอยกวา 3 ป มาทําการศึกษา
วิเคราะหโดยใชหลักการโครงขายประสาทเทียม          
  1.3.2   เก็บรวบรวมขอมูลคาความเขมรังสีรวมเพิ่มเติมในปที 4 หรือปตอไปเปนระยะเวลา     
3 เดือน เพื่อใชเปนตัวอางอิงทดสอบและเปรียบเทียบขอมูลที่ไดจากการพยากรณ 
 
1.4   นิยามศัพท 
 1.4.1  นิวรอลเน็ตเวิรค (Neural Network) หรือโครงขายประสาทเทียม หมายถึง แบบจําลอง
ทางคณิตศาสตรที่เกิดจากการศึกษาการทํางานของสมองมนุษย แลวจําลองรูปแบบมาเปนแบบทาง
คณิตศาสตร  ซ่ึงมีองคประกอบหลัก ไดแก อินพุต เวท ไบอัส ฟงชั่นโอนยาย และเอาพุต 
 1.4.2  อินพุต หมายถึง ขอมูลที่ปอนเขาสูเน็ตเวิรค เปนขอมูลชนิดตัวเลขที่อยูในรูปของ            
เมตริค  
 1.4.3  เวท หมายถึง คาหรือตัวเลขที่เปนคาประจําตัวของอินพุตแตละอินพุต 
 1.4.4  ไบอัส หมายถึง คาตัวเลขที่ใชเปนตัวกําหนดตําแหนงจุดเริ่มตนการเกิดคาของฟงชั่น 
 1.4.5  ฟงชั่นโอนยาย (Transfer Function) หมายถึง รูปแบบทางคณิตศาสตรที่ใชถายโอนคา  
ของอินพุตไปยังเอาพุต โดยปกติที่นิยมใชไดแก ฟงชั่นโอนยายฮารดลิมิต (Hard Limit Transfer           
Function) ฟงชั่นโอนยายเชิงเสน (Linear Transfer Function) และฟงชั่นโอนยายล็อกซิกโหมด  
(Log sigmoid Transfer Function) 
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 1.4.6  เทรนนิ่ง (Training) หมายถึง รูปแบบของการปอนขอมูลอินพุตใหกับเน็ตเวิรค            
เพื่อสอนใหเกิดการเรียนรูจําคาตามรูปแบบของการสอนนั้น 
 1.4.7  Backpropagation Algorithm หมายถึง รูปแบบของการเรียนรูของเน็ตเวิรค โดยที่
เน็ตเวิรคจะมีการปรับคาของเวทหลังการรับขอมูลที่ใชเทรน เพื่อใหไดคาของเอาพุตใกลเคียง         
กับคาของเปาหมายมากที่สุด 
 
1.5   ประโยชนท่ีคาดวาจะไดรับ 

1.5.1  ใชในการพยากรณสภาวะการแนวโนมปรากฏการณทางธรรมชาติที่อาจเกิดขึ้นได 
1.5.2  ผลที่ไดใชเปนแนวทางที่จะบอกถึงสภาวะแนวโนมการเปลี่ยนแปลงความเขม                   

ของการแผรังสีของดวงอาทิตย 
1.5.3  นําโปรแกรมของโครงขายประสาทเทียมมาประยุกตใชในการวิเคราะหขอมูล                  

เพื่อการพยากรณส่ิงที่จะเกิดขึ้นในอนาคต 
1.5.4  ใชเปนขอมูลในการศึกษาเกี่ยวกับพลังงานทดแทนที่ไดจากการแผรังสีพลังงาน

แสงอาทิตย และนํามาใชพิจารณาในการออกแบบระบบผลิตกระแสไฟฟาที่เหมาะสมโดยใช                   
เซลลแสงอาทิตย 
  

 



 
บทที่ 2 

เอกสารและงานวิจัยที่เกี่ยวของ 
 

2.1  รังสีดวงอาทิตย 
 โลกเปนดาวเคราะหดวงหนึ่งในระบบสุริยจักรวาลมีอายุประมาณสี่พันหารอยลานป พลังงาน
แสงอาทิตยที่สองมายังพื้นโลกไดสงผลใหเกิดการหมุนเวียนของระบบสิ่งมีชีวิต และเกิดฟอสซิล
เก็บสะสมอยูใตพื้นพิภพ หลังจากที่มีการคิดคนประดิษฐเครื่องจักรไอน้ําขึ้นมาใชงานโดยใช
เชื้อเพลิงชนิดฟอสซิล เชน น้ํามัน ถานหิน ตั้งแตป ค.ศ. 1765 เปนตนมาจนถึงปจจุบัน ปริมาณ
ทรัพยากรเชื้อเพลิงฟอสซิลไดลดลงอยางรวดเร็ว อีกทั้งการใชเช้ือเพลิงดังกลาวเปนไปในลักษณะ
การเผาใหมทางเคมี ซ่ึงสงผลใหเกิดมลภาวะเปนพิษในอากาศ เนื่องจากมีปริมาณของกาซ
คารบอนไดออกไซดในอากาศเพิ่มมากขึ้น ซ่ึงกาซนี้มีคุณสมบัติในการดูดกลืนพลังงานแสงอาทิตย 
จึงทําใหช้ันของบรรยากาศเบื้องบนรอบๆโลกอุนขึ้น สงผลใหเกิดการเปลี่ยนแปลงตอระบบของ
ส่ิงมีชีวิต   
 โลกอยูหางจากดวงอาทิตยเปนระยะทางประมาณ 1,495 x 108 กิโลเมตร คาของพลังงานรวม
ของดวงอาทิตยที่แผรังสีทั้งหมดประมาณ 3.8  x 1023  กิโลวัตต  พลังงานแสงจากดวงอาทิตยที่สอง
มายังโลกมีลักษณะเปนคลื่นแมเหล็กไฟฟา มีคาความสวางประมาณ 46,500 แคนเดลา มีพลังงาน
จากดวงอาทิตยเพียง 177 x 1012 กิโลวัตต เทานั้นที่เดินทางมายังโลกหรือคิดเทียบเปนรอยละ 100
ของพลังงานของโลก และถาพิจารณาจากพลังงานที่สองมายังโลกทั้งหมดรอยละ 100 นั้น มีคาของ
พลังงานจริงๆ ที่สงมาถึงพื้นผิวของโลกคาเพียง 125 x 1012 กิโลวัตต หรือคิดเปนรอยละ 70           
ของพลังงานเทานั้น  สวนพลังงานอีก 52 x 1012 กิโลวัตต หรือรอยละ 30 ของพลังงานจะถูกสะทอน
กลับออกไปสูหวงอวกาศ  พลังงานที่สองมาถึงผิวโลกและเปนพลังงานสวนที่พื้นดินไดรับมีคา
เทากับ 40 x 1012 กิโลวัตต หรือคิดเปนรอยละ 23  สวนที่เหลืออีกรอยละ 47 เปนพลังงานที่ลงสู 
สวนที่เปนพื้นน้ําหรือมหาสมุทรคิดเปนคาพลังงาน 85 x 1012 กิโลวัตต (การไฟฟาฝายผลิต                 
แหงประเทศไทย, 2544: 9)    
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2.2  ชนิดของรังสีดวงอาทิตยท่ีลงสูพื้นผิวโลก (Various  Components  of  Global  Radiation) 
 ชนิดของรังสีดวงอาทิตยที่สองผานทะลุบรรยากาศลงมาจนถึงพื้นผิวโลก หากพิจารณา
บริเวณจุดใดจุดหนึ่งที่ไดรับรังสี ลักษณะการกระจายของรังสีชนิดตางๆ ที่สําคัญประกอบดวยรังสี
ดังตอไปนี้ 
 2.2.1  รังสีตรง (Direct Radiation) หมายถึง รังสีตกกระทบพื้นโลกโดยตรงและไมเปล่ียน
ทิศทาง 
 2.2.2  รังสีกระเจิง (Scattered Radiation) หมายถึง รังสีที่มีทิศทางเปลี่ยนแปลงไปโดยการ
กระเจิงจากโมเลกุลของกาซตางๆ  และสารแขวนลอยในอากาศ 
 2.2.3  รังสีสะทอน (Reflected Radiation) หมายถึง รังสีที่มีทิศทางเปลี่ยนแปลงไปโดยการ
สะทอนจากเมฆ 
 รังสีที่ตกกระทบพื้นที่ใดพื้นที่หนึ่งนั้นประกอบดวยรังสีสามชนิดเขาดวยกันเปนรังสีรวม
(Total Solar Radiation) หรือเรียกวา รังสีรวม (Global Radiation)        
 
 
 
 
 
 
 
 
 

 
 

ภาพที่ 2-1  ชนิดของรังสีดวงอาทิตยที่ลงสูพื้นผิวโลก 
 
 การศึกษาเกี่ยวกับการแผรังสีของดวงอาทิตยนั้น เครื่องมือพื้นฐานที่นิยมใชวัดฟลักซของรังสี
ดวงอาทิตย  โดยที่ชนิดของรังสีที่วัดไดเปนชนิดรังสีตรง รังสีกระเจิง และรังสีสะทอน ทั้งสามชนิด
รวมกันเปนรังสีทั้งหมดของดวงอาทิตย (Total Solar Radiation) หรือที่เรียกวา รังสีรวม (Global 
Radiation) นั้น เครื่องมือดังกลาว เรียกวา Pyranometer โดยหนวยความเขมของคาพลังงานรังสีมีคา
เปน MJ/m2 (เมกกะจูลตอตารางเมตร) ซ่ึงรังสีที่วัดไดนั้นเปนรังสีที่มียานความยาวของคลื่นแสง        
อยูในชวง 0.4 - 2.5 ไมโครเมตร นอกจากนั้นยังมีเครื่องมือวัดที่ใชสําหรับการศึกษาในขั้นสูง          
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ทางฟสิกสของพลังงานงานดานรังสีดวงอาทิตย ไดแก ไพฮีลีโอมิเตอร (Pyrheliometer) ใชวัดรังสี
ตรงจากดวงอาทิตย แอลบีโดมิเตอร (lbedometer) ใชวัดรังสีสะทอน ยูวีโดซิมิเตอร (UV Dosimiter)
ใชวัดรังสีอุลตราไวโอเลต เปนตน 
  
2.3  นิวรอลเน็ตเวิรค  (Neural  Networks) 
  นิวรอลเน็ตเวิรคหรือเรียกอีกอยางวาโครงขายประสาทเทียม (Artificial Neural Network) 
เกิดขึ้นจากนักวิทยาศาสตรไดทําการศึกษาการทํางานของสมองมนุษย  สวนประกอบของระบบ
ประสาทของมนุษยนั้นจะประกอบดวยระบบหลัก ๆ สามระบบดวยกัน ดังแสดงในภาพที่ 2-2 
ไดแก ระบบสวนการรับรู (Receptrons) ทําหนาที่รับรูสัมผัสจากสิ่งแวดลอมภายนอกของรางกาย
แลวจะเปลี่ยนสัญญาณเปนคล่ืนไฟฟาสงผานสัญญาณขอมูลไปยังสวนที่สองหรือสมอง (Neural  
Net) ซ่ึงทําหนาที่แปลสัญญาณคลื่นไฟฟาที่ไดรับ แลวสงผลที่ไดไปยังสวนผลลัพย (Effectors)        
เพื่อสงออกไปสูสวนเอาพุตสนองตอส่ิงที่ไดรับรู 
  

 
 
 

ภาพที่  2-2  Block Diagram  แสดงถึงระบบการรับรูของมนุษย 
 
   สมอง ประกอบดวยนิวรอน (Neuron) หรือเซลลสมองซึ่งเปนหนวยพื้นฐานที่ประกอบเปน
เนื้อเยื่อสมอง  นิวรอนมีสวนประกอบสําคัญคือตัวเซล (Cell Body) ที่มีนิวเคลียสอยูภายใน ถัดจาก
ตัวเซล คือแอกซอน (Axon) และเดนไดรต (Dendrites) เปนเสนใยประสาททําหนาที่รับสงสัญญาณ
ประสาท ซ่ึงเดนไดรตประกอบดวยเสนใยประสาทจํานวนมากอยูรอบๆ ตัวเซลลทําหนาที่รับ
สัญญาณประสาทจากเซลอื่นๆ สวนแอกซอนเปนเสนใยประสาทเสนเดี่ยวยื่นออกจากตัวเซล            
ทําหนาที่สงสัญญาณประสาทออกจากเซลไปยังเซลอื่นๆ ที่สวนปลายของแอกซอน จะแยกเปน
แขนงเรียกวา Axonal Arborization ซ่ึงสวนปลายของ Axonal Arborization มีจุดเชื่อมตอเล็กๆ 
เรียกวาจุดประสานประสาท (Synapses) ในแตละ Axonal Arborization มีจํานวนจุดประสาน
ประสาทไมเทากันซึ่งทําใหเกิดระดับการเชื่อมตอ (Connection Strength) ที่ไมเทากัน อีกทั้งจํานวน
จุดประสานประสาทดังกลาวสามารถเปลี่ยนแปลงไดตลอดชวงชีวิต ซ่ึงระดับการเชื่อมตอนี้คือ
ความสามารถในการจํา (Memory) ความคิด (Thinking) ฯลฯ ของสมองโดยการเรียนรู (Learning) 
ทําใหจํานวนจุดประสานประสาทเปลี่ยนแปลงได ดังแสดงในภาพที่ 2-3 
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Nucleus 
Axonal Arborization 

Synapses 

Cell Body or Soma 

Dendrite 

Synapse 

Axon from another cell 

Axonal 

ภาพที่  2-3  แสดงเซลลประสาทในสมองมนุษย 
 
 หลังจากที่นักวิทยาศาสตรศึกษาจนเขาใจหลักการประมวลผลของสมองแลวไดสราง
แบบจําลองทางคณิตศาสตร (Mathematics Model) ขึ้นมาเพื่อจําลองแบบการทํางานของเซลลสมอง
ของมนุษย เรียกวาเครือขายนิวรอล (Neural Networks) ซ่ึงมีแผนภาพของโนด (Node) พื้นฐาน        
ดังภาพที่ 2-4 
 
 

∑

 
 
 
 
 
 

ภาพที่ 2-4  Node พื้นฐานของ  Neural  Network 
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2.4  หลักการของนิวรอลเน็ตเวิรค 
  นิวรอลเน็ตเวิรคเปนระบบที่มีสวนประกอบซึ่งจําลองรูปแบบการทํางานจากระบบของสมอง
มนุษย  หนาที่และการทํางานของนิวรอลสามารถสรางใหมีขนาดใหญและสามารถเทรน (Train) 
ระบบเพื่อการนําไปใชงานเฉพาะได  หลักการทํางานของนิวรอลจะอาศัยการปรับคาเวท (Weight) 
ในระบบ ดังแสดงในภาพที่ 2-5  การทํางานของนิวรอลจะมีการเปรียบเทียบเอาพุต (Output) ของ
นิวรอลที่ไดกับคาของเปาหมาย (Target) ที่กําหนด หากในกรณีที่ไดคาเอาพุตมีคาแตกตางหรือ          
ไมเทากับคาเปาหมาย  ระบบของนิวรอลจะทําการปรับคาของเวท (Weight) ไปจนกวาคาของเอาพุต 
(Output) ตัวใหมมีคาเทากับคาเปาหมาย (Target) ซ่ึงการเทรนนิวรอลเพื่อใหระบบมีการเรียนรู 
(Learning) ตองมีขอมูลที่ปอนเขาหรือขอมูลที่เปนอินพุต (Input) และคาที่ใชเปนคาเปาหมาย 
(Target) เพื่อใชในการเปรียบเทียบนั้นจะตองมีการจัดขอมูลใหเปนไปแบบคูลําดับ เพื่อใชใน          
การเทรนเน็ตเวิรค 
  
              
 
 
 
 
 

           ภาพที่ 2-5  แสดงหลกัการของนิวรอลเน็ตเวิรค 

∑

 

 
2.5  ประโยชนและการประยุกตนิวรอลเน็ตเวิรคเพื่อการใชงาน 
  นิวรอลเน็ตเวิรคสามารถนําไปประยุกตใชงานไดในหลาย ๆ สาขา  ประโยชนของนิวรอล
เน็ตเวิรคนั้นไดมีการนําไปประยุกตใชงานในสาขาตาง ๆ   ดังนี้ (Howard Demuth and Mark Beale, 
1994: 12) 
 งานดานอวกาศ ใชงานในระบบนํารองนักบิน ระบบจําลองและควบคุมการบิน    
 งานดานยานยนต ใชงานระบบนําทางอัตโนมัติ 
 งานดานการธนาคาร ใชงานดานการตรวจสอบการอานเอกสาร ประมาณการเครดิต 
 งานดานการเงิน ใชงานดานสินเชื่อ วิเคราะหงานเครดิต พยากรณอัตราแลกเปลี่ยน 
 งานดานบันเทิง ใชงาน Animation, Special effects  
 งานดานอุตสาหกรรม ใชในงานพยากรณคาตางๆ ในกระบวนการผลิต 

งานดานประกันภัย ประยุกตใชในงานประมาณเพื่อลดตนทุนต่ําสุด ประมาณการกรมธรรม 
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2.6 รูปแบบของนวิรอนเน็ตเวิรค  (Neuron Network Modeling) 
 2.6.1 รูปแบบของนิวรอล นิวรอลเน็ตเวิรคจะประกอบดวยสวนประกอบหลักๆ ดังนี้           
สวนแรกเปนสวนอินพุต (Input) ของเน็ตเวิรคแทนดวยสัญลักษณตัวอักษร P  ซ่ึงจะอยูในรูปของ
เวคเตอร โดยอินพุตแตละตัวจะมีคาของเวท (Weight) ประจําอินพุต แทนดวยอักษรตัว W  ผลคูณ    
ที่เกิดจากการคูณคาเวทกับคาอินพุตแตละคาจะนํามารวมกัน (Summing) ณ จุดรวมสัญญาณ  
จากนั้นจะนําผลคูณที่ไดทั้งหมดมารวมกับคาของไบอัส (Bias) ซ่ึงแทนดวยตัวอักษร b แลวสง    
ผลรวมที่ไดผานไปยังชั้นโอนยาย (Transfer Function) แทนดวยสัญญักษณ  f  และออกไปสวน            
เอาพุตของระบบ ดังแสดงไดในภาพที่ 2-6     
 
 
 
 
 
 
 
                                         

        

∑

ภาพที่ 2-6  แสดงสวนประกอบของของนิวรอน 
 

จากภาพที่ 2-6 เอาพุตของนิวรอลสามารถเขียนเปนสมการไดดังนี ้
 

a  =  ƒ(Wp + b)  (2-1) 
 

 2.6.2  ฟงชั่นโอนยาย (Transfer Functions) ฟงชั่นโอนยายที่ใชในนิวรอลเน็ตเวิรค นิยมใชอยู
สามรูปแบบ ไดแก ฟงชั่นโอนยายฮารดลิมิต (Hard Limit Transfer Function) ฟงชั่นโอนยายเชิงเสน 
(Linear Transfer Function) และฟงชั่นโอนยายล็อกซิกโหมด (Log sigmoid Transfer Function)  
 ฟงชั่นโอนยายฮารดลิมิต (Hard Limit Transfer Function) แสดงในภาพที่ 2-7 จะกําหนด        
คาเอาพุตของนิวรอนเปนดังนี้ ถาอินพุต n ของนิวรอนมีคานอยกวา 0 คาเอาพุต a ทีไดจะมีคาเปน 0 
และถา n มีคาเทากับ 0 หรือมากกวา 0 คาเอาพุตจะมีคาเปน 1   
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                                ภาพที่ 2-7  แสดงสัญลักษณ  Hard Limit Transfer Function 

 

 
จากภาพที่ 2-7  เอาพุตของนวิรอลสามารถเขียนเปนสมการไดดังนี ้

 
 (2-2) 

 
 

 ฟงชั่นโอนยายเชิงเสน (Linear Transfer Function) หรือฟงชั่นโอนยายแบบลิเนีย ใชงานเพื่อ
การประมาณคาที่เปนแบบเชิงเสน 
 
 

                                    
 
 

 

ภาพที่ 2-8  แสดงสัญลักษณ  Linear Transfer  Function 
 

จากภาพที่ 2-8  เอาพุตของนวิรอลสามารถเขียนเปนสมการไดดังนี ้
 
 
 (2-2) 
 
 

1 ,  if  n  ≥  0 

0 ,  Otherwise 
a   =   

n ,  if  n  >  0 

0 ,  if  n  =  0 a   =   

-n ,  if  n  >  0 
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 ฟงชั่นโอนยายล็อกซิกโหมด (Log Sigmoid Transfer Function) สามารถรับอินพุตคาตางๆ 
ไดทั้งคาที่เปนบวกและคาที่เปนลบ และใหเอาพุตในยาน 0 ถึง 1 ฟงชั่นโอนยายแบบ Log Sigmoid      
 ใชใน  Backpropagation Network   
 
 
 
 

 
                           

ภาพที่ 2-9  แสดงสัญลักษณ  Log sigmoid Transfer Function 

 

 
จากภาพที่ 2-9 เอาพุตของนิวรอลสามารถเขียนเปนสมการไดดังนี ้

 
 (2-4) 

      1 

1 + exp(-n) 
a   =   

 
  

 2.6.3  ช้ันของนิวรอล (Layer) นิวรอล ประกอบดวยช้ันมากกวาหนึ่งชั้น ในแตละชั้นของ
นิวรอลจะประกอบไปดวยนิวรอนหลายๆ ตัวได  แตนิวรอลหนึ่งชั้นนั้นประกอบดวยอินพุต คาเวท 
และคาไบอัส  ผลที่ไดจากการคูณระหวางคาเวทกับอินพุตแตละคูจะนํามารวมกับคาไบอัสในชั้น  
หลังจากนั้นจะสงสัญญาณที่รวมแลวเขาฟงชั่นโอนยายและสงไปสูช้ันถัดไป  ตัวอยางนิวรอลแบบ
ช้ันเดียวประกอบดวยจํานวนนิวรอนหลายๆ ตัว แสดงในภาพที่ 2-10 ในที่นี้นิวรอลจะมีอินพุต
จํานวน R ตัว  และมีจํานวนของนิวรอนจํานวน S ตัว    
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ภาพที่ 2-10   แสดงนวิรอลแบบชั้นเดยีว 

∑

∑

∑

{ { { {

 

 
จากภาพที่ 2-10 เอาพุตของนวิรอลสามารถเขียนเปนสมการไดดังนี ้

 

 a  =   f(Wp+b) (2-5) 
 

 นิวรอนชนิดหลายชั้น (Multiple Layers of Neurons) นิวรอลเน็ตเวิรคหลายชั้น ในแตละชั้น
จะมีเวทเมตริต W มีไบอัสเวคเตอร b และมีเอาพุตเวคเตอร a  ตัวอยางของเน็ตเวิรคแบบสามชั้น
แสดงตามภาพที่ 2-11 ช้ันที่ 1 ถึงชั้นที่ 2 รวมกันเรียกวา ฮิตเดนเลเยอร (Hidden Layer) สวนชั้นที่ 3 
เรียกวาเอาพุตเลเยอร (Output Layer) 
 

p 1

p 2
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∑
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∑
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∑
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∑
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∑
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3
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3

3

3

3

3
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W 3

 

 
 
 
 
 
 
 
 
 

ภาพที่ 2-11   แสดงนวิรอนแบบหลายชัน้ 
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  จากภาพที่ 2-11 เอาพุตของนิวรอลสามารถเขียนเปนสมการไดดังนี้ 
 

 a  =  f (W3f(Wf(W1p+b1)+b2)+b3) (2-6) 
 

2.7   ฟดฟอรเวิดเน็ตเวิรค (Feedforward Network) 
 พิจารณาสวนตางๆ ของฟดฟอรเวิดเน็ตเวิรค แสดงตามภาพที่ 2-12 โดยมีจํานวนของนิวรอน
จํานวน S ตัวและมีจํานวนอินพุต R อินพุต แทนสมการเอาพุตและอินพุตดังนี้ 
 
 
 
 
 
 
 
 
                   (ก)  แสดงการตอเน็ตเวิรค                             (ข)  บล็อคไดอะแกรม 

( )WxΓX(t) O(t)

 

 
ภาพที่ 2-12  แสดงนิวรอลชนิดฟดฟอรเวดิเน็ตเวิรคแบบชั้นเดียว 

 
  =      …..        เปนเอาพุตเวคเตอร                 (2-7)                                  o [ 1o 2o So ] t           
 x  =      …..         เปนอินพุตเวคเตอร [ 1x 2x Rx ] t

เวท Wij ของนวิรอนตัวที ่i ตอกับอินพุตตวัท่ี j  ดังนั้นสามารถเขียนสมการของนิวรอนตัวที่ iไดดังนี้ 

 ,        สําหรับ   i   =  1, 2, …,S                                         (2-8) j

R

j
iji xwnet ∑

=

=
1

การถายโอนที่ไมเปนเชิงเสน เมื่อปอนอินพุต P จํานวน R ตัว เอาพุตที่ไดในแตละตัวของนิวรอน
จํานวน S ตัว ผลของการ Mapping ที่ไดในการถายโอนของเน็ตเวิรคเปน 

 ƒ         สําหรับ   i   =  1, 2, …,S            (2-9)                                 =io ),( xwt
i

และคาเวทเวคเตอรของเอาพุตแตละคาเปน 
 Δiw [ 1iw    …            (2-10)                        2iw iRw ] t                   
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เมื่อ เปนเมตริกโอเปอรเรเตอรแบบไมเปนเชิงเสน ผลการ Mapping อินพุตสเปซ P สูเอาพุตสเปซ 
 ของเน็ตเวิรคจะได 
Γ

a

                           (2-11)                       ][Wxo Γ=      
เมื่อ  เปนเวทเมตริก หรือเรียกอีกอยางวา คอนเน็คช่ันเมตรกิ (Connection Matrix) w

 
           
                                      W  Δ                                                        (2-12)     
                                          
 
 
                              
                                   [.]  Γ Δ                                                              (2-13)                            

W11  W12  . . .  W1R

W21  W22  . . .  W2R 

        .  .  . 
WS1  WS2  . . .  WSR

ƒ(.)     0    . . .     0 
0      ƒ(.)   . . .     0 
        .  .  . 
0         0    . . .   ƒ(.)    

 . 
 . 
 . 

 . 
 . 
 . 

 . 
 . 
 . 

 . 
 . 
 . 

 
 
 
กรณีที่ฟดฟอรเวิดไมมกีารหนวงเวลาระหวาอินพุตและเอาพุต สามารถเขียนสมการในชวงขณะนี้
ไดตามสมการที่  
                             (2-14)     )]([)( tWxto Γ=

                                        
2.8  การเรียนรู และการปรับปรุงคา (Learning and Adaptation) 
 การเรียนรูของนิวรอนเน็ตเวิรคเปนการ Mapping ระหวางอินพุตและเอาพุตของเน็ตเวิรค 
ทั้งนี้การออกแบบสวนที่สัมพันธกันหรือตัวจําแนกของเน็ตเวิรคจะขึ้นอยูกับพื้นฐานของการเรียนรู
ความสําพันธของการถายโอนคาจากอินพุตไปสูคาเอาพุตตามกลุมตัวอยางที่กําหนดใหในลักษณะ
ของคูลําดับ ขอบเขตของการจําแนกแตละปญหาจะเปนไปตามหลักทฤษฎีการประมาณคา  
 การเรียนรูแบบแบบซุปเปอรไวซ เลินนิ่ง (Supervised Learning) และแบบอันซุปเปอรไวซ
เลินนิ่ง (Unsupervised Learning)   

การเรียนรูแบบซุปเปอรไวซ เลินนิ่งเปนการเรียนรูเสมือนวามีครูผูสอน (Teacher) คอยกํากับ 
ดูแล สามารถแสดงไดตามภาพที่ 2-12 (ก) คาของเอาพุตจะขึ้นอยูกับการนําคา t ของระบบที่เกิดจาก
การเตรียมโดยครูมาเปนตัวกําหนดการตัดสินใจ จากนั้นระบบจะปรับปรุงคาของเวทเพื่อลดคา
ผิดพลาดระบบใหนอยลง การเรียนรูอีกแบบหนึ่งเรียกวาการเรียนรูแบบอันซุปเปอรไวซ เลินนิ่ง
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หรือเปนการเรียนรูแบบที่ไมมีครูผูสอนคอยกํากับดูแล แสดงตามภาพที่ 2-12 (ข) ดังนั้นเอาพุต        
ไดจากการตัดสินใจซึ่งจะเปนไปโดยไมทราบวาคาที่ไดนั้นถูกหรือผิดไปจากคาเปาหมาย คาที่ได       
จึงไมสามารถนํามาใชเพื่อปรับปรุงพฤติกรรมของระบบได   การเรียนรูแบบอันซุปเปอรไวซเลินนิ่ง
ตัวอยางการนําไปใชงาน เชนนําไปใชเพื่อการจําแนกขอบเขตหรือการกระจายของขอมูลเปนตน 
 
 
 
 
 
 
 
 
       (ก)  การเรียนรูแบบซุปเปอรไวซเลินนิง่            (ข)  การเรียนรูแบบอันซุปเปอรไวซเลินนิ่ง   

Adeptive 
NetworkX O

 

                  
ภาพที ่ 2-13  บล็อกไดอะแกรมแสดงชนดิของการเรียนรู 

 
2.9   กฎการเรียนรูของเน็ตเวิรค (Learning Rules) 
 กฎการเรียนรูสามารถนํามาประยุกตใชในการเทรนเน็ตเวิรคตามเงื่อนไขเฉพาะได กฎของ
การเรียนรูแบงออกเปน 2 แบบ ไดแกแบบซุปเปอรไวซเลินนิ่ง และแบบอันซุปเปอรไวซเลินนิ่ง  
การเรียนรูแบบซุปเปอรไวซเลินนิ่งจะตองมีการจัดเตรียมกลุมขอมูลแบบคูลําดับ ในที่นี้ให p เปนคา
อินพุต  สวน t เปนคาเอาพุตเปาหมายหรือเปนคาที่ตองการ เมื่อปอนอินพุตและคาเปาหมายเขาสู
ระบบแลว เน็ตเวิรคจะทําการเปรียบเทียบเอาพุตที่ไดกับคาเปาหมายที่กําหนด โดยที่เน็ตเวิรคจะทํา
การปรับคาเวทและคาไบอัสเพื่อที่จะใหเกิดคาของเอาพุตตัวใหมขึ้นและใหมีคาเขาใกลคาเปาหมาย
ใหมากที่สุด  เรียกกฎการเรียนรูแบบนี้วาการเรียนรูแบบซุปเปอรไวซเลินนิ่ง รูปแบบการเรียนรูแบบ
อันซุปเปอรไวซ เลินนิ่ง  คาของเวทและคาไบอัส จะปรับปรุงคาตามการเปลี่ยนแปลงของคาอินพุต
อยางเดียวจะไมมีคาเปาหมายใหใชเปรียบเทียบเหมือนของแบบซุปเปอรไวซ เลินนิ่ง  
          กฎการเรียนรูทั่วๆไปของนิวรอลเน็ตเวิรคที่ไดจากการศึกษา ในที่นี้เมื่อใหเวทเวคเตอร  

[w=iw i1  wi2   . . . win] 
t  เพิ่มขึ้นอยางมีสัดสวนกับผลคูณของอินพุตเวคเตอร x  และสัญญาณ         

การเรียนรู r และสัญญาณการเรียนรู r  เปนสวนของฟงชั่น wi , x  สัญญาณสอนหรือเปาหมายเปน di  
โดยสามารถแสดงตามภาพที่ 2-14 
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ภาพที่ 2-14  แสดงการเรียนรูของเวท (di  จะมีเฉพาะการเรียนรูแบบซุปเปอรไวซเลินนิง่) 

Δ

 

                                     
),,( ii dxwrr =   (2-15) 

เมื่อ x เปนอินพุตเวคเตอร o เปนเอาพุตเวคเตอร และ d เปนคาเปาหมายที่ตองการ การปรับคา          
ของเวทเวคเตอร wi จะเกิดขึ้นในขั้นการเรียนรูในแตละชวงของเวลา t สามารถเขียนเปนสมการ           
การเรียนรูไดเปน 

)()](),(),([)( txtdtxtwcrtw iii =Δ   (2-16) 
c  มีคาเปนบวก เรียกวาคาคงที่ของการเรียนรู (Learning constant) เวทเวคเตอรจะปรับคาตามเวลา 
 t ของขั้นตอนการเรียนรู 

)()](),(),([)()1( txtdtwtwcrtwtw iiii +=+   (2-17) 
อักษรตัวหอยทายแสดงชวงของการเทรนในแตละสเต็ป ในแตละสเตป็ k ของการเทรนจะได 

kk
i

kk
i

k
i

k
i xdxwcrww ),,(1 +=+    (2-18) 

คาเวทที่ไดเปนคาในแตละชวงเวลาและไมตอเนื่อง เวลาการเรียนรูที่ตอเนื่องสามารถเขียนไดเปน 

)(
)(

tcrx
dt

tdwi =    (2-19) 

 
2.10  คาเฉลี่ยความผิดพลาด (Mean Square Error) 
 คาเฉล่ียความผิดพลาดของเน็ตเวิรค เปนคาผลรวมของคาเฉลี่ยความผิดพลาดยกกําลังสอง
หรือเรียกวา Least Mean Square error (LMS) ที่เกิดจากการเทรนเน็ตเวิรคแบบซุปเปอรไวซเลินนิ่ง 
การเรียนรูตองมีการเตรียมชุดของขอมูลใหกับเน็ตเวิรคเพื่อใชในการปรับพฤติกรรมระบบโดย
จัดเตรียมขอมูลเปนชุดๆ ดังนี้ 

  {p1 ,t1} , {p2 , t 2} , {p3 , t3} ……. {pQ ,tQ}  (2-20) 
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เมื่อ pQ เปนอินพุตของเน็ตเวิรค tQ เปนคาเปาหมายที่ตองการของเอาพุตเน็ตเวิรคจะรับคาอินพุต  
แลวใหคาเอาพุตออกมาเพื่อเปรียบเทียบกับคาของคาเปาหมายที่กําหนดใหเดิม คาผิดพลาดที่ได
คํานวนจากคาเอาพุตของเน็ตเวิรคลบดวยคาเปาหมาย  แตเราตองการลดผลรวมคาเฉลี่ยของคา    
ความผิดพลาดใหนอยที่สุด   
 

 MSE   =  
Q
1 ∑

=

Q

K 1
e (k)2   =    

Q
1 ∑

=

Q

K 1
(  t(k) -  a(k) )2   (2-21) 

 

เมื่อ  a  เปนคาเอาพุตของเน็ตเวิรค 
 
2.11  Backpropagation 
  Backpropagation เปนขั้นตอนวิธีของการเรียนรูของเน็ตเวิรควิธีหนึ่งที่นิยมใชใน Multilayer 
perceptron หรือที่เรียกอีกอยางวา Widrow-Hoff learning rule ซ่ึงเน็ตเวิรคจะทําการปรับคาของเวท
หลังจากใสรูปแบบขอมูลสําหรับเทรนใหแกเน็ตเวิรคในแตละคร้ังแลวเสร็จ คาเอาพุตของเน็ตเวิรค
จะถูกนําไปเปรียบเทียบกับผลที่คาดหวัง แลวทําการคํานวณหาคาความผิดพลาด ซ่ึงคาความ
ผิดพลาดนี้ จะถูกสงกลับเขาสูเน็ตเวิรคเพื่อใชปรับปรุงคาเวทตอไป 
  Backpropagation Algorithm เปนขั้นตอนการเทรนเชิงระบบ ซ่ึงมีอยูดวยกันหลายรูปแบบ  
โดยแบบที่งายที่สุดเพื่อการปรับคาของ Backpropagation learning คาของเวทและคาไบอัสจะถูกลด
คาลงอยางเร็วและใหมากที่สุด  คา Gradient จะมีคาเปนลบ และในแตละรอบของการคํานวณจะได
สมการดังนี้ 
 X k + 1  =   X k   -   α k  g k    (2-22) 
ในที่นี ้X k + 1 เปนคาเวทตวัใหม X k เปนคาของเวทตัวเกา α k เปนคาอัตราการเรียนรู (Learning rate)   
และ g k เปนคา Gradient  
 การปรับปรุงคา Gradient  มีอยู 2 วิธีที่แตกตางกัน ไดแกแบบ Incremental mode และแบบ  
Batch mode ในโหมด Incremental mode นั้น คาของ Gradient จะมีการคํานวนคาและจะปรับคา
ของเวทหลังจากที่มีการปอนอินพุตแตละคาแลวเสร็จ สวนในโหมด Batch mode นั้นจะตองปอน
อินพุตทั้งหมดใหกับเน็ตเวิรคกอนถึงจะมีการปรับคาของเวทและคาของไบอัส 
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2.12   นิวรอลเน็ตเวิรคและการพยากรณ  
 รูปแบบของนิวรอลเน็ตเวิรค (Pattern of network) ที่นํามาใชงานเพื่อการพยากรณขอมูลนั้น 
โดยหลักแลวจะเปนวิธีที่แกไขปญหาอยางเปนขั้นเปนตอน โดยเน็ตเวิรคจะทําการเปลี่ยนแปลงคา
หรือปรับคาที่ไดของระบบเพื่อใหไดคาของเอาพุตไปสูคาหรือใหใกลเคียงกับคาของเปาหมาย           
มากที่สุด สําหรับรูปแบบของเน็ตเวิรคนั้น กอนทําการสรางหรือออกแบบจะตองทําความเขาใจ 
Dynamic ของระบบ ขอมูลและเปาหมายที่ตองการของผูออกแบบ  การวิจัยคร้ังนี้เปนการใช
เน็ตเวิรคมาวิเคราะหขอมูลที่ไมเปนเชิงเสน กรณีที่มีการปอนขอมูลเปนเซ็ตหรือกลุม จํานวนของ
ขอมูลในแตละกลุมผูออกแบบสามารถกําหนดเองได โดยจํานวนและกลุมของขอมูลจะมีผล
โดยตรงตอเวลาที่ใชเทรน และคาความผิดพลาดของระบบ  ตัวอยางในกรณีที่ตองการเทรนขอมูลที่
เปนกลุมหรือเปนเซ็ต เซ็ตละ 4 ขอมูล และมีเอาพุตจํานวน  1 เอาพุต สามารถเขียนความสัมพันธ
ของขอมูลอินพุตและเอาพุตที่ไดเปนดังนี้ 
 

    (2-23) ))4(),3(),2(),1(()1( ppppFy =

     (2-24) ))5(),4(),3(),2()2( ppppFy =

   (2-25) ))6(),5(),4(),3(()3( ppppFy =
 

                                                        
   ))3(),2(),1(),(()( +++= npnpnpnpFny  (2-21) 
 

เมื่อ         เปนเอาพุตของเน็ตเวิรค y

               เปนอินพุตของเนต็เวิรค   p

                เปนลําดับที่ของขอมูล n

และคาที่เปนเปาหมายของระบบเปน 
    (2-26) )5()1( pT =

   (2-27) )6()2( pT =
 

                                
)1()( += npnT    (2-28) 

 

เมื่อ   T       เปนคาเปาหมาย (Target ) 
               เปนอินพุตของเนต็เวิรค   p

                เปนลําดับที่ของขอมูล n
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หลังจากปอนขอมูลเขาระบบเพื่อทําการเทรนแลว นิวรอลเน็ตเวิรคจะทําการปรับคาของเวท            
เพื่อใหไดคาของเอาพุตเขาใกลคาเปาหมายใหมากที่สุด ดังนั้นคาของเวทจะเปนดังนี้ 

 
ij

ij w
Ekw

∂
∂

=Δ   (2-29) 

เมื่อ k เปนคา Acceleration และ E  เปนผลรวมยกกําลังสองของคาที่เกิดจากคาเปาหมายลบดวย        
คาของเอาพุต  ในกรณีที่มีจํานวนขอมูลทั้งหมดจํานวน R  ขอมูล คาความผิดพลาดของระบบเปน 

 2

1
)(

2
1

n

R

n
n TyE −= ∑

=

   (2-30) 

 
2.13 งานวิจัยท่ีเก่ียวของ 
 การทําวิจัยในครั้งนี้ ผูวิจัยไดศึกษาบทความและงานวิจัยที่เกี่ยวของกับเรื่อง เพื่อนําความรูมา
ประยุกตใชงานและเพื่อการพยากรณคาตาง ๆ โดยใชนิวรอลเน็ตเวิรค ดังนี้ 
 Andreas Draeger,  Sebastian Engell,  and Horst Ranke (1995: 61-66) ทําการวิจัยเร่ือง Model 
Predictive Control Using Neural Networks  หรือการพยากรณโดยการใชนิวรอลเน็ตเวิรค ซ่ึงได
ออกแบบนิวรอลเน็ตเวิรคเพื่อนําไปใชในการพยากรณคาของขอมูลระบบถังผสมที่ใชเรงปฎิกริยา
กรดใหเปนกลางในหองทดลอง โดยใช Feedforward network และใชอัลกอลิทึ่ม DMC ควบคุมคา 
pH ขอมูลที่ใชเทรนระบบจะไดจากการวัดคาอินพุตและเอาพุตที่ไดจากระบบจริงไดใชตัวควบคุม
แบบ PI   การเทรนเน็ตเวิรคใชหลักของ Adaptive Backpopagation  ผลจากการทดลองพบวาเมื่อนํา
คาที่ไดจากวิธีการพยากรณดวยนิวรอลเน็ตเวิรคมาใชในการทํากรดใหเปนกลางจะใหผลดีกวาการ
ใช การควบคุมระบบแบบ PI  
 S. Vassileva, B. Tzvetkova, C. Katranoushkova. L. Losseva (2000: 363-367) ทําการวิจัย
เร่ือง Neuro-fuzzy prediction of uricase product โดยไดออกแบบระบบเพื่อการพยากรณคาที่ใช        
ในการผลิต Uric โดยใชหลักการของนิวรอลเน็ตเวิรค ฟสซี่ และวิธีไฮบริดรวมกัน ซ่ึงเน็ตเวิรคที่ได
สามารถใชในการแกไขปญหาที่ยุงยาก ซับซอน และการวิเคราะหขอมูลที่เปนเชิงซอน รวมถึงใชกับ
ขอมูลที่มีตัวแปรหลายๆ ตัวและไมเปนไปในเชิงเสนได เทคนิคในการปรับปรุงวิธีการพยากรณ
แบบใหมนี้เปนผลที่นํารูปแบบของฟสซี่มาใชในสวนโครงสราง เชนเดียวกันกับสวนของโครงขาย
ประสาทเทียมที่สามารถใชคํานวนคาที่ใหความแมนยําสูง รูปแบบการพยากรณแบบใหมที่ได            
สามาถใชในการพยากรณคาในการผลิต Uric ไดดีมาก 
 Mellit A., Benghanem M., Bendekhis M.(2005) ทําการวิจัยเร่ือง Aritificial Neural Network 
Model for Prediction Solar Radiation Data : Application for Sizing Stan-alone Photovoltaic 
Power System. โดยออกแบบนิวรอลเน็ตเวิรคเพื่อใชทําการวิจัยการแผรังสีพลังงานแสงอาทิตย ดวย
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วิธี Radial Basis Function (RBF) ที่มีนิวรอล 9 โหนดและ 1 ฮิตเดนเลเยอร ขอมูลที่ใชเทรนเน็ตเวิรค
เปนขอมูลคาความเขมการแผรังสีดวงอาทิตยในแตละวันกับคาอุณหภูมิของอากาศในชวงเวลานั้น 
ซ่ึงวิธีการพิจารณาจะเปนการพยากรณแบบ Time series จํานวนของขอมูลท่ีใชเทรนระบบมีจํานวน 
300 คา ซ่ึงเปนคาของขอมูลจริงที่จัดเก็บได บริเวณประเทศเอลจีเรียในชวงป ค.ศ. 1980-2000        
โดยกําหนดคาเฉลี่ยความผิดพลาดระบบหรือคาผิดพลาดที่เปนผลตางระหวางคาจริงที่วัดไดกับคา     
ที่ไดจากการพยากรณไวไมเกิน 1.5% และคา Correlation coefficient สําหรับ Vaditation Data           
ที่ 98.9% การประยุกตใชงานของนิวรอลเน็ตเวิรคในครั้งนี้ เพื่อนําไปใชในการหาขนาดของแผง          
โซลาเซลลเพื่อใชผลิตกระแสไฟฟาแบบแผงเดียว ที่จะออกแบบเพื่อใชงานในป ค.ศ. 2001 ตอไป 
ผลที่ไดคาความผิดพลาดเฉลี่ยอยูที่ 1.34%  แตเน็ตเวิรคที่ไดเมื่อทดสอบโดยใชขอมูลในการเทรน
มากกวา 300 ขอมูล จะใชเวลาในการเทรนนาน 
 F. Declercq and R. De Keyser (1996: 20-28) ทําการวิจัยเร่ือง Comparative Study of Neural  
Predictors in Model Base Predictive control โดยทําการเปรียบเทียบชนิดของนิวรอลเน็ตเวิรค             
ที่นํามาใชในการพยากรณ 3 แบบ ไดแก Feedforward neural network  แบบ Radial Based neural  
network และแบบ Elman neural network โดยการเทรนดวยขอมูลเปนขั้นๆ และขอมูลแบบสุม  
แบบ Feedforward neural network  จะเลือก 1 ฮิตเดนเลเยอร และใชฟงกช่ันโอนยายแบบ Tanh 
(สําหรับในชั้นของฮิตเดนเลเยอรตองทดสอบ โดยปกติจะใช 5 – 10 ตัว ที่ไดผลดี) เอาพุตแบบลิเนีย 
Feedforward neural network ใชการเทรนแบบ Backpropagation training rule จะไดผลดีในเรื่อง
ของเวลาที่ใชเทรน การเริ่มตนเทรนดวยที่คาไมเหมาะสมอาจเปนผลใหไดคาที่ผิดพลาดสูง วิธีแกไข
ตองกําหนดคาเริ่มตนของเวทและคาไบอัส สําหรับ Radial Based neural network เลือกฮิตเดน           
เลเยอร 1 ช้ัน และใชฟงชั่นโอนยายแบบ Gaussian มีเอาพุตแบบลิเนีย เวลาที่ใชในการเทรนจะ         
เร็วกวาสวนเน็ตเวิรคแบบ Elman neural network จะมีลักษณะเชนเดียวกับ Feedforward neural 
networkใชหลักการเทรนแบบ Backpropagation  เพียงแตจะมีการปอนกลับเพิ่มเขามาในชั้นของ         
ฮิตเดน แบบนี้จะใชเวลานานมากในการเทรนและคาความผิดพลาดมีคาสูงกวาสองแบบแรก 
 ในงานวิจัยนี้ไดศึกษาการออกแบบนิวรอลเน็ตเวิรคเพื่อใชในการพยากรณคาความเขมการแผ
รังสีพลังงานแสงอาทิตย โดยพิจารณาจากการทํางานทั้งขอดีและขอเสียในแตละแบบของการเทรน
ขอมูล การกําหนดรูปแบบการเทรน และวิธีการของนิวรอลเน็ตเวิรคแบบตาง ๆ ที่สามารถนํามา
ประยุกตใชสําหรับการพยากรณ   ทั้งนี้ เพื่อชวยในการลดเวลาของการเทรนและใหไดคา               
ความผิดพลาดของระบบที่ต่ําใหมากที่สุด 
 

 



 
บทที่  3 

ข้ันตอนการดําเนินการวิจัย 

 
การดําเนินการวิจัยคร้ังนี้เปนการวิจัยเพื่อศึกษาขอมูลคาความเขมการแผรังสีพลังงาน

แสงอาทิตย โดยผูวิจัยไดรวบรวมขอมูลคาความเขมการแผรังสีพลังงานแสงอาทิตยในเขตพื้นที่ของ
ประเทศไทย ซ่ึงระยะเวลาของขอมูลที่ไดรวบรวมไมนอยกวา 5 ป และไมเจาะจงวาเปนพื้นที่หนึ่ง
พื้นที่ใดโดยเฉพาะ โดยหนวยงานที่ไดทําการวัดและจัดเก็บขอมูลที่เปนคาความเขมแสง ไดแก   
กรมอุตุนิยมวิทยา  การไฟฟาฝายผลิตแหงประเทศไทย  คณะวิทยาศาสตรมหาวิทยาลัยศิลปากร
วิทยาเขตพระราชวังสนามจันทร  เปนตน  ทั้งนี้ในแตละหนวยงานจะมีการวัดคาของความเขม           
การแผรังสีพลังงานแสงอาทิตยเฉพาะพื้นที่ตามที่หนวยงานสนใจเทานั้น 

สําหรับขั้นตอนของการดําเนินการวิจัย  ผูวิจัยไดดาํเนินการตามขั้นตอนดังตอไปนี้  
-  การเก็บและรวบรวมขอมลู 
-  กําหนดรูปแบบของการเทรนเน็ตเวิรค 
-  ออกแบบนิวรอลเน็ตเวิรค 
-  ออกแบบโปรแกรม 
-  ทดสอบโปรแกรม 
-  คํานวณคาของพลังงาน 
-  เปรียบเทยีบผล 
 

3.1  การเก็บและรวบรวมขอมูล 
ขอมูลคาความเขมของการแผรังสีพลังงานแสงอาทิตยในประเทศไทย มีหนวยงานที่วัดคา

และเก็บรวบรวมขอมูลพลังงานแสง เชน กรมอุตุนิยมวิทยาทําการวัดคาความเขมแสงชนิดรังสีตรง          
ในภาคกลางในบริเวณพื้นที่ที่ตั้งสํานักงานที่บางนา  การไฟฟาฝายผลิตแหงประเทศไทย ทําการวัด
และรวบรวมขอมูลคาความเขมแสงชนิดรังสีตรงในเขตพื้นที่ของภาคเหนือที่สถานีวัดคาความเขม
แสงแมฮองสอน ภาคใตที่จังหวัดภูเก็ต และอีกหนวยงานหนึ่ง คือมหาวิทยาลัยศิลปากรวิทยาเขต
พระราชวังสนามจันทรทําการจัดเก็บขอมูลคาความเขมแสงชนิดรังสีตรงในพื้นที่ของมหาวิทยาลัย  
ที่จังหวัดนครปฐมซึ่งเปนเขตภาคกลาง ภาคเหนือท่ีเชียงใหม ภาคตะวันออกที่อุบลราชธานี ภาคใต
ที่สงขลา เปนตน จากการรวบรวมขอมูลจากหนวยงานขางตนในแตละหนวยงาน พบวาขอมูลที่ได
บางหนวยงานมีการขาดหายไปในบางชวงของการบันทึกทําใหขอมูลท่ีไดไมสมบูรณ เชน ของกรม
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อุตุนิยมวิทยา ขอมูลที่บันทึกไวในชวงระหวางป พ.ศ. 2542-2546  ขาดหายไปคอนขางมาก         
ทั้งนี้เนื่องจากในบางชวง มีการซอมบํารุงเครื่องวัดและไมมีเครื่องวัดสํารอง ทําใหขอมูลในบางชวง
ขาดหายไป จากการรวบรวบขอมูลทั้งสามหนวยงาน เฉพาะขอมูลที่ไดจากมหาวิทยาลัยศิลปากร
วิทยาวิทยาเขตพระราชวังสนามจันทร จังหวัดนครปฐมมีความสมบูรณมากสุด โดยเปนขอมูลท่ีได
เฉพาะพื้นที่ในเขตของภาคกลางในบริเวณมหาวิทยาลัย สําหรับเขตอื่นๆ นั้นสวนใหญจะเปนขอมูล
ที่ไมสมบูรณและมีการขาดหายบางชวงระยะเวลา  จึงไมสามารถนํามาใชศึกษาวิเคราะหได อยางไร
ก็ตามแมขอมูลที่ไดรับในครั้งนี้เปนขอมูลคา ความเขมแสงในเขตพื้นที่ของภาคกลางเพียงภาคเดียว 
ก็เปนการเพียงพอที่จะนําขอมูลที่มีอยูนี้มาเพื่อใชทําการศึกษาวิจัย 
 

3.2 กําหนดรูปแบบของการเทรนเน็ตเวิรค 
 เน็ตเวิรคจะตองกําหนดรูปแบบการเทรนเพื่อใหเน็ตเวิรคเกิดการเรียนรูจากขอมูล การกําหนด
รูปแบบของการปอนขอมูลเขาสูเน็ตเวิรคเพื่อที่จะเทรน การนําคาของพลังงานแสงมาวิเคราะหดวย
นิวรอลเน็ตเวิรคมีตัวแปรอยูหลายตัวซ่ึงตัวแปรเหลานั้นไดแก ป เดือน วัน และเวลา ตัวแปรทั้งหมด
จะตองพิจารณาเพื่อเลือกวาสวนไหนเปนอินพุตของระบบ และตองกําหนดใหมีสวนที่เปนเอาพุต
ของเน็ตเวิรคจํานวนกี่เอาพุต แตละเอาพุตทําหนาที่แสดงผลอะไร การทําวิจัยคร้ังนี้ไดมีการกําหนด
รูปแบบของการเทรนและการพยากรณขอมูลคาความเขมพลังงานแสงอาทิตยไวเปน 3 รูปแบบ   

-  เลือกเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเปนรายป ทําการพยากรณขอมูลปถัดไป  
-  เลือกเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเปนรายเดือน ทําการพยากรณขอมูล  

เฉพาะเดือนนั้นของปถัดไป 
-  เลือกเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเปนรายสัปดาหเฉพาะหนึ่งสัปดาห           

ทําการพยากรณขอมูลวันที่แปดของสัปดาห 
3.2.1  เลือกเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเปนรายป  ทําการพยากรณขอมูล 

ของปถัดไป เปนการกําหนดรูปแบบการเทรนขอมูลใหกับเน็ตเวิรคโดยใชขอมูลคาความเขม           
ของพลังงานแสงที่สามารถเลือกเวลาใดๆ ก็ไดตั้งแต 5.00 น. จนถึง 18.00 น. โดยเลือกเอาเพียง             
หนึ่งชวงเวลามาทําการเทรน ทั้งนี้สามารที่จะเลือกปริมาณของขอมูลวาจะใชขอมูลเพียงปเดียว    
สองป สามป หรือใชขอมูลทั้งสี่ปรวมกันก็ไดมาทําการเทรน  ซ่ึงหลังจากทําการเทรนเน็ตเวิรคแลว
จะใชเน็ตเวิรคที่ผานการเทรนแลวพยากรณขอมูลคาความเขมแสงของปถัดไป เชน ใชขอมูล             
คาความเขมของพลังงานแสงอาทิตยที่เวลา 9.00 น. ของป พ.ศ. 2542 ทําการเทรน จากนั้นให
เน็ตเวิรคทําการพยากรณคาความเขมพลังงานแสงอาทิตยที่เวลา 9.00 น. ของป พ.ศ. 2543 หรือเลือก
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ขอมูลป พ.ศ. 2542 กับป พ.ศ. 2543 รวมกันสองปมาเทรนระบบ และทําการพยากรณขอมูลของป  
พ.ศ. 2544 เปนตน 

3.2.2  เลือกเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเปนรายเดือน ทําการพยากรณขอมูล
เดือนนั้นของปถัดไป รูปแบบนี้จะเปนการนําขอมูลท่ีเวลาใดเวลาหนึ่งเฉพาะเดือนใดเดือนหนึ่งของ
ปมาทําการเทรน หรือเปนขอมูลเฉพาะเดือนนั้นเดือนเดียวหลาย ๆ ปมาทําการเทรน จากนั้นจะให
เน็ตเวิรคทําการพยากรณขอมูลคาความเขมแสงสําหรับเดือนนั้นของปถัดไป เชน ใชขอมูลเวลา 
11.00 น. ของเดือนเมษายน ป พ.ศ. 2542  มาทําการเทรน จากนั้นจะทําการพยากรณคาความเขมแสง
ของเดือนเมษายน ป พ.ศ. 2543 หรือใชขอมูลคาความเขมแสงที่เวลา 11.00 น. ของเดือนเมษายน        
ป พ.ศ. 2542-2544 มาทําการเทรนจํานวนสามป  แลวทําการพยากรณขอมูลคาความเขมแสง          
ของเดือนเมษายนของป พ.ศ. 2545 เปนตน 

3.2.3  เลือกเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเฉพาะหนึ่งสัปดาห  ทําการพยากรณ 
ขอมูลวันที่แปดที่เปนวัดถัดไปจากขอมูลที่นํามาใชเทรน เชน เลือกขอมูลคาความเขมพลังงาน
แสงอาทิตยตั้งแตเวลา 5.00 น. ถึงเวลา 18.00 น. ของสัปดาหที่หนึ่งของเดือนมกราคม ป พ.ศ. 2542 
มาทําการเทรนโดยใชคาความเขมแสงตั้งแตวันที่ 1 ถึงวันที่ 7  มาทําการเทรน หลังจากนั้นจะทําการ
พยากรณคาความเขมของแสงวันที่ 8 ของเดือนมกราคมป พ.ศ. 2542 เปนตน 
 

3.3  ออกแบบนิวรอลเน็ตเวิรค 
          การเทรนขอมูลจะตองกําหนดจํานวนขอมูลท่ีปอนเขาเน็ตเวิรค และจํานวนของเอาพุต 
สําหรับในการวิจัยคร้ังนี้ไดกําหนดจํานวนของอินพุตจํานวน 4 อินพุต และจํานวนเอาพุต 1 เอาพุต 
เนื่องจากลักษณะคาของขอมูลความเขมพลังงานแสงอาทิตยไมเปนเชิงเสน จึงเลือกใชฟงชั่น
โอนยายเลือกใชเปนชนิด Logsig  ดังภาพที่ 3-1 
  
 
 
 
 
 
 
 
 

ภาพที่ 3-1 แสดงแบบนวิรอลเน็ตเวิรคที่ใชเทรนขอมูลตามขอ 3.2.1 และ 3.2.2 
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จากภาพที่ 3-1 เน็ตเวิรคที่ออกแบบมีจํานวนอินพุต 4 อินพุต มีฮิตเดนเลเยอร (Hidden Layers) 
จํานวน 2 ฮิตเดนเลเยอร และมีเอาพุต 1 เอาพุต  ทั้งนี้จํานวนของฟงชั่นโอนยายในแตเลเยอรและ
จํานวนของฮิตเดนเลเยอรจะมีผลตอการเทรน ในกรณีที่เน็ตเวิรคมีจํานวนของฟงชั่นในแตละเลเยอร
มากจะทําใหคาของการเทรนถูกตองมากขึ้น ในเวลาเดียวกันหากมีจํานวนของฮิตเดนเลเยอรมาก     
จะใชเวลาในการเทรนนาน ทั้งนี้การเลือกจํานวนฟงชั่น และจํานวนเลเยอรที่ใชในการเทรนขอมูล
เพื่อใหไดความถูกตองของเอาพุตมากที่สุด ในขณะเดียวกันควรใชเวลาในการเทรนที่เหมาะสมดวย  

สําหรับการเทรนขอมูลคาความเขมพลังงานแสงอาทิตยเฉพาะหนึ่งสัปดาห  และทําการ
พยากรณขอมูลคาความเขมแสงวันถัดไปนั้น  จํานวนของอินพุตที่ใชเพื่อปอนขอมูลใหเน็ตเวิรคจะ
แตกตางจาก 2 แบบขางตน  ทั้งนี้เนื่องจากขอเปนขอมูลคาความเขมพลังงานแสงตั้งแตเวลา 6.00 น. 
ถึงเวลา 18.00 น.ซ่ึงเปนการวัดขอมูลในระยะเวลาที่หางกัน 1 ช่ังโมง จํานวน 14 ช่ัวโมง ในหนึ่งวัน 
ดังนั้นขอมูลที่ใชเปนอินพุตของเน็ตเวิรคจะมีจํานวน 14 อินพุต ตามเวลาที่เก็บคาความเขมแสง         
ในหนึ่งวัน สวนเอาพุตจะมีจํานวน 14 เอาพุต เชนเดียวกัน ซ่ึงเน็ตเวิรคแสดงไดตามภาพที่ 3-2 
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ภาพที่ 3-2  แสดงแบบเน็ตเวิรคที่ใชเทรนขอมูลตามขอ 3.2.3 
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3.4  การออกแบบโปรแกรม 
           ขั้นตอนการออกแบบโปรแกรม เนื่องจากตองการที่จะเทรนขอมูลเปน 3 รูปแบบดวยกัน        
คือ เทรนขอมูลแบบเปนรายป เทรนแบบเปนรายเดือน และเทรนแบบสัปดาห  ดังนั้นการเทรนทั้ง       
3 แบบ จะมีลักษณะและขอกําหนดของการเทรนที่แตกตางกันอยูบาง ขั้นตอนการออกแบบ
โปรแกรมจึงขึ้นอยูกับเงื่อนไขของแตละแบบ ทั้งนี้กอนที่จะทําการออกแบบตัวโปรแกรมซึ่งเปน
โปรแกรมหลักในการเทรนขอมูลทั้ง 3 รูปแบบนั้น ไดทําการออกแบบโปรแกรมที่ใชทดสอบเทรน
ขอมูลเพื่อที่จะหาคาที่เหมาะสมที่จะเลือกนํามาใชที่ใหคาความผิดพลาดและใชเวลาในการเทรน
นอยสุด จากการทดสอบหาจํานวนของอินพุตที่เหมาะสม จํานวนของฟงชั่นในแตละเลเยอร เพื่อให
ไดคาผิดพลาดและเวลาที่เหมาะสมสามารถสรุปผลในการทดสอบไดตามตารางที่ 3-1 
 
ตารางที่ 3-1  แสดงการเปรยีบเทียบคา MSE และเวลาทีไ่ดที่อินพุตและที่ฮิตเดนเลเยอรตางๆ 
 

TEST 
 NO. 

TOTAL 
DATA 

INPUT LAYERR1
logsig 

LAYER2 
logsig 

LAYER3 
purelin 

MSE TIME 
(Sec) 

1 1095 2 2 2 1 0.4115 374.39 
2 1095 2 2 4 1 0.4152 366.70 
3 1095 2 4 4 1 0.3997 543.56 
4 1095 4 4 4 1 0.4034 542.40 
5 1095 2 4 6 1 0.4037 686.21 
6 1095 4 4 6 1 0.4006 680.00 
7 1095 6 6 6 1 0.3878 888.82 
8 1095 2 2 8 1 0.4177 623.99 
9 1095 2 4 8 1 0.3972 916.63 

10 1095 2 6 8 1 0.3968 1224.00 
11 1095 2 8 8 1 0.3823 1631.60 
12 1095 4 4 8 1 0.3988 896.09 
13 1095 4 6 8 1 0.3874 1222.50 
14 1095 4 8 8 1 0.3796 1645.30 
15 1095 6 8 8 1 0.3766 1632.00 
16 1095 8 8 8 1 0.3655 1638.60 
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      จากตาราง 3-1 เปนผลที่ไดจากการทดสอบ โดยปอนขอมูลเขาโปรแกรมโดยมีโครงสราง
ของเน็ตเวิรคตามภาพที่ 3-1  คาที่ไดจากการทดสอบในครั้งที่ 3  กับการทดสอบในครั้งที่ 4 ผลที่ได

จากการทดสอบโปรแกรม คา Mean Square Error และเวลาที่ใชต่ํากวาคาอื่นๆ สําหรับในครั้งที่ 3 

คาของ Mean Square Error ต่ํากวาครั้งที่ 4 เล็กนอย แตเวลาที่ใชจะมากกวา ดังนั้นจึงพิจารณา
เลือกใชจํานวนของคาตางๆ ในเน็ตเวิรคตามที่ทดสอบไดในครั้งที่ 4 คือ เลือกอินพุตของนิวรอน
เน็ตเวิรคเปน 4 อินพุต จํานวน 2 ฮิตเดนเลเยอร แตละเลเยอรมี 4 ฟงชั่นโอนยาย Logsig จํานวน             
4 ตัว และมี 1 เอาพุตเลเยอรเปนฟงชั่น Purelin เพื่อใชสําหรับการเทรนขอมูลตามหัวขอ 3.2.1         
และ 3.2.2 โปรแกรมที่ใชในการเทรนขอมูลและใชในการพยากรณคาความเขมการแผรังสีพลังงาน
แสงอาทิตยจะแบงเปน 3 โปรแกรมดวยกัน ซ่ึงโปรแกรมแรกจะใชเทรนขอมูลตามวิธีที่ไดกลาว        
ในขอ 3.2.1 โปรแกรมสวนที่สองเปนการเทรนขอมูลตามขอ 3.2.2 และแบบสุดทายเปนการเทรน
ขอมูลตามขอ 3.2.3  การทํางานของโปรแกรมที่ใชในการเทรนคาความเขมการแผรังสีพลังงาน
แสงอาทิตยที่ใชขอมูลเปนปในการเทรนและพยากรณคาของความเขมของพลังงานหนึ่งป                 
ในปถัดไปสามารถแสดงไดตาม Flow chart ในภาพที่  3-3 
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ภาพที่ 3-3 แสดง Flow Chart  ของโปรแกรมใชเทรนขอมูลรายป 
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ภาพที่ 3-3 แสดง Flow Chart  ของโปรแกรมใชเทรนขอมูลรายป (ตอ) 
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ภาพที่ 3-4  แสดง Flow  Chart  ของโปรแกรมใชเทรนขอมูลรายเดือน 
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ภาพที่ 3-4  แสดง Flow  Chart  ของโปรแกรมใชเทรนขอมูลรายเดือน (ตอ) 
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ภาพที่ 3-5  แสดง Flow  Chart  ของโปรแกรมใชเทรนขอมูลรายสัปดาห 
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3.5 ทดสอบโปรแกรม 
 หลังจากที่ไดทําการออกแบบตัวโปรแกรมแลวทดสอบโปรแกรมเพื่อทําการตรวจสอบ          
การทํางานของเน็ตเวิรคโดยตรวจสอบการทํางานของโปรแกรมดังนี้ 

-  จํานวนอินพตุและเอาพุตทีแ่สดงในสวนของคําส่ัง MATLAB หลังทดสอบโปรแกรมเสร็จ 
-  ตําแหนงของขอมูล และคาจริงของขอมูลที่ปอนเขาเนต็เวิรค  
-  เงื่อนไขและขั้นตอนของการทํางานตรงตามที่ไดกําหนดไว 
-  คาความผิดพลาดหลังการเทรน 
-  เวลาทั้งหมดที่ใชในการเทรน 
-  กราฟที่ไดหลังการเทรน 

 การทํางานของโปรแกรมทั้งหมดนี้จะขึ้นอยูกับรูปแบบของเน็ตเวิรคที่นํามาใชเทรนและ
ขึ้นอยูกับจํานวนของขอมูล  ขั้นตอนการทดสอบโปรแกรมหลักๆ แลวจะมุงเนนที่จะตรวจสอบผล 
หลังจากการทดสอบโปรแกรม  เลือกทดสอบโดยใชจํานวนของขอมูลไมมากนัก 
 
3.6  คํานวณคาของพลงังาน 

ขั้นตอนนี้เปนการคํานวณเพื่อหาคาพลังงานที่เกิดจากการแผรังสีพลังงานแสงอาทิตยที่วัดได
บนพื้นโลกในชวงเวลาตลอดทั้งวัน ตั้งแต 5.00 น. จนถึง 18 .00 น. คาของพลังงานทั้งหมดนั้นเปน
ผลรวมที่ไดจากการรวมพลังงานที่วัดไดในแตละเวลามารวมกัน  ดังนั้นในกรณีที่ตองการทราบวา
ใน 365 วัน หรือ 1 ปนั้น คาของพลังงานทั้งหมดตลอดทั้งปมีคาเทาไหร ก็ใหนําคาพลังงานในแตละ
วันมารวมกันกอน แลวนํามารวมกันทั้ง 365 วัน อีกครั้งหนึ่ง ก็จะไดคาของพลังงานที่เกิดจากการแผ
รังสีดวงอาทิตยตลอดทั้งป    

สําหรับคาพลังงานรวมที่ไดซ่ึงเปนผลของเน็ตเวิรคหลังจากการเทรนแลว จะไดคาพลังงาน       
ที่เปนการพยากรณได  คาพลังงานรวมที่ไดจากการพยากรณสามารถหาไดดวยวิธีเดียวกันกับ
พลังงานที่วัดไดจริงขางตน 
 
3.7  เปรียบเทียบผลท่ีได 

ผลที่ไดของคาพลังงาน ทั้งในสวนที่วัดไดจริงและในสวนที่พยากรณไดจากนิวรอลเน็ตเวิรค
จะนําคาของพลังงานทั้งสองสวนนี้มาทําการเปรียบเทียบกัน ทั้งนี้จะทําการเปรียบเทียบพลังงาน
เฉพาะในปที่ 4  ซ่ึงเปนปที่จะนําขอมูลในปนี้มาใชเปนตัวอางอิงเพื่อดูผลของการพยากรณ 

 



 
บทที่ 4 

ผลของการวิจัย 

 
ในการดําเนินการวิจัยครั้งนี้ เมื่อทําการออกแบบโปรแกรมแลวจึงทําการเทรนขอมูลใหกับ

นิวรอลเน็ตเวิรคซึ่งไดจัดทําโปรแกรมไวในแตละรูปแบบที่ไดออกแบบ ปรากฏผลการทดสอบ
โปรแกรม ดังนี้ 
 
4.1  การเทรนขอมูลคาความเขมแสงเปนรายป  

4.1.1  เทรนเน็ตเวิรคดวยขอมูลเปนรายปจะใชขอมูลเปนรายปในการเทรน หรือเลือกขอมูล
มากกวาหนึ่งปในการเทรน สําหรับการทําวิจัยคร้ังนี้ผูวิจัยไดนําเสนอสวนของการเทรนขอมูล   
จํานวน 3 ป คือขอมูลของป พ.ศ. 2543 ถึง พ.ศ. 2545 ในการเทรนและพยากรณขอมูลคาความเขม
ของแสงที่ไดในป พ.ศ. 2546   
 

 
 

ภาพที่ 4-1  ภาพแสดงหนาจอคอมพิวเตอรขณะทําการเทรนขอมูลแบบรายป 
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ภาพที่  4-2  แสดงหนาจอคอมพิวเตอร หลังจากที่ทําการเทรนขอมูลแลวเสร็จ 
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โปรแกรมนิวรอลเน็ตเวิรคที่ออกแบบสามารถทําการเทรนขอมูลไดจํานวน 4 ป โดยสามารถ
เลือกจํานวนขอมูลที่ใชเทรนไดตั้งแตหนึ่งปขึ้นไป หรือหลายปที่ตอเนื่องมารวมกันได จนถึง 4 ป 
หลังจากที่ทําการเทรนขอมูลเสร็จ จะทําการพยากรณคาความเขมแสงในชวงของปถัดไป ลักษณะ
ของโปรแกรมจะพยากรณคาความเขมพลังงานแสงเปนชวงระยะเวลาในแตละวันซ่ึงสามารถเลือก
เวลาที่จะพยากรณไดตั้งแต 5.00 น- 18.00 น.  

การทําวิจยัคร้ังนี้ไดกําหนดขอบเขตการวจิัยโดยกําหนดจํานวนขอมูลคาความเขมการแผรังสี
พลังงานแสงอาทิตยที่นํามาใชศึกษาวเิคราะหดวยหลักการของนิวรอลเน็ตเวิรคไวเปนจํานวนขอมลู
ที่ไมนอยกวาระยะเวลา 3 ป และเก็บขอมูลเพิ่มเติมที่จะนาํมาใชเปนตวัอางอิงเปรียบเทียบกับเอาพุต
ที่ไดของเน็ตเวิรคเปนการเพิม่เติมอีก 3 เดอืนเปนอยางนอย  สําหรับขอมูลที่ใชในการทําวิจัยเปนขอ
มูลคาความเขมการแผรังสีพลังงานแสงอาทิตยจํานวน 5 ป ซ่ึงเปนขอมูลที่เก็บเมื่อป พ.ศ.2542-2546 
ขอมูลที่ใชเทรนเน็ตเวิรคเฉพาะขอมูลป พ.ศ. 2542- 2545 สําหรับป พ.ศ. 2546 จะใชเปนตัวอางองิ 
เปรียบเทียบกบัเอาพุตที่ไดของเน็ตเวิรค 

เพื่อความสอดคลองกับขอบเขตการทําวิจัย  ผูวิจัยจะนําเสนอผลที่ไดจากการใชขอมูลของป 
พ.ศ. 2543 ถึงป พ.ศ. 2545 เทานั้น หรือเปนเวลา 3 ป ที่จะนํามาใชในการเทรน สวนขอมูลของป
ตอไป คือปที่ 4  หรือป พ.ศ. 2546 จะใชเปนตัวเปรียบเทียบผลลัพธ  ทําการเทรนเน็ตเวิรคและ 
หลังจากเสร็จขั้นตอนการเทรนในแตละครั้ง โปรแกรมจะแสดงการเปรียบเทียบคาจริงกับคาที่
เปนเอาพุตของเน็ตเวิรค ทั้งในสวนที่เปนการเทรน และสวนที่พยากรณไดแสดงออกมาที่หนาจอ
ของคอมพิวเตอรเปนลักษณะรูปกราฟ และสวนของขอมูลที่แสดงจะพิจารณาเฉพาะในสวนที่เปน
คาของการพยากรณ  โดยหลังจากทดสอบโปรแกรมในแตละชวงของเวลาที่เลือก จะไดภาพแสดง
การเปรียบเทียบผล จากการพยากรณคาความเขมของพลังงานแสงจากนิวรอลเน็ตเวิรคเทียบกับคาที่
วัดไดจริง ดังภาพที่ 4-3  ถึง ภาพที่ 4-16 
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ภาพที่ 4-3  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 5.00 น. ของป  พ.ศ. 2546 
 
 

 
 

ภาพที่ 4-4  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 6.00 น. ของป  พ.ศ. 2546 
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ภาพที่ 4-5  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 7.00 น. ของป  พ.ศ. 2546 

 
 

 
 

ภาพที่ 4-6  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 8.00 น. ของป  พ.ศ. 2546 
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ภาพที่ 4-7  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 9.00 น. ของป  พ.ศ. 2546 

 
 

 
 
ภาพที่ 4-8  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 10.00 น. ของป  พ.ศ. 2546 
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ภาพที่ 4-9  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 11.00 น. ของป  พ.ศ. 2546 

 
 

 
 
ภาพที่ 4-10  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 12.00 น. ของป  พ.ศ. 2546 
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ภาพที่ 4-11  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 13.00 น. ของป  พ.ศ. 2546 

 
 

 
 
ภาพที่ 4-12  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 14.00 น. ของป  พ.ศ. 2546 
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ภาพที่ 4-13  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 15.00 น. ของป  พ.ศ. 2546 

 
 

 
 
ภาพที่ 4-14  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 16.00 น. ของป  พ.ศ. 2546 
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ภาพที่ 4-15  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 17.00 น. ของป  พ.ศ. 2546 

 
 

 
 

ภาพที่ 4-16  แสดงคาความเขมแสงจริง กบั คาจากการพยากรณ  ทีเ่วลา 18.00 น. ของป  พ.ศ. 2546 
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จากกราฟที่แสดง กําหนดใหแกนนอนแทนจํานวนวันใน 1 ป และแกนตั้งแทนคาความเขม
ของการแผรังสีพลังงานแสงอาทิตยที่มีหนวยวัดเปนเมกกะจูล / ตารางเมตร โดยกราฟที่ไดจะแสดง
คาความเขมแสงในแตละชวงเวลา เชน คาความเขมแสงตั้งแตเวลา 5.00 น - 18.00 น.  มีกราฟที่ได
จากการทดสอบโปรแกรมทั้งหมด 14  ภาพกราฟ   

4.1.2   คํานวณคาพลังงาน  คาของพลังงานที่เกิดจากการแผรังสีของดวงอาทิตยนั้น ผลรวม
ของพลังงานตลอดทั้งป สามารถหาคาไดจากขอมูลคาความเขมแสงที่วัดได ซ่ึงดูไดจากภาคผนวก ก 
โดยขอมูลที่รวบรวมในระยะเวลาตั้งแตป พ.ศ. 2542 – 2546 สามารถแสดงคาพลังงานแตปดัง         
ตารางที่  4-1  

 
ตารางที่ 4-1  แสดงคาพลังงานรวมแตละป ของพลังงานแสงที่วดัไดจริงระหวางป พ.ศ. 2542-2456 

 

 พ.ศ. 2542 พ.ศ. 2543 พ.ศ. 2544 พ.ศ. 2545 พ.ศ. 2546 

คาพลังงานรวม  
เมกกะจูล ตอตารางเมตร 

6,479.906 6,509.63 6,384.329 6,350.993 6,762.765 

 
คาของพลังงานการแผรังสีพลังงานแสงอาทิตยในแตละปยังสามารถแสดงเปนกราฟได       

ดังภาพที่ 4-17 
 

 
 

ภาพที่ 4-17  แสดงคาความเขมพลังงานแสงที่วัดไดจริงของป  พ.ศ. 2542 
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ภาพที่ 4-18  แสดงคาความเขมพลังงานแสงที่วัดไดจริงของป  พ.ศ. 2543 
 

 

 
 

ภาพที่ 4-19  แสดงคาความเขมพลังงานแสงที่วัดไดจริงของป  พ.ศ. 2544 
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ภาพที่ 4-20  แสดงคาความเขมพลังงานแสงที่วัดไดจริงของป  พ.ศ. 2545 
 
 

 
 

ภาพที่ 4-21  แสดงคาความเขมพลังงานแสงที่วัดไดจริงของป  พ.ศ. 2546 
 

พิจารณาคาความเขมของพลังงานแสงของป พ.ศ. 2542 จากกราฟในภาพที่ 4-17 คาความเขม
ของพลังงานแสงที่เกินกวา 20 เมกกะจูลตอตารางเมตร ซ่ึงดูไดจากยอดกราฟจะอยูในชวงของเดือน
มีนาคม- เมษายน และในชวงปลายป  มีอัตราการเปลี่ยนแปลงคอนขางสูงในป พ.ศ. 2543  และ    
พ.ศ. 2544  คายอดที่สูงกวา 20 เมกกะจูลตอตารางเมตร มีปริมาณลดลง และจะเพิ่มปริมาณในป 
พ.ศ. 2546  ซ่ึงการเปลี่ยนแปลงของกราฟที่ไดเปนการแสดงใหเห็นวาชวงเวลาของฤดู แตละปที่        
ไมแนนอนโดยปกติแลวพลังงานแสงจะใหคาความเขมสูงสุดในฤดูรอน และใหคาความเขม
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พลังงานต่ําในชวงฤดูฝน หากเปรียบเทียบผลในระยะ 5 ป แนวโนมพลังงานแสงที่วัดไดมีแนวโนม
สูงขึ้น นั้นคือถาพิจารณากราฟจากภาพที่ 4-21 ยอดกราฟที่สูงกวา 20 เมกกะจูลตอตารางเมตร และมี
ระยะเวลาที่เกิดมากกวาปกอนหนานี้ทั้ง 4 ป ซ่ึงสงผลเกิดจากในบริเวณสถานีวัดคาความเขม
พลังงานแสงมีสภาพโดยทั่วไปปรอดโปรง หรือมีปริมาณแสงที่วัดไดมากกวา ซ่ึงหมายความวาปนี้
ฤดูรอนจะนานกวา 4 ปที่ผานมา ทําใหผลรวมของการแผรังสีพลังงานทั้งปสูงถึง 6,762.765 เมกกะ
จูลตอตารางเมตร 

4.1.3  เปรียบเทียบผลที่ไดจากการพยากรณแบบรายป  รวบรวมผลที่ไดหลังทําการทดสอบ
โปรแกรมเพื่อพยากรณคาความเขมพลังงานแสง โดยคํานวณคาพลังงานรวมทั้งปที่พยากรณได และ
นํามาสรางเปนกราฟไดดังภาพที่ 4-22 

 

 
 

ภาพที่ 4-22  คาความเขมพลังงานแสง ป พ.ศ. 2546 ที่ไดจากการพยากรณดวยนวิรอลเน็ตเวิรค    
 

ผลที่ไดหลังจากใชนวิรอลเนต็เวิรควิเคราะหคาความเขมแสงและพยากรณคาความเขมแสง
ของป พ.ศ. 2546  แสดงไดตามภาพที่ 4-22   เมื่อนํามาหาคาพลังงานรวมการแผรังสี พลังงานรวม
ในหนึ่งปมีคาเทากับ 6,457.446 เมกกะจูลตอตารางเมตร คิดเปนเปอรเซ็นตที่พยากรณคาแตกตาง
จากของจริงทีว่ัดไดรอยละ 4.51  
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4.2  การเทรนขอมูลคาความเขมแสงเปนรายเดือน 
4.2.1  เทรนเน็ตเวิรคดวยขอมูลรายเดือน การเทรนมูลแบบรายเดือนจะจัดแยกขอมูลแตละป

ออกเปน 12 ชุด ชุดละ 1 เดือน  ดังนั้นขอมูลที่ทําการเทรนสามารถแยกเทรนเฉพาะเดือนได  ซ่ึงผลที่
ไดหลังการเทรนเสร็จจะพยากรณคาความเขมแสงของเดือนนั้นในปตอไป เชน  ในกรณีที่ตองการ
พยากรณคาความเขมแสงของเดือนมกราคม ป พ.ศ. 2546  สามารถเลือกใชขอมูลท่ีเปนคาความเขม
พลังงานแสงอาทิตยเฉพาะของเดือนมกราคม โดยอาจเลือกคาขอมูลเฉพาะป พ.ศ. 2545 ปเดียว หรือ
ใชขอมูลทั้ง 3 ปมาเทรนก็ได ผลการพยากรณคาความเขมแสงที่ไดจะพยากรณคาในชวงของเวลา
เชนเดียวกันกับการเทรนเปนรายป ผลที่ไดจากการเทรนขอมูลโดยใชขอมูลรวมกัน 3 ป  มาทําการ
เทรน   ตัวอยางการพยากรณคาความเขมพลังงานแสงของเดือนมกราคม พ.ศ. 2546  แสดงไดดังนี้ 
 

 
 

ภาพที่ 4-23  แสดงหนาจอขณะเทรนขอมูลแบบรายเดือน  
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-24  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได  เดือนมกราคม  เวลา  5.00 น. 
 
 

      
    

 (ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-25  กราฟแสดงผลจากการเทรน และผลที่พยากรณได เดือนมกราคม เวลา 6.00 น. 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
     
 ภาพที่ 4-26  กราฟแสดงผลจากการเทรน และผลที่พยากรณได เดือนมกราคม เวลา  7.00 น. 
 
                                                                                

       
  

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
        
 ภาพที่ 4-27  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณ ได  เดือนมกราคม  เวลา  8.00 น. 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-28  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได   เดือนมกราคม  เวลา  9.00 น. 
 
 
 

       
 

(ก)   แสดงผลการเทรน                                         (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-29  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได   เดือนมกราคม  เวลา  10.00 น. 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-30  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได   เดือนมกราคม  เวลา  11.00 น. 
 
 

        
 

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-31  กราฟแสดงผลจากการเทรน และผลที่พยากรณได เดือนมกราคม เวลา  12.00 น. 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-32  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได   เดือนมกราคม  เวลา  13.00 น. 
 
 

 

         
 

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-33  กราฟแสดงผลจากการเทรนและผลที่พยากรณได เดือนมกราคม เวลา 14.00 น. 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-34  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได   เดือนมกราคม  เวลา  15.00 น 
 
 

     
 

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-35  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได  เดือนมกราคม  เวลา  16.00 น 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-36  กราฟแสดงผลจากการเทรน และผลที่พยากรณได เดือนมกราคม  เวลา 17.00 น 
 
 

     
 

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-37  กราฟแสดงผลจากการเทรน  และ ผลที่พยากรณได   เดือนมกราคม  เวลา  18.00 น 
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การเทรนขอมูลแบบเปนรายเดือนนี้  ไดทําการทดสอบและนําเสนอขอมูลเฉพะคาความเขม
แสงจํานวน 3 เดือน คือ เดือนมกราคม กุมภาพันธ และเดือนมีนาคม  โดยใชขอมูลของป พ.ศ. 2543 
ถึง 2545 เปนขอมูลสําหรับเทรน และพยากรณคาความเขมแสงของแตละเดือนของป พ.ศ. 2546       
จํานวน 3 เดือนเทานั้น  และภาพที่ไดหลังการเทรนนิวรอลเน็ตเวิรคไมสามารถนํามาแสดงได
ทั้งหมดคาของพลังงานแสงที่วัดไดจริงและที่ไดจากการพยากรณดวยนิวรอลเน็ตเวิรคนั้นสามารถ
แสดงไดในตารางที่ 4-2 
  
ตารางที่ 4-2  แสดงการเปรยีบเทียบคาพลังงานแสงอาทติยแตละเดือนที่วัดได กับทีพ่ยากรณ 
 

คาความเขมแสง 
เมกกะจูล / ตารางเมตร 

มกราคม  2546 กุมภาพนัธ  2546 มีนาคม  2546 

คาจริงที่วัดได 555.025 550.664 584.920 

 คาจากการพยากรณ 510.2537 497.377 620716 

 
4.2.2  เปรียบเทียบผลที่ไดจากการพยากรณแบบรายเดือน  คาของพลังงานแสงในชวงของ

เดือนทั้ง 3 เดือน  คาของพลังงานแสงที่วัดไดจริงสามารถแสดงไดตามภาพที่ 4-38  และท่ีไดจาก
การพยากรณตาม ภาพที่ 4-39  
 

คาความเขมการแผรังสีพลังงานแสงอาทิตยที่วัดไดจริง
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ภาพที่ 4-38  คาความเขมพลังงานแสงที่วดัไดจริง  ระหวางเดือน มกราคม – มีนาคม พ.ศ. 2546 
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คาความเขมการแผรังสีพลังงานแสงอาทิตย ที่พยากรณดวยนิวรอลเน็ตเวิรค
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ภาพที่ 4-39  คาความเขมพลังงานแสงที่พยากรณได  ระหวางเดือน มกราคม – มีนาคม 2546 
 

ผลการเปรียบเทียบคาของพลังงานจริงที่วัดไดกับคาที่พยากรณโดยใชนิวรอลเน็ตเวิรคนั้น 
พบวาขอมูลที่พยากรณไดดวยวิธีการแบบรายเดือนในชวงของเดือนมกราคมถึงเดือนมีนาคมของป 
พ.ศ. 2546 จะมีคาของพลังงานแสงรวมเทากับ 1,628.346 เมกกะจูลตอตารางเมตร และคาที่วัด           
ไดจริงเทากับ 1,690.609 เมกกะจูลตอตารางเมตร ซ่ึงคาที่พยากรณไดมีคาต่ํากวาคาจริงคิดเปน           
รอยละ 3.68 

 
4.3  การเทรนขอมูลคาความเขมแสงเปนรายสัปดาห 

4.3.1  เทรนเน็ตเวิรคดวยขอมูลเปนรายสัปดาห ขอมูลที่ปอนเขาเน็ตเวิรคจะสามารถเลือกชวง
ขอมูลไดในชวงของป กรณีที่ทําการพยากรณคาความเขมแสงของวันใดวันหนึ่งในป โปรแกรมจะ
ใชขอมูลจํานวน 7 วัน กอนวันที่จะพยากรณคามาใชเทรนนิวรอลเน็ตเวิรค หลังจากนั้นจะทําการ
พยากรณคาของวันที่ 8 สําหรับการพยากรณคาของความเขมแสงแบบรายสัปดาหนี้จะแตกตางจาก
สองแบบที่กลาวกอนหนานี้โดยการพยากรณจะแสดงใหทราบคาของความเขมแสงตลอดชวงของ
เวลา ตั้งแต 5.00 น.-18.00 น.  สําหรับหนาจอคอมพิวเตอรในขณะที่ทําการรันโปรแกรมเทรน
เน็ตเวิรคแสดงไดตามภาพที่ 4-40 
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ภาพที่ 4-40   ภาพแสดงหนาจอคอมพิวเตอร  ขณะทําการเทรนขอมูลแบบรายสัปดาห 
 

ผลที่ไดหลังจากที่เลือกวนัทีต่องการพยากรณคาแลวเสรจ็ โปรแกรมจะทําการงานและ
แสดงผลการพยากรณคาความเขมแสงตั้งแตเวลา 5.00 น.-18.00 น. ดังแสดงในภาพที่ 4-41 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-41  กราฟแสดงผลจากการเทรน และผลที่พยากรณได วันที่ 31 เดือน มกราคม  พ.ศ. 2546 
 

 

   
 

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-42  กราฟแสดงผลจากการเทรน และ ผลที่พยากรณได วันที่ 20 เดือน เมษายน  พ.ศ. 2546 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-43  กราฟแสดงผลจากการเทรน และผลที่พยากรณได วันที่ 30 เดือน มิถุนายน  พ.ศ. 2546 
 

 

       
 

(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 

ภาพที่ 4-44  กราฟแสดงผลจากการเทรน และผลที่พยากรณได วันที่ 1 เดือน กันยายน  พ.ศ. 2546 
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(ก)   แสดงผลการเทรน                                          (ข)  แสดงผลที่พยากรณ 
 
ภาพที่ 4-45  กราฟแสดงผลจากการเทรน และผลที่พยากรณไดวันที่ 30 เดือนพฤศจิกายน พ.ศ. 2546 
 

จากภาพที่ 4-41 ถึงภาพที่ 4-45  ภาพสวนขวามือท่ีแสดงจะเปนสวนการพยากรณคาพลังงาน
แสงอาทิตยในแตละวัน จะเห็นไดวาผลการพยากรณเสนกราฟที่แสดงสวนใหญ มีคาใกลเคียงกับ
คาที่วัดไดจริง  ซ่ึงหากเทียบคาที่ไดจาการพยากรณจริงแลวจะใหคาที่มีความแมนยํามากกวา         
สองแบบกอนนี้ 
 
 
 
 

 



 
บทที่ 5 

สรุปผลและขอเสนอแนะ 
 

5.1 สรุปผลการดาํเนินงาน   
วิทยานิพนธฉบับนี้เปนการศึกษาหลักการของนิวรอลเน็ตเวิรค วิธีการออกแบบ วิธีการเทรน

ระบบ การประยุกตเพื่อนําไปใชงานจริง ปจจุบันไดมีการนํานิวรอลเน็ตเวิรคไปใชในงานดานตางๆ 
ทั้งที่นําไปใชในการวิเคราะหขอมูล เชน งานดานการวิเคราะหหุนและพยากรณเพื่อการซื้อขายหุน   
ชวยนักบินดานการนํารองการบิน  การพยากรณส่ิงที่อาจเกิดขึ้นในกระบวนการผลิต เปนตน ดังนั้น          
ในสภาวะการปจจุบันที่เกิดวิกฤตการดานพลังงานดวยแลว พลังงานที่นาสนใจและมีแนวโนมที่จะ
มีการสงเสริมสนับสนุนการนําไปใชงานเพื่อการผลิตกระแสไฟฟา และใชงานดานอื่น ๆ นั้นคือ 
พลังงานที่ไดจากแสงอาทิตย  การนําหลักการของนิวรอลเน็ตเวิรคมาใชวิเคราะหคาความเขมของ
พลังงานแสงและศึกษาถึงแนวโนมการเปลี่ยนแปลงที่อาจเกิดขึ้นได   ประโยชนดานอื่น
นอกเหนือจากที่ไดกลาวมาแลว  การนํานิวรอลเน็ตเวิรคมาทําการวิเคราะหและพยากรณการ
เปล่ียนแปลงพลังงานแสงอาทิตย จะเปนแนวทางที่นําไปใชประโยชนเพื่อการออกแบบระบบผลิต
กระแสไฟฟาใหมีประสิทธิภาพมากขึ้นในอนาคต    การดําเนินการวิจัยในครั้งนี้ส่ิงสําคัญที่มีความ
จําเปนในการศึกษานิวรอลเน็ตเวิรคและนํามาประยุกตใชงานเพื่อการวิเคราะหการแผรังสีพลังงาน
แสงอาทิตยคร้ังนี้ สามารถสรุปไดดังนี้ 

 5.1.1  ขอมูลคาความเขมการแผรังสีพลังงานแสงอาทิตย เปนสวนที่มีความสําคัญในการที่จะ
นํามาใชเพื่อการวิเคราะหขอมูลคาความเขมแสงมีหนวยงานหลายหนวยงานดวยกันทําการเก็บ
บันทึกคาจากการเก็บรวบรวมขอมูล มีบางหนวยงานเทานั้นที่มีเก็บคาไดสมบูรณ  การศึกษาที่
เกี่ยวของกับการแผรังสีพลังงานแสงอาทิตยนั้นขอมูลท่ีไดควรมีมากพอสมควร คือตองรวบรวม
ขอมูลในระยะเวลานานหลายๆ ป หรือตองอาศัยขอมูลเพื่อการศึกษาตอเนื่องกันเพื่อท่ีจะเห็นผลได
ชัดเจนขึ้น   หลายหนวยงานประสบปญหาทางดานเครื่องมือที่มีอายุการใชงานที่ยาวนาน เกิดการ
เสียบอย และความจริงจังของหนวยงานในการที่จะนําขอมูลท่ีวัดไดไปทําการศึกษาวิเคราะห  จึงทํา
ใหการเก็บขอมูลไมตอเนื่อง จึงไมสามารถที่จะนําขอมูลจากหลาย ๆ หนวยงาน และหลายสถานที่ที่
รวบรวมมาไดมาทําการศึกษาวิเคราะหทั้งหมดได   หากขอมูลที่ไดเปนขอมูลไมสมบูรณ มีจํานวนที่
ไมเพียงพอ และตรงกับความเปนจริงแลว  ความเชื่อถือที่ไดจากการทําวิจัยก็มีโอกาสที่จะเกิด    
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ความผิดพลาดมากไปดวย  สงผลใหไมสามารถที่จะบรรลุวัตถุประสงคตามที่วางใวได หนวยงาน  
ที่เกี่ยวของจึงตองใหความสําคัญและมองเห็นถึงประโยชนของขอมูลที่จะใชศึกษามากกวานี้   

5.1.2  การกําหนดรูปแบบของการเทรนและสวนของเอาพุตที่ตองการ ในการศึกษานิวรอล
เน็ตเวิรคร้ังนี้ นอกเหนือจากขอมูลที่สมบูรณแลว สวนสําคัญอีกประการหนึ่งคือการกําหนดรูปแบบ 
ของนิวรอลเน็ตเวิรคที่ออกแบบซึ่งสามารถที่จะใชโปรแกรมอื่นเขียนไดเชนเดียวกัน แตการวิจัยคร้ัง
นี้ไดใชโปรแกรมของ MATLABในการสรางนิวรอลเน็ตเวิรคซ่ึงมีคําส่ังที่สามารถจะนํามาใชงานได 
สวนโปรแกรมที่เขียนดวยภาษาอื่นนั้นอาจมีคําสั่งที่ใชในการสรางแตกตางกันออกไป ในที่นี้ได
กําหนดจํานวนของอินพุต 4 อินพุต และมีเอาพุต 1 เอาพุต สําหรับนิวรอลเน็ตเวิรคที่ใชวิเคราะห
ขอมูลแบบรายป และแบบรายเดือน  ทั้งนี้ผูออกแบบจะตองทําการพิจารณาผลที่เกิดจากการกําหนด
จํานวนของภาคอินพุตและเอาพุต หากกําหนดใหมีจํานวนมากเกิน หรือนอยไป จะมีผลตอเวลาที่ใช
ในการเทรน และคาผิดพลาดของระบบ ไมมีหลักเกณฑที่แนนอนตายตัว   

5.1.3  ขอบเขตในการทําการวิจัย   ขอบเขตที่ทําการวิจัยหากมองโดยภาพรวม อาจกําหนด
ขอบเขตไวเพื่อใหไดผลในการทําวิจัยมากขึ้น  ในที่นี้ผูวิจัยไดกําหนดขอบเขตจํานวนของขอมูลไว 
เปนระยะเวลาเพียง 3 ป  ซ่ึงหากรวบรวมขอมูลไดมากกวานี้ ยอมใหผลดีมากกวาที่ตั้งเปาไว  

5.1.4   ความสะดวกในการใชโปรแกรมและการแสดงผลจากการทํางาน การสรางโปรแกรม
ในการศึกษาวิจัยสามารถจะเขียนบนโปรแกรม MATLAB หรือเขียนดวยโปรแกรมตัวอ่ืนได  
สําหรับครั้งนี้ผูวิจัยเขียนดวยโปรแกรม MATLAB  ทําใหการใชงานอาจจะไมสะดวกสําหรับผูที่ใช
งานโปรแกรม MATLAB ไมคลอง หากสามารถที่นําโปรแกรมไปใชงานรวมกับโปรแกรมอื่นๆ  
เชน การแสดงภาพหรือเมนูที่สามารถเลือกใชงานได อยางเชนโปรแกรม VISUAL BASIC  เปนตน 
 
5.2  สรุปผลจากการวิจัย 

ผลที่ไดจากการศึกษาแนวโนมการเปลี่ยนแปลงการแผรังสีพลังงานแสงอาทิตยที่ไดจากการ 
วัดคาจริง  และผลที่ไดจากการพยากรณดวยนิวรอลเนต็เวิรคที่การเทรนขอมูลแบบตาง ๆ สามารถ
สรุปไดดังนี ้

5.2.1  ผลจากการเทรนขอมูลคาความเขมพลังงานแสงอาทิตยแบบรายปจะใชเวลาในการ        
เทรนเน็ตเวิรคคอนขางนาน ทั้งนี้เนื่องจากปริมาณของขอมูลมีจํานวนมากดังนั้นเวลาที่ใชในการ      
เทรนจะมีคามากตามไปดวย  สวนคาความผิดพลาดของการเทรน เมื่อใชขอมูลจํานวน 1,095 ขอมูล 
หรือ 3 ป คาพลังงานรวมที่พยากรณไดมีคาต่ํากวาคาจริงรอยละ 4.51 ในขณะที่คาของพลังงานที่ได
จากการพยากรณเมื่อนํามาแสดงดวยกราฟเปรียบเทียบกับกราฟของพลังงานที่วัดจริง  พบวามี
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แนวโนมการเปลี่ยนแปลงคาของความเขมการแผรังสีพลังงานแสงเพิ่มขึ้นในระยะเวลา 3 ป  ในป 
พ.ศ. 2546  ตรงกับขอมูลคาความเขมแสงที่วัดคาไดจริง 

5.2.2  ผลที่ไดจากการเทรนขอมูลแบบใชขอมูลเปนรายเดือน  พบวาผลการพยากรณคาความ
เขมพลังงานแสงที่ไดนั้นคอนขางดีและคาความผิดพลาดมีคาต่ํา สวนคาที่ไดจากการพยากรณ           
คาพลังงานรวมจํานวน 3 เดือน คือ เดือนมกราคม – มีนาคม ป พ.ศ. 2546 มีคา 1,628.346 เมกกะจูล
ตอตารางเมตร  ในขณะที่คาจริงที่วัดได 1,690.609  เมกกะจูลตอตารางเมตร พบวาคาผิดพลาดของ
การพยากรณมีคาต่ํากวาคาจริงอยูรอยละ 3.68   

5.2.3  ผลที่ไดจากการเทรนขอมูลแบบรายสัปดาห มีจํานวนของอินพุต 14 อินพุต และเอาพุต  
14  เอาพุต เวลาในการเทรนขอมูลแตละคร้ังจะใชเวลามากกวาสองแบบแรก  ผลที่ไดของการเทรน
เน็ตเวิรค และผลที่ไดจากการพยากรณจะมีคาใกลเคียงกับคาที่วัดไดจริงมาก ซ่ึงสามารถดูไดจาก
เสนกราฟ  แตเน็ตเวิรคแบบนี้ไมเหมาะกับที่จะใชเทรนขอมูลจํานวนมาก ๆ  เพราะจะใชเวลาในการ
เทรนนาน แตมีขอดีที่ใหคาความผิดพลาดต่ํา ซ่ึงเปนผลดีในการนํามาใชวิเคราะหขอมูลที่ตองการ
พยากรณคาที่มีความแมนยําสูงได 

เมื่อเปรียบเทียบรูปแบบของการเทรนทั้งสามแบบแลว การเทรนขอมูลแบบรายปและแบบ
รายเดือนมีรูปแบบของเน็ตเวิรคเหมือนกันจะตางกันตรงที่จํานวนของขอมูลที่ใชในการเทรน และ
ระยะเวลาที่เปนผลจากการพยากรณตางกัน  โดยแบบแรกจะใชขอมูลในการเทรนนอยสุด 365 คา            
(ใชขอมูลนอยสุด 1 ป) และขอมูลมากสุด 1,460  คา (ขอมูลสูงสุด 4 ป) ในขณะที่ตองการพยากรณ
คา 365 คา (หนึ่งป) สวนแบบที่สองเปนการเทรนแบบรายเดือน จํานวนขอมูลที่ใชต่ําสุด 28 คา
(เฉพาะเดือนกุมภาพันธ) และขอมูลสูงสุด 124 คา พยากรณคาระหวาง 28 – 31 คา ซ่ึงขึ้นอยูกับ
จํานวนวันของแตเดือน  การเทรนขอมูลแบบรายปใชเวลามากในการเทรน ในขณะที่การ เทรนแบบ
รายเดือนใชเวลานอยกวา และคาความผิดพลาดจากการพยากรณนอยกวา  แตหากนําคาที่เปนผล
จากการพยากรณที่ไดเฉพาะระยะเวลา 3 เดือนทั้งสองแบบมาเปรียบเทียบกัน ผลที่ไดจากการ
พยากรณแบบรายปไดคาพลังงานรวม 1,588.849  เมกกะจูลตอตารางเมตร และคาจริงที่วัดได 
1,690.609  เมกกะจูลตอตารางเมตร ใหคาความผิดพลาดคิดเปนรอยละ 6.02  ในขณะที่คาที่ไดจาก
การพยากรณแบบรายเดือนใหคาความผิดพลาดรอยละ 3.68   ซ่ึงจะต่ํากวาแบบแรก  ดังนั้นการเทรน
ในรูปแบบรายปจะเหมาะสําหรับการเทรนขอมูลจํานวนที่ไมมากนัก สําหรับการเทรนในรูปแบบ       
รายสัปดาห จํานวนอินพุตของเน็ตเวิรคมีจํานวน 14  คา และมีเอาพุตจํานวน 14 คาเชนกัน  ผลที่ได
เน็ตเวิรคที่มีจํานวนอินพุต และมีเอาพุตมากจะใชเวลาในการเทรนมาก  จึงไมเหมาะที่จะนํามาใช       
เทรนขอมูลที่มีจํานวนมากๆ 
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5.3 ขอเสนอแนะ 
          ในสวนของการออกแบบนิวรอลเน็ตเวิรคนั้นผูออกแบบจะตองพิจารณาถึงรูปแบบของ
นิวรอลวาตองการปอนขอมูลรูปแบบอยางไร มีกี่อินพุต กี่เลเยอร และตองการใหมีเอาพุตกี่เอาพุต  
ทั้งนี้ไมมีรูปแบบที่ตายตัว ดังนั้นผูออกแบบจะตองมาพิจารณาและทําการทดสอบเพื่อหาคาความ         
เหมาะสมตามที่ตองการ เน็ตเวิรคที่ดีนั้นควรใชเวลาในการเทรนนอย ใหคาความผิดพลาดต่ํา 

ความสําคัญของการศึกษาที่เกี่ยวกับพลังงานทดแทนนั้นเปนสิ่งที่จําเปนในปจจุบัน  และมี
ความสําคัญเปนอยางยิ่ง  การวิจัยครั้งนี้ขอมูลคาความเขมแสงที่รวบรวมไดมีระยะเวลาและจํานวน
ขอมูลคอนขางสั้น  หากสามารถที่รวบรวมหรือนําขอมูลที่จัดเก็บมากกวานี้ ยิ่งเปนขอมูลที่ไดจาก
หลาย ๆ พื้นที่มาศึกษาวิเคราะหดวยนิวรอลเน็ตเวิรคดวยแลวนาจะเปนสวนดีในการทําวิจัย และ
ไดผลของการทําวิจัยที่สมบูรณมากขึ้น 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 1 1 1 0.00000 0.00000 0.20700 0.88600 1.52700 1.94500 2.49200 1.50700 1.26500 0.90900 0.92000 0.45100 0.09300 0.01000 12.21200

2003 1 2 2 0.00000 0.00100 0.24700 0.28800 0.68900 1.92400 1.85000 2.16100 2.02700 1.17500 1.10800 0.95200 0.32800 0.02400 12.77400

2003 1 3 3 0.00000 0.00000 0.12800 0.48800 1.36000 1.39000 2.50100 2.12200 1.51200 1.10400 1.27300 1.02200 0.42100 0.03500 13.35600

2003 1 4 4 0.00000 0.00000 0.09800 0.37900 1.08200 1.69600 2.66000 2.84100 2.79300 2.45500 1.86500 1.10900 0.34900 0.02200 17.34900

2003 1 5 5 0.00000 0.00000 0.19600 0.82700 1.12900 2.00900 2.37000 2.43400 2.59000 1.89300 1.72500 1.08000 0.23200 0.01500 16.50000

2003 1 6 6 0.00000 0.00000 0.13800 0.75200 1.42600 2.04700 2.52200 2.68900 1.68100 2.04300 1.17600 0.83900 0.29300 0.02100 15.62700

2003 1 7 7 0.00000 0.00000 0.15900 0.64500 1.34200 2.11200 2.47600 2.72300 2.57600 2.28700 1.73000 1.00200 0.34800 0.02600 17.42600

2003 1 8 8 0.00000 0.00000 0.16500 0.77300 1.48400 2.11700 2.58300 2.76500 2.69800 2.37400 1.82200 1.07700 0.38000 0.03100 18.26900

2003 1 9 9 0.00000 0.00000 0.20100 0.76800 1.18800 2.06300 2.54000 2.81500 2.78100 2.43100 1.83400 1.10300 0.41100 0.03200 18.16700

2003 1 10 10 0.00000 0.00000 0.16800 0.77000 1.49800 2.08400 2.49100 2.79400 2.73000 2.37600 1.83500 1.14000 0.30100 0.02600 18.21300

2003 1 11 11 0.00000 0.00000 0.19400 0.66300 1.71400 2.35200 2.84200 2.42200 2.36900 2.51800 1.97500 1.22600 0.44200 0.03500 18.75200

2003 1 12 12 0.00000 0.00000 0.22200 0.85300 1.63900 2.33200 2.78900 2.96100 2.88200 2.55500 1.98600 1.25200 0.46800 0.03700 19.97600

2003 1 13 13 0.00000 0.00000 0.20500 0.81900 1.63900 2.24100 2.69400 2.94700 2.92200 2.61600 2.02600 1.28600 0.50900 0.04300 19.94700

2003 1 14 14 0.00000 0.00000 0.20000 0.80100 1.54500 2.18300 2.57100 2.82000 2.82100 2.52900 2.01400 1.23900 0.47100 0.03900 19.23300

2003 1 15 15 0.00000 0.00000 0.19700 0.76500 1.48100 2.11900 2.56500 2.66800 2.69200 1.83200 1.56300 0.88800 0.30900 0.02900 17.10800

2003 1 16 16 0.00000 0.00000 0.18800 0.63900 1.37600 2.03900 2.28600 2.55900 2.66000 2.38900 1.83200 1.09400 0.39300 0.03200 17.48700

2003 1 17 17 0.00000 0.00000 0.18900 0.84700 1.60100 2.25200 2.66200 2.86600 2.83000 2.46100 1.87300 1.15800 0.43500 0.03600 19.21000

2003 1 18 18 0.00000 0.00000 0.17600 0.75900 1.52500 2.20900 2.64300 2.80900 2.79600 2.47600 1.89800 1.15000 0.42600 0.03600 18.90300

2003 1 19 19 0.00000 0.00000 0.22600 0.83100 1.54900 2.11900 2.68400 2.79300 2.80700 2.51300 1.95200 1.20200 0.45100 0.05600 19.18300

2003 1 20 20 0.00000 0.00000 0.14900 0.78000 1.40700 2.20600 2.70200 2.56400 2.85500 2.51900 1.94300 1.16400 0.45800 0.04100 18.78800

2003 1 21 21 0.00000 0.00000 0.16000 0.64800 1.40900 2.04800 2.43200 2.66100 2.45500 2.06300 1.71800 1.03100 0.36000 0.03000 17.01500

2003 1 22 22 0.00000 0.00000 0.20400 0.82600 1.57500 2.21700 2.72400 2.96000 2.88700 2.62900 2.01400 1.24600 0.48200 0.04300 19.80700

2003 1 23 23 0.00000 0.00000 0.20700 0.56500 1.37000 2.32500 2.80500 2.97900 2.97800 2.70700 2.09400 1.32800 0.53400 0.05000 19.94200

2003 1 24 24 0.00000 0.00000 0.26400 0.95300 1.67200 2.38500 2.82400 3.05600 3.04100 2.71600 2.05500 1.34900 0.55400 0.05700 20.92600

2003 1 25 25 0.00000 0.00000 0.23900 0.95200 1.66500 2.35700 2.88400 3.13200 3.00200 2.58600 2.21500 1.24100 0.47500 0.04700 20.79500

2003 1 26 26 0.00000 0.00000 0.20700 0.87700 1.66100 2.31800 2.83200 3.01600 2.96500 2.72300 2.13700 1.39100 0.58000 0.05500 20.76200

2003 1 27 27 0.00000 0.00000 0.19100 0.82600 1.60200 2.22600 2.59900 2.60000 1.84100 1.64000 1.55500 0.51600 0.20400 0.00000 15.80000

2003 1 28 28 0.00000 0.00000 0.19900 0.85150 1.63150 2.27200 2.71550 2.80800 2.40300 2.18150 1.84600 0.95350 0.39200 0.02750 18.28100

2003 1 29 29 0.00000 0.00000 0.18900 0.74000 1.44700 2.11500 2.58600 2.68000 2.57200 2.25000 1.78700 1.09000 0.40000 0.03500 17.89100

2003 1 30 30 0.00000 0.00000 0.18800 0.74200 1.37400 2.01100 2.42200 2.44000 2.35900 2.29200 1.78400 0.87200 0.39500 0.04300 16.92200

2003 1 31 31 0.00000 0.00000 0.16800 0.72900 1.42500 2.01100 2.55700 2.63100 2.76300 2.44500 1.91200 1.21100 0.49900 0.05300 18.40400

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 2 1 32 0.00000 0.00000 0.16100 0.69400 1.41600 2.05700 2.41100 2.62400 2.48900 2.43600 1.73200 1.10400 0.43700 0.04100 17.60200

2003 2 2 33 0.00000 0.00000 0.13100 0.66600 1.38600 2.05100 2.62100 2.91900 2.87700 2.45300 1.95900 1.07500 0.49100 0.05800 18.68700

2003 2 3 34 0.00000 0.00000 0.16200 0.75400 1.52500 2.20700 2.68600 2.83600 2.81600 2.33400 1.85600 1.28800 0.40200 0.04200 18.90800

2003 2 4 35 0.00000 0.00000 0.22200 0.84500 1.63700 2.29800 2.77000 3.06700 2.98600 2.46100 1.94700 1.30600 0.59300 0.06600 20.19800

2003 2 5 36 0.00000 0.00000 0.21800 0.85300 1.59900 2.22900 2.69300 2.93400 2.87800 2.51100 1.99000 1.28000 0.52700 0.05700 19.76900

2003 2 6 37 0.00000 0.00000 0.24400 0.88900 1.64200 2.30400 2.75500 2.99400 2.99300 2.70100 2.16400 1.45200 0.63700 0.07300 20.84800

2003 2 7 38 0.00000 0.00000 0.16500 0.64800 1.61900 2.21400 2.66500 2.88400 2.84500 2.57100 2.08200 1.34300 0.57300 0.06500 19.67400

2003 2 8 39 0.00000 0.00000 0.17600 0.70600 1.40900 2.07600 2.50600 2.69800 2.71300 2.15500 1.12300 0.65100 0.31900 0.04200 16.57400

2003 2 9 40 0.00000 0.00000 0.14300 0.60600 1.22600 1.84700 2.36100 2.53300 2.55000 2.43500 2.01100 1.31900 0.56600 0.05700 17.65400

2003 2 10 41 0.00000 0.00000 0.13100 0.54300 1.14300 1.74700 2.22600 2.49400 2.44100 2.20200 1.75300 1.18100 0.50700 0.06000 16.42800

2003 2 11 42 0.00000 0.00100 0.14700 0.61100 1.27100 2.01700 2.51600 2.69600 2.77900 2.54400 1.98900 1.27600 0.53500 0.06500 18.44700

2003 2 12 43 0.00000 0.00000 0.13900 0.34400 0.36300 1.91700 2.21900 2.73800 2.78100 2.24500 1.93300 1.30100 0.58400 0.06000 16.62400

2003 2 13 44 0.00000 0.00000 0.14200 0.72000 1.46100 2.11100 2.67600 2.82500 2.50800 2.55400 1.65200 0.83100 0.54200 0.06100 18.08300

2003 2 14 45 0.00000 0.00000 0.12500 0.45100 1.05600 1.38300 1.96600 3.01000 2.93300 2.34400 1.73300 0.85500 0.33000 0.05100 16.23700

2003 2 15 46 0.00000 0.00000 0.21000 0.82000 1.59300 2.27200 2.74500 2.90900 2.96400 2.59600 2.15800 1.37400 0.45000 0.04700 20.13800

2003 2 16 47 0.00000 0.00000 0.12400 0.54900 1.48200 1.84600 1.90800 3.05800 3.03400 2.60400 2.11900 1.34300 0.32800 0.04500 18.44000

2003 2 17 48 0.00000 0.00000 0.19900 0.68000 1.55800 2.27600 2.76800 3.01400 3.02500 2.62500 2.07500 1.33500 0.60700 0.08300 20.24500

2003 2 18 49 0.00000 0.00000 0.20100 0.87200 1.64100 2.47300 2.96900 3.24800 3.21400 2.86000 2.28300 1.56600 0.68800 0.06500 22.08000

2003 2 19 50 0.00000 0.00000 0.15500 0.83900 1.62900 2.36100 2.90300 3.17500 3.14200 2.81700 2.24200 1.48900 0.67200 0.07100 21.49500

2003 2 20 51 0.00000 0.00000 0.21400 0.90900 1.70900 1.81900 2.34800 2.88200 3.02900 2.85800 2.31600 1.25700 0.29600 0.07300 19.71000

2003 2 21 52 0.00000 0.00000 0.25200 0.93800 1.73400 2.43900 2.98100 3.26500 3.22900 2.93300 2.36000 1.59500 0.62400 0.04200 22.39200

2003 2 22 53 0.00000 0.00000 0.23000 0.88900 1.69900 2.41600 2.92400 3.20000 3.16000 2.82700 2.23600 1.47000 0.67100 0.09800 21.82000

2003 2 23 54 0.00000 0.00000 0.22000 0.91300 1.71400 2.41500 2.91700 3.10200 3.19800 2.90900 2.35300 1.62000 0.77300 0.10200 22.23600

2003 2 24 55 0.00000 0.00000 0.19600 0.85500 1.68300 2.41000 2.84700 3.08800 3.17300 2.85300 2.32700 1.57900 0.73400 0.10200 21.84700

2003 2 25 56 0.00000 0.00000 0.20500 0.85500 1.62000 2.28000 2.74500 3.04600 3.10700 2.81000 2.23200 1.50300 0.67700 0.09600 21.17600

2003 2 26 57 0.00000 0.00000 0.18100 0.87500 1.68400 2.39400 2.87100 3.14900 3.08400 2.79500 2.17100 1.45200 0.66600 0.08900 21.41100

2003 2 27 58 0.00000 0.00000 0.20700 0.89200 1.66700 2.30800 2.88900 2.92300 3.08600 2.75900 2.16500 1.40900 0.65000 0.09600 21.05100

2003 2 28 59 0.00000 0.00100 0.22400 0.88700 1.72200 2.21700 2.71600 2.74200 3.20900 2.75800 2.21000 1.50900 0.62200 0.07300 20.89000

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 3 1 60 0.00000 0.00000 0.15000 0.53400 1.13000 1.64300 2.95000 3.30600 2.99400 2.84000 2.47600 1.24000 0.49600 0.07200 19.83100

2003 3 2 61 0.00000 0.00100 0.23600 0.85800 1.64500 2.34900 2.82500 3.03200 3.04700 2.80000 2.18900 1.24600 0.49600 0.08900 20.81300

2003 3 3 62 0.00000 0.00000 0.21600 0.89800 1.67300 2.34400 2.83700 3.07200 3.00600 2.69600 2.13900 1.46800 0.74200 0.14800 21.23900

2003 3 4 63 0.00000 0.00000 0.29800 1.08200 1.88900 2.60200 3.06700 3.33200 3.28000 2.99600 1.87600 1.04500 0.53800 0.07700 22.08200

2003 3 5 64 0.00000 0.00000 0.21600 1.11800 1.98900 2.69700 3.16900 3.41100 3.45500 3.14400 2.53800 1.64600 0.75200 0.11100 24.24600

2003 3 6 65 0.00000 0.00100 0.26500 0.95000 1.68900 2.37000 2.91800 3.10800 3.10400 2.75900 2.31100 1.52400 0.69700 0.09600 21.79200

2003 3 7 66 0.00000 0.00100 0.25000 0.92900 1.72500 2.41600 2.96400 3.23400 3.23600 2.94200 1.43700 1.47600 0.76800 0.11300 21.49100

2003 3 8 67 0.00000 0.00100 0.28700 0.87600 1.73400 2.48900 3.18300 3.21600 3.19900 3.04200 2.46200 1.66300 0.34000 0.02900 22.52100

2003 3 9 68 0.00000 0.00100 0.23200 0.80700 0.85200 0.47100 0.46600 0.38800 0.99800 1.31900 1.94800 1.48400 0.72500 0.08700 9.77800

2003 3 10 69 0.00000 0.00100 0.14600 0.50600 1.17500 1.47000 2.77600 2.81900 2.92200 1.95400 1.72700 1.19100 0.55900 0.07600 17.32200

2003 3 11 70 0.00000 0.00100 0.23400 0.85700 1.61500 1.79800 1.48100 2.78400 2.59300 1.80400 1.25600 0.67100 0.38800 0.07700 15.55900

2003 3 12 71 0.00000 0.00100 0.24800 0.99300 1.42000 1.70100 2.20400 1.12800 0.92800 1.03700 1.77300 0.95000 0.47300 0.08600 12.94200

2003 3 13 72 0.00000 0.00100 0.24700 0.90100 1.33000 2.28700 2.27800 2.46100 2.33500 2.58500 1.71900 0.73700 0.30800 0.05700 17.24600

2003 3 14 73 0.00000 0.01600 0.19700 0.31600 0.47000 0.82700 1.30800 1.86100 2.10600 0.78500 0.86500 0.90800 0.33900 0.09200 10.09000

2003 3 15 74 0.00000 0.02400 0.30700 1.01900 1.80200 2.50100 2.95900 3.19900 3.12500 2.79800 2.36400 1.64800 0.80000 0.17400 22.72000

2003 3 16 75 0.00000 0.03200 0.32500 1.01400 1.79500 2.50300 2.81700 3.18800 3.20700 2.87800 2.05300 1.46500 0.75900 0.17000 22.20600

2003 3 17 76 0.00000 0.03000 0.35400 1.11300 1.94000 2.62200 3.10300 3.35700 3.30100 3.01200 2.45100 1.69800 0.85300 0.19500 24.02900

2003 3 18 77 0.00000 0.03100 0.37500 1.12200 1.96100 2.65200 3.11600 3.37000 3.33700 2.97500 2.39400 1.68400 0.96900 0.28200 24.26800

2003 3 19 78 0.00000 0.03100 0.37600 1.12800 1.91400 2.55900 3.00900 3.27500 3.28100 2.94400 2.34400 1.61700 0.83900 0.19300 23.51000

2003 3 20 79 0.00000 0.03100 0.36500 1.09700 1.90200 2.59000 3.08600 3.30300 3.24600 2.91700 2.38000 1.63400 0.83000 0.25500 23.63600

2003 3 21 80 0.00000 0.02200 0.31800 0.92500 1.42500 2.52900 2.63100 3.28200 3.05800 1.97000 0.99100 0.66600 0.25600 0.04000 18.11300

2003 3 22 81 0.00000 0.01100 0.15900 0.39300 0.90200 1.77400 1.54800 1.55200 2.19600 2.00600 2.01600 1.17000 0.40100 0.09600 14.22400

2003 3 23 82 0.00000 0.02100 0.21500 0.52000 1.09600 2.36900 2.88100 2.18800 1.82600 1.21500 1.27300 1.39400 0.44800 0.10200 15.54800

2003 3 24 83 0.00000 0.03400 0.36300 1.06700 1.79900 2.51200 2.76500 1.73500 2.30900 2.35300 1.49100 1.27200 0.47500 0.08600 18.26100

2003 3 25 84 0.00000 0.03000 0.29300 0.94300 1.90200 2.58400 2.35300 2.28100 2.06500 1.65100 0.80900 1.02200 0.34800 0.05200 16.33300

2003 3 26 85 0.00000 0.04200 0.31100 0.78400 1.29200 1.33500 1.95900 1.61700 0.95500 0.45700 0.34900 0.41100 0.16300 0.04000 9.71500

2003 3 27 86 0.00000 0.03000 0.32700 0.79800 1.51400 2.01600 2.59100 2.68400 2.13000 2.85800 2.51700 1.76500 0.92900 0.19000 20.34900

2003 3 28 87 0.00000 0.02700 0.31200 1.04300 1.79500 2.46500 3.01400 2.84500 1.85000 1.72400 2.00600 1.56600 0.39500 0.05500 19.09700

2003 3 29 88 0.00000 0.02100 0.18600 0.81400 2.02900 2.62600 2.75000 1.34700 2.35300 1.45300 0.51200 0.35700 0.01900 0.01500 14.48200

2003 3 30 89 0.00000 0.01400 0.47200 0.77600 1.52700 1.52700 1.65600 3.19400 2.50700 2.30700 1.99000 1.67600 0.82000 0.02200 18.48800

2003 3 31 90 0.00000 0.01400 0.40600 0.91300 1.65600 2.79300 3.09800 3.19600 3.24500 3.19100 2.60600 1.24500 0.58000 0.04600 22.98900

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 4 1 91 0.00000 0.01200 0.38900 1.25500 2.05300 2.46300 1.27500 2.68600 3.79400 2.45700 1.88900 0.16800 0.05800 0.00500 18.50400

2003 4 2 92 0.00000 0.01500 0.41500 1.14000 1.98000 2.76800 3.32200 3.41600 3.43900 2.52900 2.63500 1.82900 0.99000 0.12700 24.60500

2003 4 3 93 0.00000 0.01700 0.46500 1.37000 2.18900 2.90200 3.32400 3.64800 2.43200 3.24600 2.63500 1.84000 0.82900 0.03400 24.93100

2003 4 4 94 0.00000 0.01600 0.48800 1.34300 2.17600 2.84100 3.29900 3.50400 3.36600 2.62000 1.83900 0.77300 0.83100 0.05800 23.15400

2003 4 5 95 0.00000 0.01600 0.48700 1.33400 2.15400 2.73200 3.29700 3.51900 3.17600 2.16400 2.58600 1.82700 0.97800 0.15300 24.42300

2003 4 6 96 0.00000 0.01700 0.47600 1.27700 2.05500 2.74200 3.24300 3.34500 2.97900 3.04600 2.51800 1.77600 0.89700 0.16300 24.53400

2003 4 7 97 0.00000 0.01600 0.48000 1.34200 2.16500 2.81500 3.31700 3.51800 3.40100 3.06300 2.49900 1.75800 0.88400 0.15700 25.41500

2003 4 8 98 0.00000 0.01600 0.46600 1.31300 2.09800 2.62500 2.88400 3.19000 3.29200 2.94000 2.29300 1.63000 0.77400 0.13500 23.65600

2003 4 9 99 0.00000 0.01500 0.40600 1.14500 1.86200 2.50900 1.93200 2.94200 2.86600 2.65100 2.37900 1.64200 0.80200 0.13700 21.28800

2003 4 10 100 0.00000 0.01000 0.31300 0.99100 1.74400 2.26600 2.89300 3.18600 3.15700 2.83600 2.23400 1.51100 0.69800 0.12400 21.96300

2003 4 11 101 0.00000 0.01700 0.39800 1.10100 1.98500 2.63400 3.12800 3.36800 3.28100 2.94300 2.36000 1.58300 0.76300 0.11800 23.67900

2003 4 12 102 0.00000 0.02000 0.44800 1.22400 2.03700 2.68200 3.07200 3.31400 3.31200 2.94700 2.28400 1.54000 0.77000 0.11300 23.76300

2003 4 13 103 0.00000 0.02000 0.46300 1.26500 2.10400 2.74400 3.13800 3.28800 3.31400 2.98000 2.36100 1.58400 0.78800 0.14200 24.19100

2003 4 14 104 0.00000 0.02600 0.49100 1.34400 2.18000 2.85000 3.31700 3.51300 3.43900 3.10300 2.55800 1.77000 0.88000 0.17300 25.64400

2003 4 15 105 0.00000 0.02700 0.51300 1.33500 2.11900 2.80700 3.25500 3.45500 3.40100 3.02400 2.41100 1.70100 0.86500 0.16600 25.07900

2003 4 16 106 0.00000 0.02500 0.28700 1.11600 0.86100 2.11900 3.17600 1.44500 2.37800 1.71100 0.44100 0.71400 1.09900 0.15700 15.52900

2003 4 17 107 0.00000 0.02100 0.52800 1.29100 2.10700 2.79600 3.22600 3.46600 3.37900 3.04100 2.47800 1.73500 0.87200 0.07200 25.01200

2003 4 18 108 0.00000 0.03000 0.51400 1.33400 2.16800 2.81100 3.25700 3.45800 3.39600 3.02200 2.39500 1.68800 0.86700 0.17500 25.11500

2003 4 19 109 0.00000 0.03000 0.51700 1.31700 2.08800 2.81500 3.26800 3.44000 3.23400 2.89800 2.36000 1.63700 0.80900 0.14300 24.55600

2003 4 20 110 0.00000 0.03000 0.52000 1.32500 2.12400 2.80600 3.23400 3.39600 3.29700 2.97800 2.39400 1.64600 0.80100 0.15000 24.70100

2003 4 21 111 0.00000 0.03500 0.51800 1.31800 2.12200 2.76300 3.21700 3.41700 3.32800 2.98600 2.45500 1.73400 0.92200 0.16900 24.98400

2003 4 22 112 0.00000 0.03200 0.53900 1.33200 2.14900 2.77500 3.19100 2.89700 3.33900 2.99300 2.44500 1.76300 0.97300 0.08400 24.51200

2003 4 23 113 0.00000 0.04600 0.70600 1.20700 1.96900 2.75400 2.73800 2.78500 3.02500 2.97400 2.45200 1.69400 0.35400 0.03700 22.74100

2003 4 24 114 0.00000 0.02500 0.50300 1.24200 1.92900 1.78900 3.05300 3.28700 3.08200 2.77600 1.83100 0.99400 0.52400 0.16300 21.19800

2003 4 25 115 0.00000 0.03500 0.52700 1.30600 2.05200 2.73700 3.22700 3.38600 3.31800 2.60400 2.42000 1.64300 0.85100 0.10800 24.21400

2003 4 26 116 0.00000 0.04500 0.60200 1.43700 2.23000 2.77800 2.74900 2.66700 3.35800 2.85000 2.57100 1.03000 0.23400 0.13000 22.68100

2003 4 27 117 0.00000 0.04500 0.61200 1.47200 2.32700 2.72000 3.31900 3.56100 3.44000 3.16900 2.59500 1.84500 0.99800 0.18100 26.28400

2003 4 28 118 0.00000 0.04700 0.58300 1.35800 2.10600 2.66300 2.68000 2.02500 2.59000 1.54400 1.10200 1.29200 0.53700 0.12000 18.64700

2003 4 29 119 0.00000 0.04300 0.54000 1.16900 1.10700 2.81600 1.59300 2.30800 1.92400 0.89200 1.16300 1.01000 0.79000 0.08700 15.44200

2003 4 30 120 0.00000 0.04300 0.44800 1.30800 2.06800 2.70300 3.20100 3.53400 3.14800 2.59300 2.33300 1.45200 0.81500 0.20500 23.85100

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 5 1 121 0.00000 0.08100 0.32700 0.49100 1.42400 2.17800 2.12900 1.49800 1.65500 0.69600 0.14800 0.00000 0.00000 0.00000 10.62700

2003 5 2 122 0.00000 0.08650 0.31250 0.68730 0.16450 2.00180 2.72300 1.66800 2.40500 1.90900 1.88300 1.70600 0.61400 0.16800 16.32860

2003 5 3 123 0.00000 0.08900 0.68200 1.41100 2.23100 2.95200 3.33300 3.48300 3.28100 3.08000 2.43100 1.76100 0.88300 0.16900 25.78600

2003 5 4 124 0.00000 0.07800 0.63900 1.42700 2.23000 2.90200 3.23900 3.45200 3.37500 3.01400 2.45700 1.60400 0.91100 0.20900 25.53700

2003 5 5 125 0.00000 0.07500 0.61900 1.43400 2.22100 2.84500 3.25600 3.45800 3.40100 2.95300 2.42200 1.72300 0.91700 0.21000 25.53400

2003 5 6 126 0.00000 0.07500 0.64000 1.45000 2.23500 2.86600 3.25700 3.43600 3.30100 2.95500 2.46500 1.72700 0.90700 0.20100 25.51500

2003 5 7 127 0.00000 0.09400 0.64500 1.44500 2.19400 2.36600 3.08100 3.37600 3.32300 2.95300 2.46000 1.75500 0.93900 0.19100 24.82200

2003 5 8 128 0.00000 0.00000 0.19430 0.31300 0.91700 1.91400 1.88300 2.06000 3.43700 2.50400 2.24600 1.45600 0.81900 0.21000 17.95330

2003 5 9 129 0.00000 0.06200 0.74000 1.22100 0.38100 1.68200 2.30900 2.28600 1.84800 1.18800 1.64200 0.93000 0.17600 0.01400 14.47900

2003 5 10 130 0.00000 0.05000 0.32700 0.81000 1.18300 1.43000 3.01200 2.88000 2.30900 1.78600 1.80700 0.68900 0.72800 0.18400 17.19500

2003 5 11 131 0.00000 0.04100 0.39900 0.71600 1.38000 1.50700 2.56000 0.77000 0.76900 1.98400 1.32000 1.46300 0.86100 0.16100 13.93100

2003 5 12 132 0.00000 0.03000 0.25500 0.84500 1.95500 2.84100 2.38400 3.24200 3.06500 0.95200 0.53200 0.25500 0.12800 0.06500 16.54900

2003 5 13 133 0.00000 0.04300 0.36400 0.69900 1.02500 1.67200 3.29300 3.33800 3.41700 2.92800 2.43400 1.75200 0.78600 0.25200 22.00300

2003 5 14 134 0.00000 0.08100 0.68000 1.49200 2.10400 2.70300 3.24100 3.02600 3.36300 2.50200 1.45700 0.64700 0.35800 0.09400 21.74800

2003 5 15 135 0.00000 0.09700 0.40200 1.07500 2.14200 2.57100 3.31400 3.29900 3.21400 2.84800 1.15500 0.66600 0.45500 0.12300 21.36100

2003 5 16 136 0.00000 0.10800 0.71900 1.21400 2.04500 2.62400 2.77600 3.05300 2.10700 2.13000 1.88400 1.07800 0.63000 0.08000 20.44800

2003 5 17 137 0.00000 0.06800 0.31600 0.38400 1.20500 2.57800 2.11300 3.44100 3.06100 1.75900 1.17800 0.76500 0.48800 0.11400 17.47000

2003 5 18 138 0.00000 0.11200 0.58100 0.89400 1.43920 2.13650 2.00230 3.01050 3.32800 3.34900 1.82600 0.27100 0.05300 0.01100 19.01350

2003 5 19 139 0.00000 0.08600 0.60400 1.45800 2.25700 2.88200 2.85500 2.64600 2.39500 3.02900 2.71700 0.40100 0.02900 0.01100 21.37000

2003 5 20 140 0.00000 0.04200 0.34300 0.89800 1.78100 2.81700 3.20500 3.37400 3.33000 3.01600 2.45200 0.91300 0.88100 0.25200 23.30400

2003 5 21 141 0.00000 0.10200 0.42100 1.22500 1.65000 2.49600 3.30300 3.45100 3.36300 3.14700 2.46200 1.06800 0.54800 0.17300 23.40900

2003 5 22 142 0.00000 0.05200 0.44800 1.51700 2.21700 2.81700 3.23900 3.33700 3.27200 3.01900 2.27300 1.85000 0.88100 0.18500 25.10700

2003 5 23 143 0.00000 0.10600 0.82100 1.48300 2.22700 2.88600 3.26200 3.48700 2.97000 2.66600 2.31800 0.44800 0.07700 0.02700 22.77800

2003 5 24 144 0.00000 0.05100 0.52800 0.89900 1.71700 2.60500 2.37100 2.82700 0.60900 0.15500 0.24300 0.41900 0.47300 0.20200 13.09900

2003 5 25 145 0.00000 0.09100 0.71800 1.34700 1.86300 2.68600 2.98800 1.47600 1.55000 1.92900 2.60100 1.45300 0.58000 0.22600 19.50800

2003 5 26 146 0.00000 0.07800 0.36800 1.43100 1.69700 1.65800 1.94900 1.56300 2.36100 3.01900 2.53400 1.83500 0.77600 0.19600 19.46500

2003 5 27 147 0.00000 0.08600 0.46300 1.53400 2.11200 2.67700 2.28400 3.07800 3.39300 3.16300 2.03600 1.07800 1.04300 0.28400 23.23100

2003 5 28 148 0.00000 0.08300 0.59000 1.14500 2.30400 2.99600 2.32000 2.08400 2.68900 2.96400 2.60900 1.54800 0.75200 0.21000 22.29400

2003 5 29 149 0.00000 0.09200 0.62000 1.30800 1.83400 2.51800 2.77100 2.42400 3.01200 2.46100 1.69400 1.12400 0.28100 0.05100 20.19000

2003 5 30 150 0.00000 0.05100 0.30200 1.23500 2.08700 2.72900 2.88200 3.28200 3.41000 2.17900 1.34800 0.95300 0.48800 0.12500 21.07100

2003 5 31 151 0.00000 0.07000 0.48700 1.09300 1.68700 2.31300 2.71100 2.69300 2.90000 2.54100 1.90100 1.11100 0.58200 0.14700 20.23600

Totals of Global  Solar Radiation (sun and sky),  MJ/m
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 6 1 152 0.00000 0.03000 0.28300 0.79100 1.79800 2.65000 2.48100 2.29100 1.67500 1.97500 1.07100 1.79900 0.79100 0.20400 17.83900

2003 6 2 153 0.00000 0.07000 0.39900 0.93800 1.59000 1.62900 2.95900 2.79400 2.66300 1.80400 1.10900 1.04300 0.88800 0.38900 18.27500

2003 6 3 154 0.00000 0.03000 0.36800 0.61700 0.61600 0.83200 1.50400 1.34500 2.22500 1.32300 1.29900 0.86800 0.32300 0.11600 11.46600

2003 6 4 155 0.00000 0.06000 0.58400 1.09800 2.08400 2.51700 1.93700 1.72200 2.65800 0.47000 0.16100 0.10100 0.21600 0.20200 13.81000

2003 6 5 156 0.00000 0.08900 0.60100 1.34800 2.13000 2.75300 3.22600 3.34000 3.21000 2.90100 2.33200 1.74300 0.99600 0.19400 24.86300

2003 6 6 157 0.00000 0.10200 0.68100 1.10800 2.05800 2.64800 2.94300 3.18500 3.30300 3.03500 2.37100 1.72500 0.88700 0.11800 24.16400

2003 6 7 158 0.00000 0.08800 0.62600 1.43900 2.16300 2.75400 3.15500 3.35700 2.98100 2.82500 2.48700 1.74500 0.90700 0.15800 24.68500

2003 6 8 159 0.00000 0.09300 0.66200 1.44300 2.18800 2.83100 3.11400 3.43200 3.10700 2.45200 1.84200 1.71300 0.98400 0.24700 24.10800

2003 6 9 160 0.00000 0.07100 0.59800 1.33900 2.07000 2.00100 3.08700 3.54400 3.39900 2.92200 1.96100 1.26600 0.69100 0.12900 23.07800

2003 6 10 161 0.00000 0.08300 0.61700 1.37100 2.11400 2.72700 3.17900 3.37000 3.39100 2.69800 1.91100 1.67800 0.53400 0.25200 23.92500

2003 6 11 162 0.00000 0.06100 0.40900 1.29800 2.08700 2.70100 3.17100 2.97300 2.91800 2.94400 2.21200 1.52700 1.03200 0.33400 23.66700

2003 6 12 163 0.00000 0.06300 0.68000 1.33800 2.13300 2.04700 3.12900 3.17500 3.53000 2.73000 1.98900 0.36800 0.03200 0.01600 21.23000

2003 6 13 164 0.00000 0.04500 0.35200 0.83200 1.41700 2.97500 2.46200 2.60600 2.74900 2.58100 2.71200 2.00200 0.94800 0.20700 21.88800

2003 6 14 165 0.00000 0.10700 0.58100 0.74500 2.13300 2.81200 3.20900 3.38500 3.21700 2.75000 2.18000 1.55400 1.01100 0.34000 24.02400

2003 6 15 166 0.00000 0.08100 0.70800 1.50100 2.28700 2.80400 2.80900 2.67100 2.37500 3.15400 2.26000 1.90700 1.08000 0.34900 23.98600

2003 6 16 167 0.00000 0.06800 0.21100 0.67500 1.62700 1.96900 3.04500 3.32800 3.41900 3.11200 2.48700 0.97900 0.27000 0.06500 21.25500

2003 6 17 168 0.00000 0.03200 0.31100 0.73800 1.32900 1.80200 2.04700 2.46000 3.56500 2.36000 1.96800 0.64500 0.14300 0.02600 17.42600

2003 6 18 169 0.00000 0.03400 0.19300 0.49400 1.07800 1.94400 2.41600 1.93900 2.07000 2.30600 1.18900 0.19300 0.33700 0.10400 14.29700

2003 6 19 170 0.00000 0.03100 0.29400 0.79900 1.42900 1.83700 2.27600 1.78000 2.01400 2.53200 2.08600 1.60400 0.90300 0.38800 17.97300

2003 6 20 171 0.00000 0.06600 0.20600 0.49400 1.00000 1.68400 1.56100 1.38400 1.38300 1.76000 1.51700 0.70300 0.35700 0.15800 12.27300

2003 6 21 172 0.00000 0.07000 0.56800 0.29800 0.30600 1.98000 2.31200 2.43600 1.83100 1.20200 1.43200 1.78900 0.69100 0.26300 15.17800

2003 6 22 173 0.00000 0.05000 0.34900 1.09200 1.98100 2.62600 3.16000 3.43600 1.19600 0.90300 1.68600 0.68200 0.25500 0.05500 17.47100

2003 6 23 174 0.00000 0.03700 0.23000 0.53000 0.93200 0.99900 1.14200 1.25500 1.99100 1.42900 1.19400 1.10300 1.20500 0.23900 12.28600

2003 6 24 175 0.00000 0.08900 0.62200 1.41000 2.17300 2.72500 3.20900 3.29400 3.15300 3.03600 2.39500 0.30000 0.13400 0.08300 22.62300

2003 6 25 176 0.00000 0.09300 0.69300 1.00900 2.15900 2.85300 3.26700 3.32200 3.24700 2.26800 1.12000 1.01100 0.82000 0.34700 22.20900

2003 6 26 177 0.00000 0.06500 0.58300 1.43700 2.16000 2.78100 3.21900 3.36500 3.14300 2.44500 1.41700 1.62100 0.80200 0.16900 23.20700

2003 6 27 178 0.00000 0.05200 0.55200 1.25100 1.86100 2.63000 3.00400 3.02000 3.18800 2.81900 1.50900 0.69300 0.26800 0.05200 20.89900

2003 6 28 179 0.00000 0.02900 0.32300 1.08600 1.54400 2.44300 2.68700 2.95000 3.17600 2.57800 1.90100 1.04300 0.16400 0.02100 19.94500

2003 6 29 180 0.00000 0.03400 0.27800 1.01400 1.85300 2.04300 3.07000 2.58000 1.62200 1.40700 1.65200 0.22900 0.08100 0.09800 15.96100

2003 6 30 181 0.00000 0.01700 0.13900 0.42700 1.10600 1.06100 0.49900 0.50100 0.71800 0.71300 0.53700 0.59500 0.43500 0.09600 6.84400

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 7 1 182 0.00000 0.00200 0.05300 0.16100 0.28600 0.68900 1.44200 1.72500 1.40200 1.25000 1.37300 1.34700 0.47300 0.20000 10.40300

2003 7 2 183 0.00000 0.02400 0.35000 0.86100 1.02000 1.83000 2.93400 3.54300 3.22900 2.97600 2.94400 1.87200 0.77600 0.20000 22.55900

2003 7 3 184 0.00000 0.02600 0.26500 1.08000 2.11800 2.12700 1.98500 1.47800 2.08000 2.81600 1.94700 1.68900 0.80500 0.19800 18.61400

2003 7 4 185 0.00000 0.08000 0.62600 1.38100 2.18800 2.78400 3.00000 1.82600 1.59400 2.91400 2.59400 0.75900 1.18100 0.52400 21.45100

2003 7 5 186 0.00000 0.02700 0.17300 0.16900 0.12000 0.65500 2.27800 2.04000 2.11100 1.62400 1.08300 1.05300 0.91600 0.24800 12.49700

2003 7 6 187 0.00000 0.03100 0.27300 0.19400 0.55800 1.61000 1.41500 2.00600 0.93800 0.87800 0.15000 0.06100 0.22100 0.10900 8.44400

2003 7 7 188 0.00000 0.01900 0.18600 0.74200 1.05600 1.74900 1.75700 2.11200 1.47700 1.45500 0.97400 0.69600 0.39900 0.12500 12.74700

2003 7 8 189 0.00000 0.02900 0.25300 0.47200 1.09200 2.59500 3.42700 3.52000 3.16600 2.72400 2.39000 1.62400 0.52700 0.17600 21.99500

2003 7 9 190 0.00000 0.07800 0.49700 0.93300 2.12300 2.85800 2.82000 2.95700 2.68100 2.88400 1.44300 0.35700 0.49300 0.41100 20.53500

2003 7 10 191 0.00000 0.05800 0.63400 1.41600 2.18400 2.78400 3.18500 3.52900 3.16500 2.75800 2.41200 2.04300 1.06000 0.22200 25.45000

2003 7 11 192 0.00000 0.03400 0.36300 0.85600 1.23200 1.66800 1.88400 2.43400 2.80700 1.93900 1.83200 1.41500 0.84000 0.23600 17.54000

2003 7 12 193 0.00000 0.04500 0.48900 0.87100 1.94400 2.63500 3.20600 3.47500 2.85600 2.69700 2.66200 1.47700 0.59300 0.06700 23.01700

2003 7 13 194 0.00000 0.02200 0.30100 1.10800 1.43400 1.91900 2.25500 2.66300 2.06800 1.35500 0.52400 0.52700 0.33800 0.11600 14.63000

2003 7 14 195 0.00000 0.02200 0.27500 1.08200 2.15800 1.69800 2.65800 2.83100 3.00400 1.11700 0.70300 0.37500 0.21600 0.06000 16.19900

2003 7 15 196 0.00000 0.05700 0.41000 1.03700 2.03200 2.75900 3.09800 2.56400 3.27700 2.29800 2.96900 1.23000 0.54200 0.29100 22.56400

2003 7 16 197 0.00000 0.04200 0.58600 1.31400 2.22100 2.83900 2.54700 3.10600 3.44300 3.28600 1.83900 0.34500 0.43500 0.13200 22.13500

2003 7 17 198 0.00000 0.01600 0.15400 0.44000 0.82200 1.96900 3.06500 3.42700 3.52000 3.06800 2.55900 2.01100 1.12500 0.39500 22.57100

2003 7 18 199 0.00000 0.06000 0.56000 1.08000 1.67600 2.72800 3.26700 3.45800 3.44300 3.02100 2.58900 2.01200 1.21900 0.35500 25.46800

2003 7 19 200 0.00000 0.04800 0.52800 1.31200 2.09900 2.70100 3.08200 3.48600 3.39300 3.16600 2.38500 1.65000 0.88300 0.45600 25.18900

2003 7 20 201 0.00000 0.04000 0.55900 1.33700 2.08400 2.25600 3.08100 3.35900 3.35300 3.09600 1.77500 0.79500 0.79000 0.27600 22.80100

2003 7 21 202 0.00000 0.03600 0.35000 1.16600 1.96600 2.17000 2.73000 2.66600 2.47100 2.57000 2.28600 1.28400 0.72500 0.40700 20.82700

2003 7 22 203 0.00000 0.02900 0.41100 0.97500 1.04000 1.73800 1.94500 1.34000 1.52700 1.22200 1.21700 1.01600 0.46200 0.31800 13.24000

2003 7 23 204 0.00000 0.01200 0.21000 0.52000 1.09900 1.79500 1.24800 1.48900 0.42500 0.87600 0.86700 0.82900 0.40700 0.11300 9.89000

2003 7 24 205 0.00000 0.00900 0.11600 0.26300 0.41200 0.48100 0.72500 0.42900 0.94200 0.64800 0.66100 0.48000 0.30200 0.09700 5.56500

2003 7 25 206 0.00000 0.00700 0.12700 0.28700 0.52500 0.82900 1.01100 1.47800 1.69900 1.31400 0.62100 0.46600 0.31700 0.09300 8.77400

2003 7 26 207 0.00000 0.02400 0.18800 0.49300 0.79400 1.07000 1.04300 0.53900 0.61900 0.52400 0.53500 0.51200 0.25800 0.15300 6.75200

2003 7 27 208 0.00000 0.05100 0.72000 1.24500 1.78800 2.60500 2.35300 2.92400 2.05100 3.03500 2.63700 1.90100 0.52300 0.05200 21.88500

2003 7 28 209 0.00000 0.03000 0.37900 0.55800 1.67300 2.26300 3.24100 3.47800 3.31700 3.15400 2.44100 1.92000 1.14800 0.34900 23.95100

2003 7 29 210 0.00000 0.02100 0.23200 0.75300 1.42500 2.39500 2.78900 3.13200 2.91400 2.12700 1.73800 0.31100 0.02100 0.01200 17.87000

2003 7 30 211 0.00000 0.02100 0.36400 1.15300 1.39100 1.75400 1.84000 2.81400 3.57500 2.14500 1.96900 0.67200 0.15200 0.01600 17.86600

2003 7 31 212 0.00000 0.04300 0.49400 1.30400 2.35200 2.19900 2.37600 3.32700 2.33900 2.59000 2.27800 1.62900 1.08600 0.22500 22.24200

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 8 1 213 0.00000 0.01600 0.23100 0.82100 1.72000 2.50800 1.86000 3.05800 2.54900 2.50400 2.07800 1.53200 0.87100 0.23100 19.97900

2003 8 2 214 0.00000 0.02600 0.28900 0.79100 1.38100 2.22200 2.33700 3.28900 3.56100 1.81600 1.96500 1.38600 1.08600 0.23400 20.38300

2003 8 3 215 0.00000 0.02400 0.38600 0.81100 1.58100 2.28300 3.12800 3.43700 2.88100 2.04500 2.13400 1.54500 0.65000 0.19800 21.10300

2003 8 4 216 0.00000 0.02400 0.25600 0.51600 0.90700 1.68100 2.78000 3.60600 2.60200 3.25200 2.35200 0.64100 0.22200 0.12500 18.96400

2003 8 5 217 0.00000 0.03900 0.27300 0.63400 1.27500 2.68600 3.20100 2.61200 3.07700 2.57600 1.86000 1.31900 0.42600 0.17900 20.15700

2003 8 6 218 0.00000 0.02400 0.39900 0.82100 1.48100 1.35900 2.12700 2.93000 2.13000 2.19800 2.37000 1.78600 0.91900 0.27500 18.81900

2003 8 7 219 0.00000 0.01200 0.23900 0.69700 1.40500 1.64300 1.80000 2.65700 3.14900 2.63900 1.25600 0.58900 0.18100 0.20100 16.46800

2003 8 8 220 0.00000 0.02400 0.46300 1.29900 1.95300 2.53200 3.03500 2.08200 2.32000 2.64500 2.42100 1.00400 0.58100 0.44500 20.80400

2003 8 9 221 0.00000 0.02900 0.47200 0.96500 1.77800 1.28700 1.92300 2.83500 2.88000 2.16500 2.33300 1.40600 0.76000 0.24800 19.08100

2003 8 10 222 0.00000 0.01200 0.24700 1.09700 2.04300 2.84500 2.30700 2.95200 1.95300 2.50300 0.40000 0.42900 0.69100 0.22700 17.70600

2003 8 11 223 0.00000 0.01500 0.26300 1.21400 1.71200 2.65300 3.13400 3.30400 1.66200 1.46100 1.68400 1.09600 0.51200 0.21200 18.92200

2003 8 12 224 0.00000 0.01900 0.22900 0.61700 1.33800 2.24100 3.16800 2.47700 3.25000 1.56300 2.48300 1.71100 1.03500 0.35700 20.48800

2003 8 13 225 0.00000 0.01400 0.25300 0.76100 2.23700 2.44000 2.45000 3.39800 2.50400 2.69400 2.12000 0.87300 0.22500 0.06700 20.03600

2003 8 14 226 0.00000 0.02700 0.50100 1.30300 2.08100 2.68900 3.15700 3.37600 3.43100 3.17800 2.67700 1.94400 1.07000 0.13900 25.57300

2003 8 15 227 0.00000 0.02900 0.46600 1.20700 2.00000 2.69800 2.82700 3.05500 3.44100 3.19400 2.64000 1.98100 1.07300 0.27600 24.88700

2003 8 16 228 0.00000 0.01900 0.52700 1.16500 2.07200 2.68700 3.11100 1.52200 2.39600 1.13200 1.75200 1.39600 0.34000 0.08600 18.20500

2003 8 17 229 0.00000 0.00600 0.08600 0.50200 1.56000 2.01000 2.81700 3.33500 3.43500 2.98800 1.30900 0.71900 0.62000 0.14800 19.53500

2003 8 18 230 0.00000 0.00900 0.20000 0.66000 0.94700 1.71600 0.89400 0.40000 1.06000 2.01700 2.51100 0.86100 0.37900 0.10400 11.75800

2003 8 19 231 0.00000 0.02500 0.22900 0.88600 1.99000 2.91100 2.94200 1.67800 1.78000 2.40700 0.72500 1.88600 0.89300 0.20500 18.55700

2003 8 20 232 0.00000 0.01000 0.25800 0.72500 0.84600 1.65200 2.55000 2.37400 2.26100 1.68700 0.93200 0.76900 0.35800 0.14500 14.56700

2003 8 21 233 0.00000 0.00500 0.24000 0.73000 1.48400 2.07700 1.49600 2.40200 2.14400 0.80400 2.20500 0.40500 0.14500 0.03100 14.16800

2003 8 22 234 0.00000 0.00900 0.22500 0.80100 1.65600 2.82000 3.33900 3.12200 2.62600 2.05800 2.02500 1.83200 1.08300 0.23200 21.82800

2003 8 23 235 0.00000 0.01400 0.28000 0.57300 1.14000 1.36900 2.06600 3.06300 2.44800 2.47300 0.76500 0.66100 0.07800 0.01700 14.94700

2003 8 24 236 0.00000 0.00900 0.23700 1.03600 1.33500 1.60500 1.85300 2.28900 2.06200 2.16000 1.62400 0.88200 0.28300 0.15200 15.52700

2003 8 25 237 0.00000 0.00500 0.19300 0.70800 1.25600 1.67000 2.20700 2.83600 1.95900 1.73400 1.80400 0.85800 0.50200 0.10900 15.84100

2003 8 26 238 0.00000 0.02000 0.20400 0.40400 0.90400 1.44700 1.72800 3.24100 2.20200 1.57500 1.92700 1.56500 0.63000 0.14200 15.98900

2003 8 27 239 0.00000 0.01400 0.29700 0.83900 1.73800 2.06300 2.55900 2.66000 3.21900 3.12400 2.71800 1.36900 0.53200 0.14300 21.27500

2003 8 28 240 0.00000 0.02500 0.29700 0.71200 2.16800 2.01100 2.57100 2.40100 3.10400 2.83900 1.69200 1.27500 1.21100 0.36800 20.67400

2003 8 29 241 0.00000 0.01900 0.53900 1.36000 2.19400 2.83600 3.31200 3.50700 3.40100 3.00500 2.53300 1.64700 0.35900 0.02200 24.73400

2003 8 30 242 0.00000 0.01000 0.21900 0.58400 0.86300 1.50200 2.59400 2.67500 2.34000 1.44500 1.50600 1.76000 0.63600 0.04500 16.17900

2003 8 31 243 0.00000 0.01000 0.26700 0.60500 1.00000 1.61900 2.20200 1.90700 0.90600 0.44200 0.77900 0.62600 0.23200 0.02100 10.61600

Totals of Global  Solar Radiation (sun and sky),  MJ/m
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 9 1 244 0.00000 0.01500 0.34200 1.18000 1.01700 1.28300 2.12700 3.13400 2.62400 2.25300 1.59100 0.45800 0.39800 0.20600 16.62800

2003 9 2 245 0.00000 0.01700 0.36800 0.93500 1.18300 1.52500 2.92700 2.78500 2.84800 3.20100 2.51400 0.84300 0.19100 0.04000 19.37700

2003 9 3 246 0.00000 0.01200 0.52900 1.40900 1.93900 1.92000 2.66500 2.58500 1.30700 2.02200 1.77100 0.73500 0.53700 0.11400 17.54500

2003 9 4 247 0.00000 0.01000 0.21700 0.59900 1.68000 2.40500 2.34800 2.97100 3.09400 2.48000 1.76100 1.28300 0.17900 0.03400 19.06100

2003 9 5 248 0.00000 0.01900 0.35500 1.17000 2.08400 2.46000 2.39600 2.67200 3.07200 2.57900 2.19100 0.23600 0.16500 0.11200 19.51100

2003 9 6 249 0.00000 0.01600 0.47100 1.17500 2.08200 1.72000 2.37100 2.37600 1.84300 2.72000 0.64000 0.32800 0.21500 0.04300 16.00000

2003 9 7 250 0.00000 0.00700 0.19100 0.73500 2.06300 2.62600 3.34000 2.04700 2.05300 2.25200 1.10600 0.98000 0.60200 0.12800 18.13000

2003 9 8 251 0.00000 0.01000 0.34800 0.87300 1.93000 2.03400 2.32000 2.19400 1.33500 1.13000 1.52400 0.80400 0.38800 0.10600 14.99600

2003 9 9 252 0.00000 0.01500 0.36400 0.87600 1.83000 2.22000 3.30100 2.95200 3.14400 3.11600 2.26100 1.40200 0.68100 0.14400 22.30600

2003 9 10 253 0.00000 0.01500 0.48700 0.89400 1.47800 2.61400 2.47100 2.88700 2.28700 1.99600 1.34300 0.87700 0.34800 0.05600 17.75300

2003 9 11 254 0.00000 0.00100 0.08300 0.34400 0.98900 2.61700 1.96100 1.48400 1.31600 1.53900 1.34200 1.08100 0.57400 0.11100 13.44200

2003 9 12 255 0.00000 0.00700 0.19400 0.58100 1.82100 1.64500 2.08000 2.11600 3.06600 1.86500 0.29100 0.11100 0.04100 0.00400 13.82200

2003 9 13 256 0.00000 0.00700 0.14400 0.29900 0.58900 1.42000 0.85600 1.55500 1.92000 1.23500 0.75500 0.52200 0.40000 0.07700 9.77900

2003 9 14 257 0.00000 0.00500 0.21500 0.61900 0.81100 1.45500 1.81000 1.78000 1.50900 1.33900 1.18100 0.61900 0.39800 0.05700 11.79800

2003 9 15 258 0.00000 0.01500 0.32400 1.24600 1.87000 2.32700 2.55900 2.35500 2.88000 2.28600 0.93900 0.31100 0.05100 0.00500 17.16800

2003 9 16 259 0.00000 0.01700 0.38100 1.06200 1.46100 2.38100 2.19600 2.29800 2.17400 2.81900 2.66600 1.15000 0.42100 0.09700 19.12300

2003 9 17 260 0.00000 0.01600 0.37600 1.39800 1.83400 2.70700 3.15800 2.87200 2.77600 1.66000 1.05800 0.76300 0.39600 0.06100 19.07500

2003 9 18 261 0.00000 0.01200 0.34800 0.73700 1.09200 2.53900 3.02200 3.25200 3.42700 3.29300 1.70100 0.55300 0.17100 0.01400 20.16100

2003 9 19 262 0.00000 0.01700 0.10900 0.18800 0.60100 1.78300 1.99500 1.49900 2.67000 3.15400 2.44200 1.73700 0.56500 0.05200 16.81200

2003 9 20 263 0.00000 0.03100 0.26200 0.57800 0.84000 2.76500 2.71900 3.22200 2.91300 2.39900 1.30100 0.35200 0.19600 0.02500 17.60300

2003 9 21 264 0.00000 0.01400 0.09300 0.24700 0.65800 1.95800 1.77000 0.65700 1.44700 1.21600 0.77900 0.53900 0.28400 0.04000 9.70200

2003 9 22 265 0.00000 0.01700 0.20000 0.74400 1.38500 2.25000 2.88700 3.41700 2.91900 2.17000 2.14700 1.64200 0.52800 0.05300 20.35900

2003 9 23 266 0.00000 0.01900 0.49600 1.35000 1.68300 2.69400 2.90200 3.16000 3.28300 3.08800 2.01000 1.18500 0.51200 0.07300 22.45500

2003 9 24 267 0.00000 0.04100 0.35400 0.80400 1.30400 1.30100 0.49700 0.27800 0.59100 0.98400 0.00000 0.00000 0.00000 0.00000 6.15400

2003 9 25 268 0.00000 0.05500 0.22700 0.80000 1.41100 1.86500 2.54200 2.28700 2.88200 1.11700 0.19100 0.23700 0.22500 0.06600 13.90500

2003 9 26 269 0.00000 0.02500 0.53000 1.15500 1.99800 2.48300 3.29300 3.10200 2.66500 2.46500 2.05800 1.19400 0.63200 0.10700 21.70700

2003 9 27 270 0.00000 0.01500 0.39800 0.94800 1.17100 0.29900 0.24100 0.52400 0.83500 0.91400 0.59900 0.86200 0.92400 0.16800 7.89800

2003 9 28 271 0.00000 0.02200 0.46600 1.28900 1.96900 2.20600 1.90300 2.72200 3.13400 2.50900 1.79600 0.61000 0.40600 0.07200 19.10400

2003 9 29 272 0.00000 0.01000 0.18900 0.65200 1.00600 1.90900 2.04300 1.51800 1.17000 2.34900 1.84800 1.09400 0.28200 0.02200 14.09200

2003 9 30 273 0.00000 0.01600 0.19100 0.46100 0.96300 0.79300 0.65300 1.37300 1.44700 1.68100 0.75900 0.23700 0.14300 0.03200 8.74900

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 10 1 274 0.00000 0.00900 0.09800 0.10700 0.10900 0.12000 0.27000 0.54900 0.84500 1.67000 1.75400 1.14800 0.50400 0.04700 7.23000

2003 10 2 275 0.00000 0.02900 0.45800 0.69400 1.21400 1.87500 2.10900 2.72700 1.44000 0.26600 0.16000 0.23500 0.25600 0.05500 11.51800

2003 10 3 276 0.00000 0.02600 0.39600 0.71400 1.32800 2.57400 2.32000 1.66800 1.93900 1.70800 1.11700 0.32400 0.05000 0.01400 14.17800

2003 10 4 277 0.00000 0.03000 0.49300 1.41000 1.98100 1.86800 1.94200 2.12300 1.47000 1.12500 1.19600 0.87300 0.33400 0.03200 14.87700

2003 10 5 278 0.00000 0.01600 0.15800 0.65000 1.10900 1.47000 2.65800 2.82400 2.72900 2.24200 1.14000 1.21400 0.45200 0.03200 16.69400

2003 10 6 279 0.00000 0.02000 0.45100 1.19300 1.99400 2.67100 2.91400 2.30200 1.31700 0.72700 0.43700 0.22000 0.03900 0.00000 14.28500

2003 10 7 280 0.00000 0.01900 0.30300 0.49700 0.79300 0.70400 1.89900 1.58400 0.64100 0.31800 0.81100 0.99600 0.45300 0.07800 9.09600

2003 10 8 281 0.00000 0.01100 0.34400 1.08200 1.88200 1.92400 1.78300 1.83100 1.21400 2.37000 1.90900 0.67800 0.19900 0.03200 15.25900

2003 10 9 282 0.00000 0.01000 0.12500 1.10300 1.96800 1.72300 2.91400 3.21400 2.85800 2.39500 2.19900 1.48400 0.64100 0.08700 20.72100

2003 10 10 283 0.00000 0.02700 0.50800 1.28100 1.89200 2.81100 2.82900 3.37400 3.33500 2.97900 1.85600 1.50300 0.63500 0.08400 23.11400

2003 10 11 284 0.00000 0.02400 0.47800 1.30200 2.08200 2.55000 2.89700 2.67500 2.60000 2.96100 1.15400 0.65200 0.48100 0.08400 19.94000

2003 10 12 285 0.00000 0.02000 0.46800 1.22700 2.05700 2.68300 3.17100 3.34900 1.83900 0.90600 0.89200 0.48300 0.44800 0.07000 17.61300

2003 10 13 286 0.00000 0.00700 0.12800 0.59900 1.85300 2.38900 2.68900 1.98300 2.69800 0.90600 0.46800 0.15700 0.04700 0.01400 13.93800

2003 10 14 287 0.00000 0.01600 0.28600 0.89100 1.84200 2.20400 1.19100 3.13000 3.25100 2.57800 1.19100 0.64100 0.33700 0.05200 17.61000

2003 10 15 288 0.00000 0.00100 0.16100 0.65700 1.99400 1.93300 1.91800 2.13000 1.54700 1.56500 1.00600 1.15900 0.33300 0.02700 14.43100

2003 10 16 289 0.00000 0.02000 0.30400 1.26800 2.13000 2.63000 2.38300 2.68700 2.04800 1.51700 1.10100 0.99900 0.49300 0.04300 17.62300

2003 10 17 290 0.00000 0.01400 0.20900 0.79800 1.36900 2.17300 1.98900 2.01700 2.35300 2.33300 1.51200 0.88300 0.28400 0.02100 15.95500

2003 10 18 291 0.00000 0.01000 0.40000 0.96900 1.45500 2.41700 2.90200 2.99600 2.75000 2.04600 1.50300 1.42100 0.60100 0.06800 19.53800

2003 10 19 292 0.00000 0.00700 0.20600 0.68300 1.28000 1.78800 2.21000 2.89100 1.87500 1.68000 1.94400 0.92900 0.40400 0.04700 15.94400

2003 10 20 293 0.00000 0.01100 0.40100 1.13800 1.91100 2.53700 2.91100 3.14700 3.05300 2.69800 1.71600 1.19800 0.48200 0.05000 21.25300

2003 10 21 294 0.00000 0.01500 0.35400 0.73900 1.23200 1.53000 2.43700 2.28900 2.38900 2.36100 1.71300 1.09800 0.34800 0.03000 16.53500

2003 10 22 295 0.00000 0.01100 0.34400 1.04800 1.79500 2.46200 2.91800 3.05700 2.91400 2.53500 1.82000 0.98000 0.39500 0.04600 20.32500

2003 10 23 296 0.00000 0.00100 0.13000 0.52200 0.55800 0.67500 0.78000 1.19100 1.15800 1.22400 0.63900 0.27800 0.13800 0.01400 7.30800

2003 10 24 297 0.00000 0.00700 0.10400 0.31300 0.19100 0.15000 0.46500 0.66700 0.72900 0.69600 0.63200 0.48700 0.19900 0.02200 4.66200

2003 10 25 298 0.00000 0.03200 0.33000 0.67500 0.89600 0.75400 0.79600 1.49600 1.24800 1.78600 1.78100 0.65100 0.14500 0.02400 10.61400

2003 10 26 299 0.00000 0.00900 0.15500 0.49700 1.62900 1.98100 1.58800 1.34000 1.40400 1.30800 1.17400 1.11700 0.41700 0.04700 12.66600

2003 10 27 300 0.00000 0.01700 0.33000 1.01400 1.54000 2.27700 2.25300 2.42900 2.69300 2.32900 1.77900 0.94000 0.34900 0.03600 17.98600

2003 10 28 301 0.00000 0.01200 0.34900 1.05000 1.82100 2.48400 2.97100 3.16500 3.01200 2.61000 1.95000 1.21600 0.44700 0.05000 21.13700

2003 10 29 302 0.00000 0.01400 0.41000 1.17900 1.96800 2.61400 3.00500 3.09400 2.99300 2.59100 1.94400 1.19400 0.43600 0.04300 21.48500

2003 10 30 303 0.00000 0.00900 0.22000 1.06500 1.68400 2.39600 2.91600 3.09900 2.91200 2.52500 1.91900 1.16600 0.42900 0.04600 20.38600

2003 10 31 304 0.00000 0.01100 0.35000 1.08700 1.90100 2.49600 2.24500 2.69100 2.96500 2.60400 1.98900 1.20500 0.44000 0.05000 20.03400

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 11 1 305 0.00000 0.00900 0.37400 0.95400 1.71700 2.47300 2.82200 3.05800 2.61400 2.28600 1.84100 1.04000 0.36100 0.03900 19.58800

2003 11 2 306 0.00000 0.00900 0.34400 1.06600 1.83400 2.45800 2.81200 2.96500 2.94300 2.43200 1.79100 1.12800 0.41100 0.04200 20.23500

2003 11 3 307 0.00000 0.01200 0.31700 1.00000 1.77300 2.41200 2.80200 3.06200 2.95200 2.49400 1.79500 0.97000 0.33400 0.04100 19.96400

2003 11 4 308 0.00000 0.00900 0.31900 1.00000 1.73300 2.34700 2.44100 2.67500 2.53200 1.70600 1.48300 0.93700 0.31800 0.03100 17.53100

2003 11 5 309 0.00000 0.00700 0.32200 0.98800 1.76100 2.39400 2.74400 2.92200 2.67600 2.11200 1.70800 1.06000 0.35400 0.03600 19.08400

2003 11 6 310 0.00000 0.00700 0.30900 1.00000 1.74800 2.33800 1.87700 2.17100 2.48900 1.45100 1.39600 0.97600 0.32900 0.03000 16.12100

2003 11 7 311 0.00000 0.00600 0.34400 1.02100 1.73000 2.38500 2.99600 2.34500 2.38600 1.33500 0.88000 0.37500 0.16100 0.02500 15.98900

2003 11 8 312 0.00000 0.00600 0.33400 1.01700 1.77900 2.37800 2.79900 2.95500 2.80500 1.85200 1.77100 0.99400 0.30700 0.03200 19.02900

2003 11 9 313 0.00000 0.00500 0.32700 1.03600 1.77400 2.36000 2.72200 3.01000 2.66600 2.15900 1.36400 0.83600 0.31400 0.03400 18.60700

2003 11 10 314 0.00000 0.00500 0.27800 0.96300 1.71400 2.34300 2.73900 2.92900 2.82000 2.38100 1.74700 0.92500 0.29400 0.02700 19.16500

2003 11 11 315 0.00000 0.00400 0.30300 0.98500 1.82400 2.44800 2.75300 2.52300 2.48900 2.26800 1.85200 0.93800 0.30400 0.03600 18.72700

2003 11 12 316 0.00000 0.00400 0.11300 0.63900 1.13900 2.22500 2.20400 2.60400 2.80900 2.43100 1.92400 1.08800 0.30800 0.02700 17.51500

2003 11 13 317 0.00000 0.00200 0.20100 0.75900 0.92300 1.18500 1.55500 1.53800 1.98800 2.24600 2.13900 1.10600 0.35000 0.03400 14.02600

2003 11 14 318 0.00000 0.00400 0.17800 0.63000 1.83600 2.20600 2.47100 2.93000 2.80400 2.39300 1.80400 0.91900 0.30900 0.02700 18.51100

2003 11 15 319 0.00000 0.00600 0.50600 1.21100 1.73700 1.96400 0.00000 0.00000 0.00000 0.00000 0.91700 0.68100 0.20700 0.00500 7.23400

2003 11 16 320 0.00000 0.01600 0.25800 0.95700 1.71600 2.32200 2.70300 2.59100 2.31700 2.36800 1.77100 0.88900 0.35300 0.00500 18.26600

2003 11 17 321 0.00000 0.02100 0.27000 0.97000 1.74400 2.14700 1.64200 2.05000 1.12200 1.03600 1.68000 1.01200 0.26000 0.00500 13.95900

2003 11 18 322 0.00000 0.01600 0.26000 0.89400 1.58500 2.09600 2.25000 1.98500 1.62900 1.75300 1.49600 0.94200 0.36300 0.00200 15.27100

2003 11 19 323 0.00000 0.01600 0.24600 0.84200 1.49900 2.03900 2.49800 2.67200 2.52200 2.28200 1.73700 0.92700 0.31900 0.00200 17.60100

2003 11 20 324 0.00000 0.01500 0.25300 0.90800 1.61700 2.23900 2.59300 2.80900 2.73200 2.39400 1.85500 0.94200 0.30800 0.00700 18.67200

2003 11 21 325 0.00000 0.01600 0.27400 0.83000 1.71700 2.34400 2.69700 2.89200 2.75700 1.86200 1.58900 1.01700 0.32800 0.00200 18.32500

2003 11 22 326 0.00000 0.01100 0.21100 0.69900 1.47000 1.87700 2.38300 2.51800 2.65500 1.90800 1.75000 1.04000 0.31600 0.00600 16.84400

2003 11 23 327 0.00000 0.01600 0.33200 0.99000 1.72400 2.29600 2.64100 2.83600 2.71400 2.37800 1.81600 0.96900 0.30900 0.00400 19.02500

2003 11 24 328 0.00000 0.01000 0.26200 0.95700 1.70200 2.29700 2.68800 2.81500 2.72500 2.39500 1.83700 1.12300 0.39800 0.00500 19.21400

2003 11 25 329 0.00000 0.00900 0.14200 0.38100 0.89100 1.41100 1.97900 2.61600 2.70600 2.37400 1.80700 1.09100 0.37400 0.00400 15.78500

2003 11 26 330 0.00000 0.01400 0.16900 0.48800 0.86100 1.04500 0.99000 0.63400 1.04800 1.76800 1.60500 0.97000 0.34800 0.00200 9.94200

2003 11 27 331 0.00000 0.00600 0.15400 0.64000 1.53300 2.35700 2.71400 2.61600 2.42000 2.40200 1.85000 1.11200 0.36900 0.00400 18.17700

2003 11 28 332 0.00000 0.01000 0.25300 0.92300 1.60500 2.23700 2.55200 2.72200 2.64200 2.28400 1.72400 1.02900 0.33200 0.00400 18.31700

2003 11 29 333 0.00000 0.01100 0.22100 0.76600 1.59600 2.24500 2.66700 2.89400 2.85500 2.43500 1.81200 1.04800 0.33900 0.00400 18.89300

2003 11 30 334 0.00000 0.00400 0.18000 0.78000 1.53000 2.22700 2.62200 2.24100 2.27700 2.41200 1.82200 1.16600 0.43700 0.00500 17.70300

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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Country         Thailand Station Silapakorn  university :  Nakornpathom

Hourly  total daily

Year Month day no 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 18.00 Total

2003 12 1 335 0.00000 0.00600 0.22400 0.90700 1.66000 2.31300 2.77900 2.94500 2.85800 2.48400 1.87500 1.15400 0.39000 0.00500 19.60000

2003 12 2 336 0.00000 0.00400 0.19500 0.88400 1.43100 2.39800 2.61700 2.77400 2.69600 2.01100 1.73800 1.12900 0.36800 0.00500 18.25000

2003 12 3 337 0.00000 0.00500 0.20500 0.88900 1.63600 2.32500 2.72800 2.88400 2.31200 1.85100 1.60500 0.94500 0.32300 0.00500 17.71300

2003 12 4 338 0.00000 0.00600 0.23600 0.94500 1.69900 2.34700 2.74400 2.91600 2.77000 2.21600 1.50200 0.75700 0.28600 0.00400 18.42800

2003 12 5 339 0.00000 0.00500 0.21700 0.90300 1.65700 2.28900 2.69600 2.87600 2.70100 2.05100 1.24600 0.78300 0.32500 0.00100 17.75000

2003 12 6 340 0.00000 0.00500 0.21900 0.90200 1.42900 2.11300 2.67700 2.83600 2.67100 2.31800 1.75800 0.97100 0.27700 0.00400 18.18000

2003 12 7 341 0.00000 0.00600 0.21200 0.89900 1.64800 2.29400 2.70600 2.82100 2.07100 1.92400 1.18300 0.52500 0.38000 0.00500 16.67400

2003 12 8 342 0.00000 0.00400 0.23600 0.93800 1.71400 2.25500 2.71600 2.82000 2.52300 2.34900 1.62400 1.18600 0.39400 0.00600 18.76500

2003 12 9 343 0.00000 0.00200 0.17900 0.85300 1.63500 2.25500 2.65100 2.84800 2.77800 2.48900 1.91300 1.11200 0.38400 0.01400 19.11300

2003 12 10 344 0.00000 0.00000 0.06800 0.33700 0.82100 1.76300 2.20700 2.68300 2.92800 2.47500 1.77500 1.11700 0.35800 0.01500 16.54700

2003 12 11 345 0.00000 0.00100 0.10200 0.58900 1.08400 1.14700 1.02900 1.48600 1.64600 2.05000 1.07700 0.52500 0.22000 0.00600 10.96200

2003 12 12 346 0.00000 0.00100 0.07500 0.33800 1.09900 1.87000 2.67600 2.77500 2.72300 2.40600 1.90400 1.07200 0.42400 0.00900 17.37200

2003 12 13 347 0.00000 0.00100 0.16000 0.84200 1.58500 2.16400 2.59800 2.80400 2.73800 2.42900 1.82000 1.08200 0.35300 0.02200 18.59800

2003 12 14 348 0.00000 0.00100 0.15800 0.84300 1.55500 2.18100 2.65800 2.76500 2.61900 2.19900 1.36600 1.13900 0.41100 0.02500 17.92000

2003 12 15 349 0.00000 0.00400 0.21900 0.99400 1.62400 2.11200 2.50600 2.74300 2.28600 2.45800 1.88700 1.18400 0.27700 0.01100 18.30500

2003 12 16 350 0.00000 0.00100 0.10400 0.78100 1.67500 2.25300 2.73900 2.96300 2.88000 2.44500 1.88000 1.14500 0.46100 0.02400 19.35100

2003 12 17 351 0.00000 0.00100 0.08600 0.52300 1.23900 2.17000 2.60400 2.79400 2.71400 2.31100 1.69800 0.90600 0.27500 0.01000 17.33100

2003 12 18 352 0.00000 0.00100 0.04800 0.57000 1.33800 2.04300 2.34000 2.53900 2.53900 2.27100 1.71200 0.97400 0.37800 0.01100 16.76400

2003 12 19 353 0.00000 0.00000 0.05600 0.30700 0.64300 1.11800 1.87500 1.77400 1.07000 1.08100 0.82600 0.73200 0.26800 0.02200 9.77200

2003 12 20 354 0.00000 0.00100 0.03500 0.18500 0.90400 1.53400 2.55000 2.63700 2.49600 2.08400 1.71800 0.90100 0.30600 0.02400 15.37500

2003 12 21 355 0.00000 0.00100 0.13500 0.73800 1.48000 2.11900 2.57800 2.77300 2.67700 2.41100 1.86600 1.15800 0.43000 0.02100 18.38700

2003 12 22 356 0.00000 0.00000 0.12500 0.56600 1.58500 1.97600 2.45500 2.68900 2.64500 2.35300 1.81900 1.12200 0.48700 0.08100 17.90300

2003 12 23 357 0.00000 0.00000 0.15800 0.66100 1.37400 2.01500 2.46100 2.64600 2.65500 2.42700 1.87300 1.18500 0.51100 0.08000 18.04600

2003 12 24 358 0.00000 0.00000 0.14500 0.62600 1.32500 2.00400 2.49600 2.71900 2.68900 2.39000 1.87600 1.21400 0.53200 0.08600 18.10200

2003 12 25 359 0.00000 0.00000 0.13300 0.61100 1.29600 1.91600 2.36500 2.55300 2.53500 2.34700 1.89900 1.25600 0.55200 0.08100 17.54400

2003 12 26 360 0.00000 0.00000 0.11800 0.56800 1.22000 1.73500 2.22500 2.52900 2.60900 2.36100 1.88200 1.22900 0.51800 0.08100 17.07500

2003 12 27 361 0.00000 0.00000 0.11900 0.58800 1.30200 1.91700 2.39500 2.63600 2.60000 2.30700 1.71600 1.03900 0.40700 0.05600 17.08200

2003 12 28 362 0.00000 0.00000 0.11000 0.51100 1.11700 1.74400 2.28200 2.60500 2.58000 2.24100 1.72500 1.05000 0.41100 0.06100 16.43700

2003 12 29 363 0.00000 0.00000 0.11200 0.54200 1.21400 1.87800 2.33700 2.62600 2.65100 2.32400 1.80500 1.16100 0.49600 0.07300 17.21900

2003 12 30 364 0.00000 0.00000 0.13400 0.58100 1.28100 1.92900 2.42900 2.67000 2.68300 2.41900 1.93800 1.25600 0.54000 0.08400 17.94400

2003 12 31 365 0.00000 0.00000 0.14700 0.57900 1.29400 1.96600 2.44100 2.67600 2.66200 2.43600 1.97100 1.33900 0.59800 0.09400 18.20300

Totals of Global  Solar Radiation (sun and sky),  MJ/m
2 
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%********************************************************************************* 
% PROGRAM NAME :GLOBAL RADIATION PREDICTION BY USING BACKPROPAGATION  
% BY           :     THAWAT  KEATSATHIT 
% DATE      :     AUGUST 27,2005    
%********************************************************************************* 
%-------------------------------------------------------------------------------------------------------------------------- 
% SPECIFICATION OF PROGRAMMING  
%    * TRAINING DATA FROM 1 YEAR UP TO 4 YEARS  
%    * SELECT ONE POINT OF TIME FOR TRAINING FROM 5.00 AM - 17.00 PM  
%    * SELECT ONE YEAR FROM 2000 TO 2003 FOR PREDICTION GLOBAL RADIATION   
%-------------------------------------------------------------------------------------------------------------------------- 
%-------------------------------------------------------------------------------------------------------------------------- 
%  THIS PART OF PROGRAM FOR CLEARING MONITOR 
%-------------------------------------------------------------------------------------------------------------------------- 
clc 
clear all; 
close all; 
format compact; 
disp('                                                                  ') 
disp('***************************************************************'**************') 
disp('  THIS PROGRAM USE FOR TRAINING AND PREDICTION GLOBAL RADIATION   ') 
disp('       TRAINING DATA UP TO 4 YEAR AND 1 YEAR DATA PREDICTION           ') 
disp('                BY USING BACKPROPAGATION  METHODE                 ') 
disp('*****************************************************************************') 
disp('                                                                  ') 
%-------------------------------------------------------------------------------------------------------------------------- 
%   THIS PART TO SELECT CONDITION FOR PREDICTION AND TRAINING  
%-------------------------------------------------------------------------------------------------------------------------- 
% SIMBOL DISCRIPTION : 
% a : begining address of data use for prediction 
% b : end address of data use for prediction 
% k : begining  address of data use for training 
% s : end address of data use for training 
% r : total of training data  
% w : total of test set data 
cx= xlsread('total data');   
 a1=1; 
 b1=365; 
 a2=366; 
 b2=730; 
 a3=731; 
 b3=1095; 
 a4=1096; 
 b4=1460; 
 a5=1461; 
 b5=1825; 
 a6=1826; 
 b6=1828; 
 aa=cx(a1:b1,5:18);     %  data of year 2542 
 ab=cx(a2:b2,5:18);     %  data of year 2543 
 ac=cx(a3:b3,5:18);     %  data of year 2544 
 ad=cx(a4:b4,5:18);     %  data of year 2545 
 ae=cx(a5:b5,5:18);     %  data of year 2546 
 sx=cx(a6:b6,5:18);     %  zero data 
 ax=[sx;aa;sx;ab;sx;ac;sx;ad;sx;ae;sx]; 
 nx= 1841; 
u = input('PLEASE SELECT ONE YEAR WHICH YOU WANT TO PREDICT (SELECT 2000-2003):');  
fix(u); 
  u = fix(u); 
  if  u==2003; 
      disp('   YOU WANT TO PREDICT DATA OF YEAR 2003') 
      a=1473; 
      b=1840; 
      w=369; 
        disp('PLEASE SELECT RANGE OF DATA FOR TRAINING');   
        disp('   DATA OF THE YEAR   2002 ONLY,  SELECT   "1"')  
        disp('   DATA FROM  2001 TO 2002,       SELECT   "2"')  
        disp('   DATA FROM  2000 TO 2002,       SELECT   "3"') 
        disp('   DATA FROM  1999 TO 2002,       SELECT   "4"') 
        disp ('IF YOU SELECT OTHER NUMBER PROGRAM WILL BE CLOSE ! ') 
        v = input('SELECT NUMBER :    '); 
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             if      v==1; 
                 disp('   YOU SELECT YEAR 2002 ONLY ') 
                     k=1105; 
                     s=1472; 
                     r=369; 
             elseif  v==2; 
                 disp('   YOU SELECT YEAR 2001 - 2002') 
                     k=737; 
                     s=1472; 
                     r=737; 
             elseif  v==3; 
                 disp('   YOU SELECT YEAR 2000 - 2002') 
                     k=369; 
                     s=1472; 
                     r=1105; 
             elseif  v==4; 
                 disp('   YOU SELECT YEAR 1999 - 2002') 
                     k=1; 
                     s=1472; 
                     r=1473; 
             else    1>v>4;  
                     a=0; 
                     b=0; 
                     k=0; 
                     s=0; 
                     r=0; 
                     x = input('YOU SELECT DATA OUT OF RANGE. PROGRAM WILL CLOSE PLEASE PRESS ANY KEY:');     
                     clear all; 
                     close all;  
                     exit 
             end 
   elseif   u==2002; 
            disp('   YOU WANT TO PREDICT DATA OF YEAR 2002') 
            a=1105; 
            b=1472; 
            w=369; 
              disp('PLEASE SELECT RANGE OF DATA FOR TRAINING');   
              disp('   DATA OF THE YEAR   2001 ONLY, SELECT   "1"')  
              disp('   DATA FROM  2000 TO 2001,      SELECT   "2"')  
              disp('   DATA FROM  1999 TO 2001,      SELECT   "3"') 
              disp ('IF YOU SELECT OTHER NUMBER PROGRAM WILL BE CLOSE ! ') 
              v = input('SELECT NUMBER :    '); 
              if      v==1; 
                  disp('   YOU SELECT YEAR 2001 ONLY ') 
                      k=737; 
                      s=1104; 
                      r=369; 
              elseif  v==2; 
                  disp('   YOU SELECT YEAR 2000 - 2001') 
                      k=369; 
                      s=1104; 
                      r=737; 
              elseif  v==3; 
                  disp('   YOU SELECT YEAR 1999 - 2001') 
                      k=1; 
                      s=1104; 
                      r=1105; 
              else    1>v>3;  
                      a=0; 
                      b=0; 
                      k=0; 
                      s=0; 
                      r=0; 
                      x = input('YOU CAN SELECT "1" OR "2" OR "3". PROGRAM WILL CLOSE PLEASE PRESS ANY KEY:');     
                      clear all; 
                      close all;  
                      exit 
              end 
                    
  elseif    u==2001; 
            disp('   YOU WANT TO PREDICT DATA OF YEAR 2001') 
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            a=737; 
            b=1104; 
            w=369; 
              disp('PLEASE SELECT RANGE OF DATA FOR TRAINING');   
              disp('   DATA OF THE YEAR   2000 ONLY, SELECT   "1"')  
              disp('   DATA FROM  1999 TO 2000,      SELECT   "2"')  
              disp ('IF YOU SELECT OTHER NUMBER PROGRAM WILL BE CLOSE ! ') 
              v = input('SELECT NUMBER :    '); 
              if      v==1; 
                  disp('   YOU SELECT YEAR 2000 ONLY ') 
                      k=369; 
                      s=736; 
                      r=369; 
              elseif  v==2; 
                  disp('   YOU SELECT YEAR 1999 - 2000') 
                      k=1; 
                      s=736; 
                      r=737; 
              else    1>v>2;  
                      a=0; 
                      b=0; 
                      k=0; 
                      s=0; 
                      r=0; 
                     x = input('YOU CAN SELECT "1" OR "2". PROGRAM WILL CLOSE PLEASE PRESS ANY KEY:');     
                      clear all; 
                      close all;  
                      exit 
              end           
             
   elseif   u==2000; 
            disp('   YOU WANT TO PREDICT DATA OF YEAR 2000') 
            a=369; 
            b=736; 
            w=369; 
              disp('PLEASE SELECT RANGE OF DATA FOR TRAINING');   
              disp('   YOU CAN SELECT DATA OF THE YEAR 1999 ONLY ')  
              disp ('IF YOU SELECT OTHER NUMBER PROGRAM WILL BE CLOSE ! ') 
              v = input('PLEASE SELECT NUMBER "1" :   '); 
              if      v==1; 
                  disp('   YOU SELECT YEAR 1999 ONLY ') 
                      k=1; 
                      s=368; 
                      r=369; 
              else    1>v>1;  
                      a=0; 
                      b=0; 
                      k=0; 
                      s=0; 
                      r=0; 
                      x = input('YOU CAN SELECT ONLY "1". PROGRAM WILL CLOSE PLEASE PRESS ANY KEY:');     
                      clear all; 
                      close all;  
                      exit 
              end           
                      
   else 2000>u>2003;  
       disp('   PROGRAMM CAN NOT PREDICT DATA WHICH YOU SELECTED') 
        u=0; 
        a=0; 
        b=0; 
        k=0; 
        s=0; 
        r=0; 
        x = input('YOU SELECT OUT OF RANGE. PROGRAM WILL CLOSE PLEASE PRESS ANY KEY:');     
        clear all; 
        close all;  
        exit 
   end             
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%-------------------------------------------------------------------------------------------------------------------------- 
%  THIS PART FOR SELECTING POINT OF TIME IN THE DAY FOR TRAINING  
%-------------------------------------------------------------------------------------------------------------------------- 
z = input('PLEASE SELECT ONE POINT OF TIME FOR TRANING FROM 5 AM.- 6 PM. (SELECT 5-18):');   
          fix(z);                                    
             z=fix(z);                              
          if     z==5; 
              disp('   YOU WANT TO PREDICT DATA AT 5.00 AM.') 
              m=1; 
          elseif z==6; 
              disp('   YOU WANT TO PREDICT DATA AT 6.00 AM.') 
              m=2; 
          elseif z==7; 
              disp('   YOU WANT TO PREDICT DATA AT 7.00 AM.') 
              m=3; 
          elseif z==8 ;   
              disp('   YOU WANT TO PREDICT DATA AT 8.00 AM.') 
              m=4; 
          elseif z==9 ;  
              disp('   YOU WANT TO PREDICT DATA AT 9.00 AM.') 
              m=5; 
          elseif z==10;  
              disp('   YOU WANT TO PREDICT DATA AT 10.00 AM.') 
              m=6; 
          elseif z==11 ;  
              disp('   YOU WANT TO PREDICT DATA AT 11.00 AM.') 
              m=7; 
          elseif z==12 ; 
              disp('   YOU WANT TO PREDICT DATA AT 12.00 AM.') 
              m=8; 
          elseif z==13 ; 
              disp('   YOU WANT TO PREDICT DATA AT 1.00 PM.') 
              m=9; 
          elseif z==14 ; 
              disp('   YOU WANT TO PREDICT DATA AT 2.00 PM.') 
              m=10; 
          elseif z==15; 
              disp('   YOU WANT TO PREDICT DATA AT 3.00 PM.') 
              m=11; 
          elseif z==16; 
              disp('   YOU WANT TO PREDICT DATA AT 4.00 PM.') 
              m=12; 
          elseif z==17; 
              disp('   YOU WANT TO PREDICT DATA AT 5.00 PM.') 
              m=13; 
          elseif z==18; 
               disp('   YOU WANT TO PREDICT DATA AT 6.00 PM.') 
              m=14; 
          elseif z>18;     
              m=0; 
              x = input('THE SUNSET AT THIS MOMENT,PROGRAM WILL BE CLOSE.PRESS ANY KEY TO EXIST:');   
              clear all; 
              close all; 
              exit ;                                           
         elseif z<5; 
              m=0; 
              x = input('THE SUN NOT RISES AT THIS MOMENT,PROGRAM WILL BE CLOSE.PRESS ANY KEY TO 
EXIST:');    
              clear all; 
              close all; 
              exit ;            
          end 
 disp('PROGROM IS RUNNING AND TRAINING DATA, PLEASE WAIT !' )           
%-------------------------------------------------------------------------------------------------------------------------- 
%  START COUNTING TIME FOR TRANING   
%-------------------------------------------------------------------------------------------------------------------------- 
    tic 
%-------------------------------------------------------------------------------------------------------------------------- 
%  LOADING  DATA FROM FILE "TOTAL DATA"   
%-------------------------------------------------------------------------------------------------------------------------- 
c= ax;                                            % load excell data file  
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%-------------------------------------------------------------------------------------------------------------------------- 
%  LOAD ONE COLUUM FROM FILE "C" (MATRIX FORM) USE FOR TRANING  
%-------------------------------------------------------------------------------------------------------------------------- 
d=c(k:s,m)';                                  % set matrix traning data  
%-------------------------------------------------------------------------------------------------------------------------- 
%  LOAD ONE COLUUM FROM FILE "C" (MATRIX FORM) USE FOR TARGET  
%-------------------------------------------------------------------------------------------------------------------------- 
t=c(k+4:s+4,m)';                       % set matrix target data  
%-------------------------------------------------------------------------------------------------------------------------- 
%  CREATE NETWORK FOR TRAINING 
%-------------------------------------------------------------------------------------------------------------------------- 
range_rr=[1 r];                         % limit range of data  
net=newff(minmax(range_rr),[4,4,1],{'logsig','logsig','purelin'},'trainlm');   
net.trainParam.show=5000;                           
net.trainParam.lr=0.05;                      
net.trainParam.epochs = 5000; % limit max epoch. 
net.trainParam.goal = 1e-10; % limit minimum error. 
net.numInputs=4;  % set number of input data  
    j=1;                                           % set counting number  
for i = 5:r                                       % set address range of training data                           
    input(j,:)=[d(i-1:-1:i-4)];           % gruoping data 4 input from file "d"  
    j=j+1;                                         % shift address 1 point for next group 
end 
    input=input';                      % transpost "input" data 
    target = t(1:r-4);                   % set address range of target data   
    net=train(net,input,target);    % start training 
    output=sim(net,input);          % output of training 
    fm=[1:r-4];                            % set range of x for printing 
 
%-------------------------------------------------------------------------------------------------------------------------- 
%   THIS PART OF PROGRAM  TO PLOT GRAHP AFTER TRAIN 
%-------------------------------------------------------------------------------------------------------------------------- 
figure(1)                                         % training graphic plot   
     plot(fm,target,'B') 
     hold on; 
     plot(fm,output,'g') 
     title('TRAIN SET') 
     xlabel('DAY') 
     ylabel('GLOBAL RADIATION(MJ/sq.m)') 
     legend('MEASUREMENT ','PREDICTION'); 
     e=target-output;                % define error of train set 
     mse_train_set = (e*e')/(r-4)   % mean square error of train set 
 end 
   
 %------------------------------------------------------------------------------------------------------------------------- 
 % THIS PART FOR TESTING DATA AFTER TRAIN  NETWORK 
 %------------------------------------------------------------------------------------------------------------------------- 
     
     td = c(a:b+1,m)';                 % load data in range for testing 
     j=1;                                         % set counting number  
     for   i = 5:w;                            % limit address of test set  
           tx(j,:)=[td(i-1:-1:i-4)];    % load input data  
           j = j+1;                               % shift address 1 point for next group 
     end 
     tx = tx';                                    % transpost data 
     test_set = sim(net,tx);           % feed data to network for testing   
     out1=test_set';                    % transpost output data 
     tm=td(5:w);                        % load target data 
     e1=test_set-tm;                   % define test set error 
     mse_test_set=(e1*e1')/(w-4) 
figure(2)                                        % test set graphic plot 
    fm=1:w-4; 
    plot(fm,tm,fm,test_set); 
    title('TEST SET') 
    xlabel('DAY') 
    ylabel('GLOBAL RADIATION(MJ/sq.m)') 
    legend('MEASUREMENT','PREDICTION'); 
    toc 
end 
%-------------------------------------------------------------------------------------------------------------------------- 
% END  OF PROGRAM 
%-------------------------------------------------------------------------------------------------------------------------- 
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ประวัติผูวิจัย 

 
ช่ือ                    : นายธวัช   เกษสถิตย 
ช่ือวิทยานพินธ : การประยกุตใชโครงขายประสาทเทียมเพือ่พยากรณความเขมการแผรังสีพลังงาน

แสงอาทิตย 
สาขาวิชา          :  ไฟฟา 

 
ประวัต ิ

 ประวัติการศึกษา  
- ระดับปริญญาตรี ครุศาสตรไฟฟา  สาขาวิศวกรรมไฟฟา สถาบันเทคโนโลยีพระจอม

เกลาพระนครเหนือ  
- ระดับประกาศนียบัตรวิชาชีพ สาขาวิชาไฟฟากําลัง วิทยาลัยเทคนิคชุมพร 

- ระดับมัธยมศึกษา โรงเรียนสวีวิทยา  อ. สวี  จ. ชุมพร  
  

 ประวัติการทํางาน  
- พ.ศ.2531 : อาจารย  มหาวิทยาลัยศรีปทุม  วิทยาเขตบางเขน 

- พ.ศ.2532 :  วิศวกร ฝายออกแบบขายสายโทรศัพท  บริษัท ฮิตาชิ เคเบิ้ล จํากัด 

- พ.ศ.2532-2536 : วิศวกรไฟฟา  การไฟฟาฝายผลิตแหงประเทศไทย 

- พ.ศ.2536–2538 : วิศวกรฝายซอมบํารุง  บริษัท โดลไทยแลนด จํากัด 

- พ.ศ.2538-2541 :  ผูชวยผูจัดการโครงการกอสรางสถานีไฟฟา  บริษัท ศรีอูทอง จํากัด 
- พ.ศ.2532-2545 :  ผูจัดการฝายวิศวกรรม  บริษัท อิเคบานา เอ็นจิเนียร่ิง จํากัด  
- 2547 ถึงปจจุบัน : กรรมการผูจัดการบริษัท ที แมค เอ็นจิเนียร่ิง จํากัด 

  

 ประวัติสวนตวั เกดิที่ อําเภอสวี จังหวัดชุมพร 
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