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บทคัดยอ 
การว ิจ ัยครั ้งนี ้ม ีว ัตถุประสงคเพื ่อเปรียบเทียบตัวสถิต ิทดสอบที ่ใช ในการจําแนก       

การ   แจกแจงลอกนอรมัล (Log-normal Distribution) และการแจกแจงแบบไวบูลล 
(Weibull Distribution) ซึ่งสถิติทดสอบที่ใชในการวิจัย คือ Anderson Darling Test Statistic 
(AD), Kuiper Test Statistic(K) , Ratio of Maximum Likelihoods Test Statistic (RML) 
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ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ได
ดีที่สุด และโดยใชเกณฑของ Bradley ผลปรากฏวา ตัวสถิติทดสอบ KS สามารถควบคุม
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ของการทดสอบของตัวสถิติทดสอบดังกลาวผลปรากฏวา  คาอํานาจการทดสอบของตัวสถิติ
ทดสอบ RML มีคาสูงที่สุด รองลงมาคือตัวสถิติทดสอบ AD คาอํานาจการทดสอบของตัว
สถิติทดสอบ K และ KS มีคาต่ําสุด และใกลเคียงกัน  
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Abstract 
The objective of this research was to compare on the power of some goodness of 

fit test statistics for Log-normal distribution and Weibull distribution.  The test statistics 
are the Anderson Darling Test Statistic (AD), the Kuiper Test Statistic (K), the Ration of 
Maximum Likelihoods Test Statistic (RML) and the Kolmogorov-Smirnov Test Statistic (KS).  
The data for this research were generated from the two parameter Lognormal Distribution  
and two parameter Weibull Distribution and the experiment was repeated 1000 times.         
All parameter combinations were done with 20, 30, 40 and 50.  Their efficiencies were 
compared by controlling the probability of type I error and power of some goodness of fit 
tests.  The results of this study show that the Ratio of Maximum Likelihoods Test Statistic 
(RML) best controls the probability of type I error best fit for the largest number data sets 
using the Cochran criterion and the Kolmogorov -Smirnov Test Statistic (KS) best controls  
the probability of type I error for the largest number data sets using the Bradley criterion.   
The conclusion of research comparing the power of some goodness of fit test is that Ratio of 
Maximum Likelihoods Test Statistic (RML) has highest power in all situations   

(Total  133  pages) 
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   4-18  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 1=σ      86 
   4-19  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 5.1=σ        89 
   



 ฌ

 สารบัญตาราง(ตอ) 
 

ตารางที ่                  หนา 
   4-20  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 2=σ      92 
   4-21  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 3=σ      95 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 ญ

สารบัญภาพ 
 

ภาพที่                   หนา 
   1-1  รูปโคงการแจกแจงลอกนอรมัล และการแจกแจงไวบลูล       2 
   1-2  แสดงอัตราการชํารดุของการแจกแจงลอกนอรมัลและไวบูลล      2 
   2-1  กราฟของการแจกแจงไวบลูลที่ 1β =  และ 0.5,  1,  1.5,  2α =  และ 3      7 
   2-2  กราฟของการแจกแจงลอกนอรมัลที่ 1µ =  และ 0.5,  1,  1.5,  2σ =  และ 3     8     
   2-3  รูปโคงการแจกแจงลอกนอรมัลที่ 1=µ และ 1σ =   และการแจกแจงไวบลูล

ที่ 104.4=β  และ 889.0=α          10 
   2-4  แสดงอัตราการชํารดุของการแจกแจงลอกนอรมัล 1=µ และ 1σ = และ                 

การแจกแจงไวบลูลที่ 104.4=β  และ 889.0=α       10 
   2-5  แสดงฟงกชันการแจกแจงความถี่สัมพัทธสะสมของตัวอยาง หรือความถี่สะสมที่    

สังเกตไดในรปูของสัดสวน: ( )iS x , ฟงกชันการแจกแจงความถี่สะสมภายใต          

0H  : [ ]0 iF x  และคาสถติิ KS          14 
   3-1   แผนผังแสดงขั้นตอนการหาคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1   31 
   3-2   แผนผังแสดงขั้นตอนการหาคาอํานาจการทดสอบ       33 
   4-1   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β

และ 0.5α =  ที่ 1α  = 0.1         39 
   4-2   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β

และ 0.5α =  ที่ 1α  = 0.05         40 
   4-3   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β

และ 0.5α =  ที่ 1α  = 0.01         40 
   4-4   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β   
และ 1=α  ที่ 1α  = 0.1          42 

   4-5   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β   
และ 1=α  ที่ 1α  = 0.05                    43 
 



 ฎ

   สารบัญภาพ (ตอ) 
 

ภาพที่                   หนา 
   4-6   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β    
และ 1=α  ที่ 1α  = 0.01                   43 

   4-7   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β

และ 1.5=α  ที่ 1α  = 0.1         45 
   4-8   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β

และ 1.5=α  ที่ 1α  = 0.05         46 
   4-9   แสดงการเปรียบเทยีบคาความนาจะเปนของความคลาดเคลือ่นประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β

และ 1.5=α  ที่ 1α  = 0.01         46 
   4-10   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β     
และ 2=α  ที่ 1α  = 0.1         48 

   4-11   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β   
และ 2=α  ที่ 1α  = 0.05         49 

   4-12   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β    
และ 2=α  ที่ 1α  = 0.01         49 

   4-13   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β     
และ 3=α  ที่ 1α  = 0.1         51 

   4-14   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β   
และ 3=α  ที่ 1α  = 0.05         52 

 
 



 ฏ

      สารบัญภาพ (ตอ) 
 

ภาพที่                   หนา 
   4-15   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β    
และ 3=α  ที่ 1α  = 0.01         52 

   4-16   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 5.0=σ   ที่ 1α  = 0.1                   54 
   4-17   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 5.0=σ   ที่ 1α  = 0.05        55 

   4-18   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 5.0=σ   ที่ 1α  = 0.01        55 
   4-19   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 1=σ   ที่ 1α  = 0.1         57 

   4-20   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 1=σ   ที่ 1α  = 0.05         58 
   4-21   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 1=σ   ที่ 1α  = 0.01         58 

   4-22   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 5.1=σ   ที่ 1α  = 0.1                  60 
   4-23   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 5.1=σ   ที่ 1α  = 0.05        61 

 
 



 ฐ

สารบัญภาพ (ตอ) 
 

ภาพที่                   หนา 
   4-24   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 5.1=σ   ที่ 1α  = 0.01        61 

   4-25   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 2=σ   ที่ 1α  = 0.1         63 
   4-26   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 2=σ   ที่ 1α  = 0.05           64 

   4-27   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 2=σ   ที่ 1α  = 0.01                  64 
   4-28   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 3=σ   ที่ 1α  = 0.1         66 

   4-29   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            
ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             

1=µ และ 3=σ   ที่ 1α  = 0.05           67 
   4-30   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1            

ของสถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล             
1=µ และ 3=σ   ที่ 1α  = 0.01           67 

4-31  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบลูล 1=β และ 0.5α =   ที่ 1α  =  0.1       69 
4-32  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 0.5α =   ที่ 1α  = 0.05              69 
4-33  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 0.5α =   ที่ 1α  =  0.01          70 
4-34 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบลูล 1=β และ 1=σ   ที่ 1α  =  0.1         72 



 ฑ

สารบัญภาพ (ตอ) 
 

ภาพที่                   หนา 
4-35  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 1=σ   ที่ 1α  = 0.05            72 
4-36  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 1=σ   ที่ 1α  = 0.01            73 
4-37 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบลูล 1=β และ 5.1=σ  ที่ 1α  =  0.1        75 
4-38  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 5.1=σ   ที่ 1α  =  0.05          75 
4-39  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 5.1=σ   ที่ 1α  =  0.01         76 
4-40 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบลูล 1=β และ 2=σ   ที่ 1α  =  0.1         78 
4-41  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 2=σ   ที่ 1α  =  0.05           78 
4-42  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 2=σ   ที่ 1α  =  0.01           79 
4-43 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบลูล 1=β และ 3=σ   ที่ 1α  =  0.1         81 
4-44  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 3=σ   ที่ 1α  = 0.05            81 
4-45  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 3=σ   ที่ 1α  = 0.01           82 
4-46 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ ที่ 1α  = 0.1        84 
4-47  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ ที่ 1α  = 0.05      84 
4-48  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ ที่ 1α  = 0.01      85 
 



 ฒ

สารบัญภาพ (ตอ) 
 

ภาพที่                   หนา 
4-49 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 1=σ ที่ 1α  =  0.1           87 
4-50  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 1=σ ที่ 1α  =  0.05        87 
4-51  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 1=σ ที่ 1α  =  0.01        88 
4-52 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.1=σ ที่ 1α  =  0.1        90 
4-53  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.1=σ ที่ 1α  =  0.05      90 
4-54  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.1=σ ที่ 1α  =  0.01      91 
4-55 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 2=σ ที่ 1α  =  0.1          93 
4-56  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 2=σ ที่ 1α  =  0.05        93 
4-57  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 2=σ ที่ 1α  =  0.01        94 
4-58 แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 3=σ ที่ 1α  =  0.1           96 
4-59  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 3=σ ที่ 1α  = 0.05        96 
4-60  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถติ ิAD, K, KS, RML เม่ือ           

1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 3=σ ที่ 1α  =  0.01        97 
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คําอธิบายสัญลักษณและคํายอ 
 
α      หมายถึง  shape parameter ของการแจกแจงไวบูลล 
α̂  หมายถึง  คาที่ไดจากการประมาณพารามิเตอร α  ของการแจกแจงไวบูลล 

1α      หมายถึง  ระดับนัยสําคัญ  หรือคาความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว 
β      หมายถึง  scale parameter ของการแจกแจงไวบูลล 
β̂  หมายถึง  คาที่ไดจากการประมาณพารามิเตอร β  ของการแจกแจงไวบูลล 

1β      หมายถึง  คาความคลาดเคลื่อนประเภทที่  2 
σ       หมายถึง  shape parameter ของการแจกแจงลอกนอรมัล 
σ̂  หมายถึง  คาที่ไดจากการประมาณพารามิเตอร σ  ของการแจกแจงลอกนอรมัล 
µ  หมายถึง  scale parameter  ของการแจกแจงลอกนอรมัล 
µ̂  หมายถึง  คาที่ไดจากการประมาณพารามิเตอร µ  ของการแจกแจงไวบูลล 
τ        หมายถึง  คาความนาจะเปนของความคลาดเคลือ่นประเภทที่  1  ที่เกิดจากการทดลอง

ตัวสถติิทดสอบมีคาเทากบัจํานวนครั้งของการปฏิเสธสมมติฐานวาง          
เม่ือสมมติฐานวางเปนจริง  หารดวยจํานวนครั้งในการทดลอง 

- หมายถึง  กรณีศึกษาที่ไมสามารถควบคุมความคลาดเคลื่อนประเภทที่  1  ได 

cA   หมายถึง  คาวิกฤตของ สถติิทดสอบ Anderson Darling 
AD หมายถึง  สถิติทดสอบ Anderson Darling  

cD  หมายถึง   คาวิกฤตของ สถิติทดสอบ Kolmogorov -Smirnov 

0 ( )F x   หมายถึง  เปนฟงกชันการแจกแจงสะสมตามการแจกแจงที่คาดหวงั หรือ                
   เปนฟงกชันการแจกแจงความถี่สะสมภายใต 0H  

0H    หมายถึง  สมมติฐานวาง  (the null hypothesis) 

1H    หมายถึง  สมมติฐานแยง  (the alternative hypothesis) 
K หมายถึง  สถิติทดสอบ Kuiper  
KS หมายถึง  สถิติทดสอบ Kolmogorov -Smirnov  
n      หมายถึง  ขนาดตัวอยาง 
RML หมายถึง สถิติทดสอบ Ratio of Maximum Likelihoods  

( )n
1

cRML  หมายถึง  คาวิกฤตของสถติิทดสอบ Ratio of Maximum Likelihoods 
( )S x  หมายถึง  เปนฟงกชันการแจกแจงของขอมูลที่สังเกตได หรือความถี่สะสมที่สังเกตได   

   ในรูปของสัดสวน (empirical distribution function) 

cV   หมายถึง  คือคาวิกฤตของ สถิตทิดสอบ Kuiper 
 



บทที่ 1 
บทนํา 

 
1.1  ที่มาและความสําคญัของปญหา 

การวิเคราะหขอมูลจําเปนตองอาศัยวิธีการทางดานสถิติเพ่ือหาผลสรุปของสมมุติฐานที่
ตั้งขึ้น ขอตกลงเบื้องตนของตัวสถิติที่ใชในการวิเคราะหขอมูลแบงเปน 2 ประเภท คือ สถิติที่ไม
ใชพารามิเตอร (Nonparametric Statistics) จะใชวิธีการนี้เม่ือไมสามารถระบุไดวาขอมูลที่นํามา
วิเคราะหมีการแจกแจงเปนแบบใด และสถิติที่ใชพารามิเตอร (Parametric Statistics)    จะใช
เพ่ือวิเคราะหขอมูล เม่ือตัวอยางที่สุมมาจากประชากรทราบวามีการแจกแจงอยางใดอยางหนึ่ง 
จะประมาณคาของพารามิเตอรที่ไมทราบจากคาสถิติ (Statistics)  

ความนาเชื่อถือในผลิตภัณฑ (Product Reliability) เปนวิธีการสถิติที่ใชพารามิเตอรใน
การวิเคราะหขอมูล ความนาเชื่อถือในผลิตภัณฑเปนตัวบงชี้ที่สําคัญตัวหนึ่งของคุณภาพของ
ผลิตภัณฑ   ในขณะที่ผลิตภัณฑก็มีรูปแบบและการปรับปรุงขึ้นทุกๆ วันและกรรมวิธีการผลิต   
ก็ตองละเอียดและแมนยําขึ้น    ฉะนั้นการวัดและหาความนาเชื่อถือในผลิตภัณฑก็มีความสําคัญ
เปนอันมาก ความนาเชื่อถือในผลิตภัณฑน้ีก็สามารถจะชี้หรือบอกคุณภาพของผลิตภัณฑใหได
ทราบอยางชัดเจน    

เน่ืองจากความนาเชื่อถือในผลิตภัณฑเปนสถิติที่ใชพารามิเตอร  จึงจําเปนตองทราบถึง
การแจกแจงของขอมูลวามีการแจกแจงรูปแบบใดเพ่ือวิเคราะหหาคาความนาเชื่อถือใน
ผลิตภัณฑไดอยางถูกตองและแมนยํา  

การแจกแจงลอกนอรมัล (Log-normal Distribution)   และการแจกแจงไวบูลล (Weibull 
Distribution) มักใชในการพิจารณาถึงสถานการณของโคงการแจกแจงสําหรับตัวแปรสุมที่เปน
บวกเสมอโดยทั้งการแจกแจงลอกนอรมัลและการแจกแจงไวบูลล มีการประยุกตใชมากทางดาน
วิศวกรรม    

Larsen (ค.ศ.1970) เสนอตัวอยางซึ่งเราจะเห็นไดจากการตีความคาเฉลี่ยของขอมูลจํานวน
มากที่นํามาเปรียบเทียบ โดยเราสังเกตและพิจารณาจากการแจกแจงของมลพิษ ซ่ึงมีความ
ใกลเคียงกับฟงกชันลอกนอรมัล ขอมูลการแผรังสีมีคาใกลเคียงกับการแจกแจงลอกนอรมัลและ
การแจกแจงไวบูลล  โดยมีจุดประสงคเพ่ือทําการเลือกหนึ่งในการแจกแจง  โดยการทดสอบจาก
ตัวทดสอบทางสถิติ ซ่ึงมีรายละเอียดในหนังสือ Lognormal Distributions: Theory and 
Applications (ค.ศ. 1988) 
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ภาพที่ 1-1 รูปโคงการแจกแจงลอกนอรมัล และการแจกแจงไวบูลล 
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ภาพที่ 1-2 แสดงอัตราการชํารุดของการแจกแจงลอกนอรมัลและไวบูลล 
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จากภาพที่ 1-11 ถาพิจารณาโคงการแจกแจงลอกนอรมัล (Log-normal Distribution)   
และการแจกแจงไวบูลล (Weibull Distribution) จะมีลักษณะใกลเคียงกัน ดังน้ันในการพิจารณา
จาก กราฟจึงยากที่บอกไดวาขอมูลน้ันมีความใกลเคียงการแจกแจงแบบใด และจากภาพที่1-2 2 
แสดงโคงของอัตราการชํารุด (Failure Rate) ของการแจกแจงลอกนอรมัลและการแจกแจง
ไวบูลล จะมีลักษณะที่แตกตางกัน ดังน้ันถาเราเลือกการแจกแจงที่ไมถูกตอง แลวนํามาวิเคราะห
อัตราการชํารุด ผลที่ไดอาจจะผิดพลาดสูง 

Dumonceaux และ Antle(ค.ศ. 1973) อธิบาย Ratio of Maximum Likelihoods เพ่ือใชใน
การจําแนกการแจกแจงลอกนอรมัล (Log-normal Distribution)  2 พารามิเตอร เทียบกับการ
แจกแจงไวบูลล (Weibull Distribution)  2 พารามิเตอร  

ถามีคาสังเกต 1 2, , , nx x xK และบนพื้นฐานของการสังเกตคาเหลานี้ตองการที่จะเลือก
ฟงกชันการแจกแจงนอรมัล 2 พารามิเตอร (Crow, E.L. and Shimizu,K.,1988) 

( ) ( )2 2

2

1; , exp - ln - 2
2

f x x
x

µ σ µ σ
πσ

⎡ ⎤= ⎣ ⎦ , 0,  0x σ> >  

หรือฟงกชันการแจกแจงไวบูลล 2 พารามิเตอร (Coles, S.G.,1989) 

( )
-1

; , exp -x xg x
α α

αβ α
β β β

⎡ ⎤⎛ ⎞ ⎛ ⎞
= ⎢ ⎥⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
   , 0,  0,  0x β α> > >  

ฟงกชันใดฟงกชันหนึ่ง การทดสอบภาวะสารูปสนิทดี (Goodness of Fit Test : GOF) เปน
วิธีการทางสถิติที่ใชทดสอบวา ขอมูลที่ไดมานั้นมีลักษณะการแจกแจง เปนไปตามที่คาดหวัง
หรือไม โดยมีหลักการของสถิติทดสอบคือ การวัดระยะที่หางที่สุดระหวางกราฟของ ( )S x  และ 

)(0 xF  ซ่ึง ( )xS  แทนฟงกชันการแจกแจงความถี่สัมพัทธสะสมของตัวอยาง  หรือความถี่สะสม
ที่สังเกตไดในรูปของสัดสวน (empirical distribution function : EDF) และ  )(0 xF   แทน
ฟงกชันการแจกแจงความถี่สะสมภายใต 0H  (Hypothesized distribution function)  ซ่ึงมีการ
ทดสอบหลายวิธีดวยกัน เชน Kolmogorov-Smirnov test,   Cramer-von Mises test เปนตน 

สําหรับการวิจัยครั้งน้ี ผูวิจัยมีความสนใจศึกษาวิธีการทดสอบ GOF ในการจําแนกการ
แจกแบบลอกนอรมัลและการแจกแจงแบบไวบูลล โดยจะศึกษา Anderson Darling Test 
Statistic, Kuiper Test Statistic, Ratio of Maximum Likelihoods Test Statistic และ 
Kolmogorov -Smirnov Test Statistic โดยพิจารณาจากความสามารถในการควบคุมคา    

                                                           
1 McDonald,G.C., Vance, L.C. and  Gibbons, D.I., ”Some Tests for Discriminating Between 

Lognormal and Weibull Distributions-An Application to Emission Data.”1995; 488 
2 McDonald,G.C., Vance, L.C. and  Gibbons, D.I., ”Some Tests for Discriminating Between 

Lognormal and Weibull Distributions-An Application to Emission Data.”1995; 489 
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ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 แลวทําการเปรียบเทียบประสิทธิภาพของ
วิธีการทดสอบ ดวยคาอํานาจของการทดสอบ 

 
1.2  วัตถุประสงคของการวิจัย 

การวิจัยครั้งน้ีมีจุดมุงหมาย ดังน้ี 
 1.2.1  เพ่ือศึกษาวิธีการทดสอบภาวะสารูปสนิทดีสําหรับการแจกแจงไวบูลล  และการแจก
แจงลอกนอรมัล ซ่ึงสถิติทดสอบที่ใชในการวิจัย ไดแก 
 -  Anderson Darling Test Statistic 
 -  Kuiper Test Statistic 
 -  Kolmogorov -Smirnov Test Statistic 
 -  Ratio of Maximum Likelihoods Test Statistic 
 1.2.2  เพ่ือเปรียบเทียบวิธีการทดสอบภาวะสารูปสนิทดีทั้ง 4 วิธี โดยพิจารณาจาก
ความสามารถในการควบคุมความคลาดเคลื่อนประเภทที่ 1 (Type I error ) และคาอํานาจของ
การทดสอบ (Power of the test) 

 
1.3  สมมติฐานของการวิจัย 

สถานการณที่ถูกกําหนดภายใตขอบเขตการวิจัย  สถิติทดสอบ Ratio of Maximum 
Likelihoods Test Statistic ใหคาอํานาจการทดสอบสูงกวา Anderson-Darling Test, 
Kolmogorov-Smirnov Test และ Kuiper Test 

 
1.4  ขอบเขตของการวิจัย 
 1.4.1  กําหนดลักษณะของขอมูล มีการแจกแจง 2 การแจกแจง ดังน้ี 
  1.4.1.1  การแจกแจงแบบลอกนอรมัล (Log-normal Distribution) ที่พารามิเตอร 
ดังน้ี  

1=µ  และ 0.5σ =  
1=µ  และ 1σ =  
1=µ  และ 1.5σ =  
1=µ  และ 2σ =  
1=µ  และ 3=σ  

  1.4.1.2  การแจกแจงแบบไวบูลล (Weibull Distribution) ที่พารามิเตอร ดังน้ี  
1β =  และ  0.5α =  
1β =   และ 1α =  
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1β =   และ 1.5α =  
1β =  และ  2α =  
1β =   และ 3α =  

 1.4.2  สถิตทิดสอบที่ใชในการทดสอบสมมุติฐานมี 4 วิธี ไดแก 
  1.4.2.1  สถิตทิดสอบ Anderson-Darling  

( ) ( )( ) ( )( ){ } nxFxF
n

iA
n

i
ini −⎥

⎦

⎤
⎢
⎣

⎡
−+

−
−= ∑

=
−+

1
100 1lnln12  

  1.4.2.2  สถิตทิดสอบ Kolmogorov - Smirnov  
),max( −+= DDKS  

เม่ือ 
⎭
⎬
⎫

⎩
⎨
⎧ −= =

+ )(max 0,...,1 ini xF
n
iD  

และ
⎭
⎬
⎫

⎩
⎨
⎧ −

−= =
−

n
ixFD ini

1)(max 0,...,1  

  1.4.2.3  สถิตทิดสอบ Kuiper  
−+ += DDV  

เม่ือ 
⎭
⎬
⎫

⎩
⎨
⎧ −= =

+ )(max 0,...,1 ini xF
n
iD   

และ
⎭
⎬
⎫

⎩
⎨
⎧ −

−= =
−

n
ixFD ini

1)(max 0,...,1  

  1.4.2.4  สถิตทิดสอบ Ratio of Maximum Likelihoods 
ก)  ตัวสถติิทดสอบที่ใชทดสอบการแจกแจงไวบูลล 

( )
( )σµ

αβ

σµ

αβ

ˆ,ˆ;max

ˆ,ˆ;max

ln
1

ˆ,ˆ

1ˆ,ˆ

i

n

i

iw
i

xf

xf
RML

=

=

∏

∏
=  

( ) ( ) ( )
1

11
2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f x b cπ σ ⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  

เม่ือ 
( )2

2 1

ˆln
ˆ

n

i
i

x

n

µ
σ =

−
=
∑

 และ 
( )

1
ln

ˆ

n

i
i

x

n
µ ==

∑
 

ข) ตัวสถิตทิดสอบที่ใชทดสอบการแจกแจงลอกนอรมัล 

( )

( )αβ

σµ

αβ

σµ

ˆ,ˆ;max

ˆ,ˆ;max

ln
1ˆ,ˆ

ln
1

ˆ,ˆ

i

n

i

i
i

xf

xf
RML

=

=

∏

∏
=  

( ) ( ) ( )
1

11
2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f x b cπ σ

−
− ⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  



 6

เม่ือ 
( )2

2 1

ˆln
ˆ

n

i
i

x

n

µ
σ =

−
=
∑

 และ 
( )

1
ln

ˆ

n

i
i

x

n
µ ==

∑
 

 1.4.3  กําหนดระดับนัยสําคัญ ( 1α ) 3 ระดับ ไดแก 0.01, 0.05, 0.10 
 1.4.4  ขนาดตัวอยางที่ใชในการศึกษา ไดแก 20, 30, 40, 50 
 1.4.5  การวิจัยครั้งน้ีไดจําลองขอมูลใหมีสถานการณตามที่กําหนดขางตน โดยใชโปรแกรม 
R และทําการจําลองขอมูลซํ้าๆ กัน 1,000 ครั้ง ในแตละสถานการณ  

จํานวนสถานการณ แบงออกเปน 3 สวนดวยกัน ดังน้ี 
1.  การคํานวณหาคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1  

2 5 4 3 120× × × =  สถานการณ 
2.  การคํานวณหาคาอํานาจการทดสอบ 2 5 4 3 120× × × = สถานการณ  
รวมจํานวนสถานการณทั้งหมด  240 สถานการณ 

 
1.5  เกณฑทีใ่ชในการศึกษาประสิทธิภาพของตัวแบบ 

เกณฑการเปรียบเทียบสถติิทดสอบแตละวิธี สําหรบัการแจกแจงไวบลูลและการแจกแจง
ลอกนอรมัล พิจารณาเปน 2 ขั้นตอนดังน้ี 
 1.5.1  พิจารณาความสามารถในการควบคุมความคลาดเคลื่อนประเภทที่ 1  โดยการนําคา
ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของการทดลอง ในแตละสถานการณมา
เปรียบเทียบกับเกณฑ  ซ่ึงในการวิจับครั้งน้ีไดแสดงเกณฑที่ใชในการตัดสินใจ 2 เกณฑ ดวยกัน
คือ เกณฑของ Cochran และ เกณฑของ Bradley รายละเอียดของเกณฑทั้งสองไดเสนอไวใน
บทที่ 4  
 1.5.2  พิจารณาคาอํานาจการทดสอบของสถิติทดสอบทั้ง 4 วิธี โดยพิจารณาสถานการณ
ที่ผานเกณฑจากขอ 1 แลว มาหาคาอํานาจกรทดสอบ เพ่ือเปรียบเทียบสถิติทดสอบทั้ง 4 วิธีวา
สถิติทดสอบวิธีใดใหคาอํานาจการทดสอบสูงที่สุด 
 
1.6 ประโยชนของการวิจัยที่คาดวาจะไดรับ 
 1.6.1  เพ่ือเปนแนวทางในการตัดสินใจในการเลือกใชวิธีการทดสอบภาวะรูปสนิทดี  ใน
การจําแนกการแจกแจง ไดอยางเหมาะสมและมีประสิทธิภาพ 
 1.6.2  เพ่ือเปนแนวทางในการตัดสินใจ ในการใชการแจกแจงแบบลอกนอรมัลและการแจก
แจงไวบูลลไดไมผิดพลาด 
 1.6.3  เพ่ือเปนประโยชนตอการประยุกตใชตางๆ เชน ทางดานความเชื่อถือไดของ
ผลิตภัณฑ เปนตน 
 



บทที่ 2 
ทฤษฎีและตัวสถิติที่ใชในการวิจัย 

 
ในบทนี้จะกลาวถึงรายละเอียดทฤษฎีตางๆ สถิติทดสอบที่ใชในการทดสอบภาวะสารูปสนิทดี

และการแจกแจงตางๆ ของขอมูลที่ใชในการวิจัยรวมทั้งผลงานวิจัยที่เกี่ยวของ  
  

2.1  การแจกแจงของขอมูลที่ใชในการวิจัย   
 2.1.1 การแจกแจงไวบูลล (Weibull  Distribution) 2 พารามิเตอร 

มีฟงกชันความหนาแนนและฟงกชันสะสมของตัวแปรสุม x  อยูในรูป 

( )

1

exp    ;    0

0                                       ;    

x x x
f x

x

α α
α
β β β

−⎧ ⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ − >⎢ ⎥⎜ ⎟ ⎜ ⎟= ⎨ ⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
⎪
⎩      

 

( )
1 exp    ;    0

0                            ;       

x x
F x

x

α

β

⎧ ⎡ ⎤⎛ ⎞⎪ − − >⎢ ⎥⎜ ⎟= ⎨ ⎝ ⎠⎢ ⎥⎣ ⎦
⎪
⎩

 

โดยที่  α  เปนพารามิเตอรแสดงรูปราง (Shape Parameter), 0>α   
และ  β   เปนพารามิเตอรแสดงขนาด (Scale Parameter), 0>β   

 

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

x

f(x
)

Weibull

wei(1,1)
wei(1.5,1)
wei(2,1)
wei(3,1)
wei(0.5,1)

 
 ภาพที่ 2-1  กราฟของการแจกแจงไวบูลลที่ 1β =  และ 0.5,  1,  1.5,  2α =  และ 3

อื่น ๆ 

อื่น ๆ 
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 2.1.2 การแจกแจงลอกนอรมัล  (Lognormal  distribution) 
มีฟงกชันความหนาแนนและฟงกชันสะสมของตัวแปรสุม x  อยูในรูป 

( )
( )

⎪
⎩

⎪
⎨

⎧
>⎥

⎦

⎤
⎢
⎣

⎡ −−
=

  x       ;                                             0 

0  x;  
2

lnexp
2
1

2

2

2 σ
µ

πσ

x
xxf  

( )
ln   ;    0

0                       ;    

x x
F x

x

µ
σ

⎧ −⎛ ⎞Φ >⎪ ⎜ ⎟= ⎝ ⎠⎨
⎪⎩

 

โดยที่  σ  เปนพารามิเตอรแสดงรูปราง (Shape Parameter), 0σ >   
และ  µ   เปนพารามิเตอรแสดงขนาด (Scale Parameter), ( ),µ∈ −∞ ∞   

 

0 0.5 1 1.5 2 2.5 3
0

0.1

0.2

0.3

0.4

0.5

0.6

x

f(x
)

Lognormal

lognormal(1,0.5)
lognormal(1,1)
lognormal(1,1.5)
lognormal(1,2)
lognormal(1,3)

 
ภาพที่ 2-2  กราฟของการแจกแจงลอกนอรมัลที่ 1µ =  และ 0.5,  1,  1.5,  2σ =  และ 3  

 
2.2   การเปรียบเทียบการแจกแจงและอัตราการชํารุดของการแจกแจงลอกนอรมัลและ
การแจกแจงไวบูลล 

ถาพิจารณาจากรูปที่ 2.1  และ รูปที่ 2.2  การแจกแจงลอกนอรมัลเปนการแจกแจงที่   
มีความเบ และจะมีหางของการแจกแจงที่ยาวกวาหางของการแจกแจงไวบูลล ขึ้นอยู กับ
คาพารามิเตอร   จะแสดงการเปร ียบเทียบคาตางๆ ของการแจกแจงลอกนอรม ัลและ         
การแจกแจงไวบูลลในตารางที่ 2-1 

 
 
 

อื่น ๆ 

อื่น ๆ 
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ตารางที่ 2-1  การเปรียบเทียบการแจกแบบลอกนอรมัลและการแจกแจงแบบไวบูลล 
 

Distribution Lognormal( ,µ σ ) Weibull( ,α β ) 
Mean 2

exp
2
σµ

⎛ ⎞
+⎜ ⎟

⎝ ⎠
 

1 1β
α

⎛ ⎞Γ +⎜ ⎟
⎝ ⎠

 

Median exp( )µ  ( )
1

ln 2 αβ ⎡ ⎤
⎢ ⎥⎣ ⎦

 

Mode ( )2exp µ σ−  111
α

β
α

⎛ ⎞−⎜ ⎟
⎝ ⎠

 

Variance ( ) ( )2 2exp 2 exp 1µ σ σ⎡ ⎤+ −⎣ ⎦
 

2 22 11 1β
α α

⎡ ⎤⎛ ⎞ ⎛ ⎞Γ + −Γ +⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
 

Percentile ( )exp qµ ν σ+  
( )( )

1
1ln 1 q αβ −⎡ ⎤

−⎢ ⎥
⎢ ⎥⎣ ⎦

 

 

ให qν เปนคาของ Quantile ที่ q ของการแจกแจงปกติ และ ( ) ( )1

0
exp  xx z z dz

∞ −Γ = −∫  
การเปรียบเทียบสวนหางของการแจกแบบลอกนอรมัลและการแจกแจงแบบไวบูลล

สามารถทําไดโดยเทียบคา Median และคา quantileที่ .95 ( 0.95q ) 
กําหนดให 1=µ  และ 1σ =  จากตารางที่ 2-1 จะไดวา Medianและคา quantileที่ .95 

ของการแจกแจงลอกนอรมัล คือ  
     Median  =  )1exp(  
             0.95q     = ( )( )11exp 95.0ν+  
               = )645.2exp(  
ดังน้ันจะหาคาพารามิเตอร β และα  จากการแกสมการตอไปน้ี 

          )1exp(  =  ( )
1

ln 2 αβ ⎡ ⎤
⎢ ⎥⎣ ⎦

 

           )645.2exp(  =  ( )( )
1

1ln 1 0.95 αβ −⎡ ⎤
−⎢ ⎥

⎢ ⎥⎣ ⎦
 

ซ่ึงจากการแกสมการไดคา พารามิเตอร 104.4=β  และ  889.0=α  
จากภาพที่ 2-3 แสดงการเปรียบเทยีบการแจกแจงลอกนอรมัลที่พารามิเตอร 1=µ  และ 

1σ =  กับ การแจกแจงไวบูลลทีพ่ารามิเตอร 104.4=β  และ 889.0=α  จะเห็นไดวาลักษณะ
ของโคงการแจกแจงทั้งสองมีความใกลเคยีงกันมาก ดังน้ันในการพิจารณาจาก กราฟจึงยากที่
บอกไดวาขอมูลน้ันมีความใกลเคยีงการแจกแจงแบบใด  



 10

4 5 6 7 8 9 10
0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

x

D
en

si
ty

weibull
lognormal

 
ภาพที่ 2-3  รูปโคงการแจกแจงลอกนอรมัลที่ 1=µ และ 1σ =  

          และการแจกแจงไวบูลลที่ 104.4=β  และ 889.0=α  
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ภาพที่ 2-4  แสดงอัตราการชํารุดของการแจกแจงลอกนอรมัล 1=µ และ 1σ =  

                         และการแจกแจงไวบลูลที่ 104.4=β  และ 889.0=α  
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ถาเราพิจารณาอัตราการชํารุด (Failure Rate) หรือแทนดวย ( )r t  ( Rigdon, S.E. and 
Basu,2000)  ซ่ึงเราสามารถคํานวณคาอัตราการชํารุดไดจาก 

( ) ( ) ( )1r t f t F t= −⎡ ⎤⎣ ⎦  

เม่ือ ( )f t  เปนฟงกชันการแจกแจง และ ( )F t  เปนฟงกชันการแจกแจงสะสม 
จากภาพที่ 2-4 แสดงการเปรียบเทียบอัตราการชํารุดของการแจกแจงลอกนอรมัลที่

พารา มิ เตอร  1=µ  และ  1σ =  กับ  การแจกแจงไวบูลลที่ พารามิ เตอร  104.4=β  
และ 889.0=α  จะมีลักษณะที่แตกตางกัน ดังน้ันถาเราเลือกการแจกแจงที่ไมถูกตอง แลวนํามา
วิเคราะหอัตราการชํารุด ผลที่ไดอาจจะผิดพลาดสูง 

 
2.3  การทดสอบภาวะสารูปสนิทดี 

การทดสอบภาวะสารูปสนิทดี  (Goodness-of-Fit Test:GOF) คือกระบวนการทางสถิติที่
ใชทดสอบสมมติฐานเพื่อยอมรับ หรือปฏิเสธการแจกแจงความนาจะเปนที่แสดงถึงลักษณะของ
ประชากร ซ่ึงสมมติฐานที่ใชในการทดสอบคือ   

( )0 0: ( )H S x F x=  
หรือไมมีความแตกตางกันระหวางการแจกแจงของขอมูลที่สังเกตไดกับการแจกแจงที่คาดหวังไว 

( )1 0: ( )H S x F x≠  
หรือมีความแตกตางกันระหวางการแจกแจงของขอมูลที่สังเกตไดกับการแจกแจงที่คาดหวังไว 

ให 1 2, ,..., nx x x  เปนตัวอยางสุมขนาด n ที่มาจากประชากรที่มีฟงกชันการแจกแจง ( )S x

และ ( )S x  เปนฟงกชันการแจกแจงของขอมูลที่สังเกตได และ 0 ( )F x   เปนฟงกชันการแจกแจง
ประชากรที่กําหนด 
 
2.4  ตัวสถิตทิดสอบที่ใชในการวิจัย 

สถิติทดสอบที่ใชในการทดสอบ Goodness-of-fit test (GOF) ในการวิจัยครั้งนี้มี 4 วิธี  
ซ่ึงมีรายละเอียดดังน้ี 
 2.4.1  Anderson Darling Test Statistic  

 Anderson Darling (AD) Test (Stephens, 1974) เปนสถิติทดสอบเพื่อใชทดสอบ
ลักษณะของประชากรวาเปนการแจกแจงที่คาดหวังไวหรือไมซ่ึง  สถิติทดสอบAD เปนวิธีที่
ไดมาจากการดัดแปลงจาก Kolmogorov -Smirnov (KS)Test         

 สถิติทดสอบ KSใชสําหรับการแจกแจงไดทุกการแจกแจงโดยที่คาวิกฤต (critical 
values)  สามารถหาไดโดยที่ไมจําเปนตองระบุการแจกแจงที่จะใชทดสอบ  แตสถิติทดสอบ AD 
จําเปนตองระบุการแจกแจงที่จะใชทดสอบ ในการคํานวณคาวิกฤต AD มีขอดีคือเปน         
การทดสอบที่มีความไวในการคํานวณ แต AD ก็มีขอเสียคือ  ในการคํานวณคาวิกฤตจะตอง
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แยกแตละการแจกแจง  แตในปจจุบันตารางคาวิกฤต ของ การแจกแจงนอรมัล (Normol 
distribution)  การแจกแจงลอกนอรมัล (Lognormal  distribution) การแจกแจงลอกนอรมัล 
(Lognormal  distribution) การแจกแจงโลจีสติก (Logistic distribution) หาไดทั่วไป  

การทดสอบ AD คํานวณคาสสถิตทิดสอบดังน้ี 

 ( ) ( )( ) ( )( ){ } nxFxF
n

iA
n

i
ini −⎥

⎦

⎤
⎢
⎣

⎡
−+

−
−= ∑

=
−+

1
100 1lnln12  

เม่ือ [ ]0 iF x  เปนฟงกชันการแจกแจงสะสมตามการแจกแจงที่คาดหวังไว ของ ix  ซ่ึง    
ix เปนของมูลที่เรียงลําดับไว  

ในการวิจัยครั้งน้ีผูวิจัยจะเลือก AD เพ่ือเปนตัวสถิติทดสอบในการเปรียบเทียบ           
การแจกแจงลอกนอรมัล และการแจกแจงไวบูลล ดังน้ี 
  2.4.1.1 การใช AD ในกรณีที่ให 0H  : การแจกแจงลอกนอรมัล 
           และ  1H  : การแจกแจงไวบลูล 

เริ ่มจากการประมาณคาพารามิเตอรของการแจกแจงลอกนอรม ัล คือσ  (scale 
parameter) และ µ  (shape parameter)  คํานวณคา A  โดยให [ ]0 iF x  คือ ฟงกชัน     
การแจกแจงสะสมของการแจกแจงลอกนอรมัลตามพารามิเตอรที่ไดจากการประมาณคาจะ
ปฏิเสธสมมติฐาน 0H  : การแจกแจงลอกนอรมัล และยอมรับ 1H  : การแจกแจงไวบูลล  
เมื ่อ *A ≥ cA   ซึ ่ง cA  คือ คาว ิกฤตของ  AD โดยจะแสดงคา  cA  ในตารางที ่ 2-2 โดย 
D’Agostino and Stephens (1986) คํานวณคา *A  ดังน้ี 

*A = 2

0.75 2.251A
n n

⎛ ⎞+ +⎜ ⎟
⎝ ⎠

 

 
ตารางที่ 2-2  คา cA สําหรับ 0H  : การแจกแจงลอกนอรมัล และ 1H  : การแจกแจงไวบูลล 

ตารางอางอิงมาจาก D’Agostino and Stephens, 1986, Table 4.7, p.123 
   

  2.4.1.2 การใช AD ในกรณีที่ให  0H  : การแจกแจงไวบูลล 
                           และ    1H  : การแจกแจงลอกนอรมัล                

เริ่มจากการประมาณคาพารามิเตอรของการแจกแจงไวบูลล คือ β  (scale parameter) 
และ α  (shape parameter)  คํานวณคา A โดยให [ ]0 iF x  คือ ฟงกชันการแจกแจงสะสม
ของการแจกแจงไวบูลลตามพารามิเตอรที ่ไดจากการประมาณคา จะปฏิเสธสมมติฐาน   

0H  : การแจกแจงไวบูลล และยอมรับ 1H   : การแจกแจงลอกนอรมัล เมื่อ *A ≥ cA   ซึ่ง cA  

1α  0.10 0.05 0.01 

cA  0.631 0.752 1.035 
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คือ critical values ของ AD โดยจะแสดงคา *A ≥ cA   ซึ่ง cA   ในตารางที่ 2-3  โดย 
D’Agostino and Stephens (1986) คํานวณคา *A  ดังน้ี 

*A = 0.21A
n

⎛ ⎞+⎜ ⎟
⎝ ⎠

 

 
ตารางที่ 2-3  คา cA สําหรับ 0H  : การแจกแจงไวบลูล และ 1H  : การแจกแจงลอกนอรมัล    

ตารางอางอิงมาจาก D’Agostino and Stephens, 1986, Table 4.17, p.146 
 
จะแสดงตัวอยางการใชสถิตทิดสอบ AD จากตัวอยางที ่1 ดังตอไปน้ี 
ตัวอยางที่ 1  สรางขอมูลจากการแจกแจงไวบูลล ( 10, 2α β= = ) ดังน้ี 
     11.722 10.429       8.020 7.578     1.430       4.115 
จากขอมูลทั้ง 6 คํานวณคาประมาณβ =2.12 และประมาณคาα=8.1 
i ix  [ ]0 iF x  [ ]( )0ln iF x

 
[ ]( 0 1-ln 1- n iF x +

 
( ) ( ){ }((2 -1) / ) ln ln 1-0 0 1-i n F X F Xi n i

⎡ ⎤ ⎡ ⎤+ +⎣ ⎦ ⎣ ⎦

 
1 1.43 0.0251 -3.687 -2.185 -0.979 
2 4.115 0.212 -1.552 -1.706 -1.629 
3 7.578 0.580 -0.544 -0.978 -1.269 
4 8.02 0.624 -0.472 -0.867 -1.562 
5  10.429 0.818 -0.200 -0.238 -0.658 
6 11.722 0.887 -0.119 -0.0254 -0.265 

 

  ( ) [ ]( ) [ ]( ){ }0 0 1-
1

2 -1
ln ln 1- -6.362

n

i n i
i

i
F x F x

n +
=

+ =∑   

จะได   ( 6.362) 6A = − − −   

   0.362=  

    และ    *A = 0.21 0.362
6

⎛ ⎞+⎜ ⎟
⎝ ⎠

 

        0.391=  
จากตารางที่ 2-3 จะเห็นวาทุกระดับนัยสาํคัญ ( 1α ) คา *A  < cA   
ดังน้ัน จะยอมรับสมมติฐาน 0H  กลาวคือ ขอมูลชุดนี้มีการแจกแจงแบบไวบูลล 

 

1α  0.10 0.05 0.01 

cA  0.637 0.757 1.038 
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 2.4.2 Kolmogorov -Smirnov Test Statistic 
Lilliefors,H.W. (1969) ไดเสนอตัวสถิติทดสอบ Kolmogorov -Smirnov (KS) เพ่ือใช

ทดสอบการแจกแจงแบบเอ็กโปเนนเชียล ซ่ึงสถิติทดสอบ KS Test เปนสถิติทดสอบที่ใช
หลักการของการวัดระยะที่หางที่สุดระหวางกราฟของ ( )iS x  และ [ ]0 iF x   โดยที่ ( )iS x  แทน
ฟงกชันการแจกแจงความถี่สัมพัทธสะสมของตัวอยาง หรือความถี่สะสมที่สังเกตไดในรูปของ
สัดสวน (empirical distribution function) 

( ) ( )
N
inxS i =  

เม่ือ ( )n i  คือ จํานวนขอมูลที่มีคานอยกวาหรือเทากับ ix , N  คือ จํานวนขอมูลทั้งหมด         
และ [ ]0 iF x  แทนฟงกชันการแจกแจงความถี่สะสมภายใต 0H  (hypothesized distribution 
function) ดังแสดงในภาพที่2-5 

 

 
ภาพที่ 2-5   แสดงฟงกชันการแจกแจงความถี่สัมพัทธสะสมของตัวอยาง หรือความถี่สะสมที่ 

สังเกตไดในรูปของสัดสวน: ( )iS x ,ฟงกชันการแจกแจงความถี่สะสมภายใต    
0H : [ ]0 iF x  และคาสถิติ KS : T  
 

โดย Bain, L.J. and Engelhardt(1983) คํานวณคาสถติิทดสอบดังน้ี 
),max( −+= DDKS  

เม่ือ 
⎭
⎬
⎫

⎩
⎨
⎧ −= =

+ )(max 0,...,1 ini xF
n
iD  

และ
⎭
⎬
⎫

⎩
⎨
⎧ −

−= =
−

n
ixFD ini

1)(max 0,...,1  

เม่ือ [ ]0 iF x  เปนฟงกชันการแจกแจงสะสมตามการแจกแจงที่คาดหวัง ของ ix  ซ่ึง     
ix เปนของมูลที่เรียงลําดับ 

ในการวิจัยครั้งน้ีผูวิจัยจะเลือก KS เพ่ือเปนตัวสถิติทดสอบในการเปรียบเทียบ           
การแจกแจงลอกนอรมัล และการแจกแจงไวบูลล ดังน้ี 

S(x) 

Fn(x) 

x 

 ⎧
⎪
⎨
⎪⎩
 

T 

       1.0 

0.5 
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  2.4.2.1 การใช KS ในกรณีที่ให 0H  : การแจกแจงลอกนอรมัล                 
           และ  1H  : การแจกแจงไวบลูล 

เริ ่มจากการประมาณคาพารามิเตอรของการแจกแจงลอกนอรม ัล คือσ  (scale 
parameter) และ µ  (shape parameter)  คํานวณคา D โดยให [ ]0 iF x  คือ ฟงกชัน       
การแจกแจงสะสมของการแจกแจงลอกนอรมัลตามพารามิเตอรที่ไดจากการประมาณคาจะ
ปฏิเสธสมมติฐาน 0H  : การแจกแจงลอกนอรมัล และยอมรับ 1H   :  การแจกแจงไวบูลล  
เมื่อ  *D ≥ cD   ซึ่ง cD  คือ คาวิกฤตของ KS โดยจะแสดงคา cD  ในตารางที่ 2-4  โดย 
Bain, L.J. and Engelhardt (1973) คํานวณคา *D  ดังน้ี 

*D = 0.850.1D n
n

⎛ ⎞− +⎜ ⎟
⎝ ⎠

 

 
ตารางที่ 2-4  คา cD สําหรับ 0H  : การแจกแจงลอกนอรมัล และ 1H  : การแจกแจงไวบูลล 

1α  0.10 0.05 0.01 

cD  0.819 0.895 1.035 

ตารางอางอิงมาจาก Bain, L.J. and Engelhardt, M., 1973, Table 11, p.613 
 
  2.4.2.2 การใช KS ในกรณีที่ให  0H  : การแจกแจงไวบูลล 

                          และ    1H  : การแจกแจงลอกนอรมัล                
เริ่มจากการประมาณคาพารามิเตอรของการแจกแจงไวบลูล คือ β (scale parameter) 

และ α  (shape parameter)  คํานวณคา D โดยให [ ]0 iF x  คือ ฟงกชันการแจกแจงสะสมของ
การแจกแจงไวบลูลตามพารามิเตอรที่ไดจากการประมาณคา จะปฏิเสธสมมตฐิาน 0H  : การ
แจกแจงไวบูลล และยอมรับ 1H  :การแจกแจงลอกนอรมัล เม่ือ *D ≥ cD   ซ่ึง cD  คือ critical 
values ของ KS โดยจะแสดงคา cD  ในตารางที่ 2-5  โดย Bain, L.J. and Engelhardt (1973) 
คํานวณคา *D  ดังน้ี 

*D = ( )n D  

 
ตารางที่ 2-5  คา cD สําหรับ 0H  : การแจกแจงไวบลูล และ 1H  : การแจกแจงลอกนอรมัล    

1α  0.10 0.05 0.01 

cD  0.803 0.874 1.007 

ตารางอางอิงมาจาก Bain, L.J. and Engelhardt, M., 1973, Table 11, p.613 
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จะแสดงตัวอยางการใชสถิตทิดสอบ KS จากตัวอยางที่ 1 ดังตอไปน้ี 
      11.722  10.429       8.020 7.578     1.430       4.115 
 
จากขอมูลทั้ง 6  คํานวณคาประมาณ β =2.12 และประมาณคาα =8.1 

 
i ix  [ ]0 iF x  ( )0-  i

i F x
N

 

( )0
-1-i

iF x
N

 

1 1.43 0.0251 0.142 0.0251 
2 4.115 0.212 0.121 0.045 
3 7.578 0.580 -0.08 0.247 
4 8.02 0.624 0.043 0.124 
5 10.429 0.818 0.015 0.151 
6 11.722 0.887 0.113 0.054 

 
จาก       0.142ND+ =    
และ     -  0.247ND =  
ดังน้ัน ( )  max N ND D ,D+ −=   

          0.247=   
             *D =  ( )6 0.247  

        0.605=  
จากตารางที่2-5 จะเห็นวาทกุระดับนัยสําคัญ( 1α ) คา *D  < cD   
ดังน้ัน จะยอมรับสมมุติฐาน 0H  กลาวคือ ขอมูลชุดนี้มีการแจกแจงแบบไวบลูล  

 2.4.3 Kuiper Test Statistic 
Berr, D. R. and Shudde, R. H. (1973) ไดเสนอตัวสถิติทดสอบkuiper(K) เพ่ือใช

ทดสอบการแจกแจงแบบยูนิฟอรม ซ่ึงสถิติทดสอบ K เปนสถิติที่ปรับปรุงมาจากสถิติทดสอบ 
KS  เพ่ือใชในการทดสอบลักษณะของประชากรวาเปนการแจกแจงที่คาดหวังไวหรือไม สถิติ K 
น้ีมีหลักการทดสอบเชนเดียวกับ KS คือ การวัดระยะที่หางที่สุดระหวางกราฟของ ( )iS x  และ 

[ ]0 iF x   โดยที่ ( )iS x  แทนฟงกชันการแจกแจงความถี่สัมพัทธสะสมของตัวอยาง หรือความถี่
สะสมที่สังเกตไดในรูปของสัดสวน (empirical distribution function) และ [ ]0 iF x  แทนฟงกชัน
การแจกแจงความถี่สะสมภายใต 0H  (hypothesized distribution function) ของ ND+  และ -

ND

แลวนําคาที่มากที่สุดของทั้ง 2 มารวมกัน คํานวณคาสถิติทดสอบ ดังน้ี 
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คํานวณคาสถติิทดสอบดังน้ี 
−+ += DDV  

    เม่ือ  
⎭
⎬
⎫

⎩
⎨
⎧ −= =

+ )(max 0,...,1 ini xF
n
iD  

     และ
⎭
⎬
⎫

⎩
⎨
⎧ −

−= =
−

n
ixFD ini

1)(max 0,...,1  

 เม่ือ [ ]0 iF x  เปนฟงกชันการแจกแจงสะสมตามการแจกแจงที่คาดหวังไว ของ ix  
ซ่ึง ix  เปนของมูลที่เรียงลําดับไว  

ในการวิจัยครั้งน้ีผูวิจัยจะเลือก  K เพ่ือเปนตัวสถิติทดสอบในการเปรียบเทียบ           
การแจกแจงลอกนอรมัล และการแจกแจงไวบูลล ดังน้ี 
  2.4.3.1 การใช K ในกรณีที่ให  0H  : การแจกแจงลอกนอรมัล                  

                         และ   1H  : การแจกแจงไวบลูล 
เริ่มจากการประมาณคาพารามิเตอรของการแจกแจงลอกนอรมัล คือ σ  (scale 

parameter) และ µ  (shape parameter)  คํานวณคา V โดยให [ ]0 iF x  คือ ฟงกชัน          
การแจกแจงสะสมของการแจกแจงลอกนอรมัลตามพารามิเตอรที่ไดจากการประมาณคา        
จะปฏิเสธสมมติฐาน 0H  : การแจกแจงลอกนอรมัล และยอมรับ 1H  :  การแจกแจงไวบูลล  
เม่ือ  *V ≥ cV   ซ่ึง cV  คือคาวิกฤตของ K โดยจะแสดงคา cV  ในตารางที่ 2-6  โดย Bain, L.J. 
and Engelhardt(1973) คํานวณคา *V  ดังน้ี 

*V = 0.820.05V n
n

⎛ ⎞+ +⎜ ⎟
⎝ ⎠

 

 
ตารางที่ 2-6  คา cV สําหรับ 0H  : การแจกแจงลอกนอรมัล และ 1H  : การแจกแจงไวบูลล 

1α  0.10 0.05 0.01 

cV  1.386 1.489 1.693 

ตารางอางอิงมาจาก Bain, L.J. and Engelhardt, M., 1973, Table 11, p.613 
   

  2.4.3.2 การใช K ในกรณีที่ให  0H  : การแจกแจงไวบูลล 
                           และ  1H  : การแจกแจงลอกนอรมัล                

เริ่มจากการประมาณคาพารามิเตอรของการแจกแจงไวบูลล คือ β  (scale parameter) 
และ α  (shape parameter)  คํานวณคา V โดยให [ ]0 iF x  คือ ฟงกชันการแจกแจงสะสมของ
การแจกแจงไวบูลลตามพารามิเตอรที่ไดจากการประมาณคา จะปฏิเสธสมมติฐาน 0H  :       
การแจกแจงไวบูลล และยอมรับ 1H   : การแจกแจงลอกนอรเม่ือ  *V ≥ cV   ซ่ึง cV  คือ  คาวิกฤตของ 
K โดยจะแสดงคา cV  ในตารางที่ 2-7 โดย Bain, L.J.and Engelhardt (1973) คํานวณคา *V  ดังน้ี 
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*V = ( )V n  

ตารางที่ 2-7  คา cV สําหรับ 0H  :  การแจกแจงไวบลูล และ 1H  : การแจกแจงลอกนอรมัล    

1α  0.10 0.05 0.01 

cV  1.372 1.477 1.671 

ตารางอางอิงมาจาก Bain, L.J. and Engelhardt, M., 1973, Table 11, p.613 
 
จะแสดงตัวอยางการใชสถิตทิดสอบ K จากตัวอยางที่ 1 ดังตอไปน้ี 
      11.722  10.429       8.020 7.578     1.430       4.115 
จากขอมูลทั้ง 6 คํานวณคาประมาณ β =2.12 และประมาณคาα =8.1 

จาก       0.142ND+ =    
และ     -  0.247ND =     
ดังน้ัน  N NV D D+ −= +   
      0.389=  

*V = ( )6 0.389  

                  0.953=  
จากตารางที่2-7 จะเห็นวาทกุระดับนัยสําคัญ ( 1α ) คา *V  < cV   
ดังน้ัน จะยอมรับสมมุติฐาน 0H  กลาวคือ ขอมูลชุดนี้มีการแจกแจงแบบไวบูลล  

 2.4.4 Ratio of Maximum Likelihoods Test Statistic 
ปญหาในการเลือกการแจกแจง 2 การแจกแจงใดๆ ที่ไมทราบคาพารามิเตอร 

Dumonceaux , Antle and Hass (1973)  ไดเสนอวิธีการเลือกการแจกแจงของสองตัวแบบที่มี
พารามิเตอร 2 ตัว คือ Ratio of Maximum Likelihoods (RML)Test Statistic ซ่ึงเปนวิธีที่ไมได 
ขึ้นอยูกับคาพารามิเตอร RML มีวิธีการหาคา critical values ที่เหมาะสมสําหรับการทดสอบนี้
โดยการสรางขอมูลที่ไมสามารถคํานวณการวิเคราะห เราสามารถใช RML ในการตรวจสอบ   
การแจกแจงลอกนอรมัลและ การแจกแจงไวบูลล ดังน้ันในการวิจับครั้งน้ีผูวิจัยจะเลือก RML 
เพ่ือเปนตัวสถิติทดสอบในการเปรียบเทียบการแจกแจงลอกนอรมัล และการแจกแจงไวบูลล 
ดังน้ี 
  2.4.4.1 การใช RML ในกรณีที่ให 0H  : การแจกแจงลอกนอรมัล                
           และ    1H  : การแจกแจงไวบลูล 

ให ( )ln ˆ ˆ; ,if x µ σ  แทนฟงกชันการแจกแจงลอกนอรมัล ที่มีσ̂  เปน scale parameterและ 
µ̂  เปน shape parameter  และให ( )ˆ ˆ; ,w if x β α แทนฟงกชันการแจกแจงไวบูลล  ที่มี β̂  เปน 
scale parameter และ α̂  เปน shape parameter ซ่ึงสามารถหาคา σ̂  และ µ̂  จากวิธีการ
ประมาณคาพารามิเตอรของการแจกแจงลอกนอรมัล ซ่ึงสามารถหาคา β̂  และ α̂  จากวิธีการ
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ประมาณคาพารามิเตอรของการแจกแจงไวบูลล โดย Dumonceaux, R. and Antle, C.E. (1973) 
คํานวณคาสถิติทดสอบ ดังน้ี  

( )
( )σµ

αβ

σµ

αβ

ˆ,ˆ;max

ˆ,ˆ;max

ln
1

ˆ,ˆ

1ˆ,ˆ

i

n

i

iw
i

xf

xf
RML

=

=

∏

∏
=  

ดังน้ัน      ( ) ( ) ( )
1

11
2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f x b cπ σ ⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  

เม่ือ 
( )2

2 1

ˆln
ˆ

n

i
i

x

n

µ
σ =

−
=
∑

    และ      
( )

1
ln

ˆ

n

i
i

x

n
µ ==

∑
 

จะปฏิเสธสมมติฐาน 0H  : การแจกแจงลอกนอรมัล และยอมรับ 1H   : การแจกแจงไวบูลล   

เ ม่ื อ   ( )
1
nRML ≥ ( )

1
n

c
RML  ซ่ึ ง  ( )

1
n

c
RML   คื อ  ค าวิ กฤตของ ( )

1
nRML  โดยจะแสดง 

คา ( )
1
n

c
RML  ในตารางที่ 2-8 

 

ตารางที่ 2-8  คา ( )
1
n

c
RML สําหรับ 0H  :การแจกแจงลอกนอรมัล  

         และ 1H  :การแจกแจงไวบลูล 
n 1α  = 0.10 1α  = 0.05 1α  = 0.01 
20 1.038 1.082 1.144 
30 1.020 1.044 1.095 
40 1.007 1.028 1.070 
50 0.998 1.014 1.054 

ตารางอางอิงมาจาก Dumonceaux, R. and Antle, C.E.,1973, Table 1, p.924 
 

2.4.4.2 การใช RML ในกรณีที่ให  0H  : การแจกแจงไวบลูล 
 และ      1H  : การแจกแจงลอกนอรมัล                

โดย Dumonceaux, R. and Antle, C.E.(1973)คํานวณคาสถิตทิดสอบ ดังน้ี 

( )

( )αβ

σµ

αβ

σµ

ˆ,ˆ;max

ˆ,ˆ;max

ln
1ˆ,ˆ

ln
1

ˆ,ˆ

i

n

i

i
i

xf

xf
RML

=

=

∏

∏
=  

ดังน้ัน      ( ) ( ) ( )
1

11
2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f x b cπ σ

−
− ⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  
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เม่ือ 
( )2

2 1

ˆln
ˆ

n

i
i

x

n

µ
σ =

−
=
∑

   และ  
( )

1
ln

ˆ

n

i
i

x

n
µ ==

∑
 

จะปฏิเสธสมมติฐาน 0H : การแจกแจงไวบูลล และยอมรับ 1H : การแจกแจงลอกนอรมัล      

เ ม่ื อ   ( )
1
nRML ≥ ( )

1
n

c
RML  ซ่ึ ง  ( )

1
n

c
RML  คื อ  ค า วิ กฤตของ ( )

1
nRML  โดยจะแสดง

คา ( )
1
n

c
RML  ในตารางที่ 2-9 

 

ตารางที่ 2-9 คา ( )
1
n

c
RML    สําหรับ  0H  :  การแจกแจงไวบูลล 

                     และ  1H  : การแจกแจงลอกนอรมัล    
n 1α  = 0.10 1α  = 0.05 1α  = 0.01 
20 1.041 1.067 1.120 
30 1.019 1.041 1.088 
40 1.005 1.026 1.063 
50 0.995 1.016 1.045 

ตารางอางอิงมาจาก Dumonceaux, R. and Antle, C.E.,1973, Table 2, p.925 
 
จะแสดงตัวอยางการใชสถิตทิดสอบ RML จากตัวอยางที่ 2 ดังตอไปน้ี 
ตัวอยางที่ 2 อายุการใชงานของตลับลูกปน 20 ลูก จาก Dumonceaux, R. and Antle, 
C.E.(1973) 
17.88     28.92  33.00            41.25            42.12        45.60 
48.48     51.84  51.96            54.12            55.56        67.80 
68.64     68.64  68.88            84.12            93.12        98.64 
105.12     105.84   

 
กําหนดให  0H  : การแจกแจงลอกนอรมัล  

      1H  : การแจกแจงไวบูลล 
 จากขอมูลใชโปรแกรม R คํานวณคาประมาณ ˆ 69.384β =   และ ˆ 2.708α =  

     คํานวณคา   
( )

1
ln

  80.59458ˆ    4.03
20

n

i
i

x

n
µ == = ≈

∑
 

                    

( )2

2 1

ˆln
3.978502ˆ     0.20

20

n

i
i

x

n

µ
σ =

−
= = ≈
∑

 



 21

  จะได ( ) ( ) ( )
1

11
2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f xπ σ β α⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  

       1.039979=  

จากตารางที่ 2-8 จะเห็นวาระดับนัยสําคัญ ( 1α ) ที่ 0.1 คา ( )
1
nRML ≥ ( )

1
n

c
RML  

ดังนั้น จะปฏิเสธสมมติฐาน 0H  กลาวคือ ขอมูลชุดนี้มีการแจกแจงแบบไวบูลลระดับ
นัยสําคัญ ( 1α ) ที่ 0.1 

จากตัวอยางเดียวกันน้ี เม่ือทดสอบใช RML ในกรณี 
กําหนดให 0H  : การแจกแจงไวบูลล 

    1H  : การแจกแจงลอกนอรมัล 

จะได     ( ) ( ) ( )
1

11  2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f x b cπ σ

−
− ⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  

         0.9615578=  

จากตารางที่ 2-9 จะเห็นวาทุกระดับนัยสําคัญ ( 1α ) คา ( )
1
nRML < ( )

1
n

c
RML   ดังน้ัน         

จะยอมรับสมมติฐาน 0H  กลาวคือ ขอมูลชุดนี้มีการแจกแจงแบบไวบูลล ทุกระดับนัยสําคัญ 
 
2.5 ผลงานวจิัยที่เก่ียวของ 

ผลงานวิจัยของนักสถิติที่สนใจศึกษาเปรียบเทียบสถิติทดสอบ GOF มีมากมาย ในที่น้ีจะ
เสนอผลงานวิจัยบางผลงานวิจัยเทานั้น  

ศิริรัตน (2539) ไดศึกษาเปรียบเทียบคาอํานาจการทดสอบของสถิติทดสอบในการ
ทดสอบการแจกแจงไวบูลล 2 พารามิเตอร ( )3, 1α β= = และการแจกแจง   คอมเพิรตซ 
( )0.02, 20B c= =  ดวยการทดสอบเทียบความกลมกลืนเม่ือขอมูลถูกตัดทิ้งประเภทที่สอง
จํานวนมาก สถิติทดสอบที่ใชไดแก สถิติทดสอบ KS (Kolmogorov-Sminov Test Statistic), K 
(Kuiper Test Statistic) และ CVM (Cramer-von Mises Test Statistic) ภายใตระดับนัยสําคัญ
สําคัญ ( )α  0.25, 0.20, 0.15, 0.10, 0.05 และ 0.01 ที่ขนาดตัวอยาง 100, 300, 500 และ 700 
เปอรเซ็นตการถูกตัดทิ้ง 90%, 95% และ 99% ยกเวนที่ขนาดตัวอยาง 100 และ 300 มี
เปอรเซ็นตการถูกตัดทิ้ง 90% และ 95% ไดผลสรุปดังน้ี 

การแจงแจงไวบูลล ในทุกกรณีศึกษาสามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได 
ดวยเกณฑของ Cochran และเม่ือพิจารณาคาอํานาจการทดสอบ พบวา สําหรับขนาดตัวอยางที่
เปอรเซ็นตการถูกตัดทิ้ง 90% สถิติทดสอบ K ใหคาอํานาจการทดสอบสูงที่สุด และที่เปอรเซ็นต
การถูกตัดทิ้ง 95% และ 99% สถิติทดสอบ KS, K และ CVM ใหคาอํานาจการทดสอบใกลเคียงกัน  
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การแจกแจงคอมเพิรตซในทุกกรณีศึกษาสามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 
ได ดวยเกณฑของ Cochran และเม่ือพิจารณาคาอํานาจการทดสอบ พบวา สําหรับทุกขนาด
ตัวอยาง ที่เปอรเซ็นตการถูกตัดทิ้ง 90% และ 95% สถิติทดสอบ K ใหคาอํานาจการทดสอบสูง
ที่สุด และที่เปอรเซ็นตการถูกตัดทิ้ง 99% สถิติทดสอบ KS, K และ CVM ใหคาอํานาจ        
การทดสอบใกลเคียงกัน 

Shimokawa T. และ Liao M. (1999) ไดศึกษาเกี่ยวกับคุณสมบัติของ Kolmogorov-
Smirnov (K-S), Cramervon Mises (C-M)  และ Anderson-Darling (A-D) สําหรับการทดสอบ 
GOF สําหรับขอมูลที่มีลักษณะคาสุดขีด (Type-I Extreme-Value) และขอมูลที่มีลักษณะ     
การแจกแจงไวบูลลมีพารามิเตอร 2 ตัว (2-Parameter Weibull Distribution) ประมาณคากลุม
ตัวอยางโดยใชเทคนิค GPT (Graphical Plotting Techniques)  ซ่ึงจะใชวิธีการกําลังสองนอย
ที่สุดประมาณคาพารามิเตอร กับขอมูลที่มีลักษณะคาสุดขีด (Type-I Extreme-Value) และ
ขอมูลที่มีลักษณะการแจกแจงไวบูลลมีพารามิเตอร 2 ตัว (2-Parameter Weibull Distribution)  
คาวิกฤติของ Kolmogorov-Smirnov (K-S), Cramervon Mises (C-M)  และ Anderson-Darling    
(A-D)โดยจําลองขอมูลจากวิธีการ Monte Carlo simulation ประกอบดวยชุดขอมูล 4 ชุดขอมูล  
อํานาจการทดสอบของ Kolmogorov-Smirnov (K-S), Cramervon Mises (C-M)  และ 
Anderson-Darling (A-D) เม่ือนํามาใชกับเทคนิค GPT (Graphical Plotting Techniques) ซ่ึง
จากผลการทดสอบ Anderson-Darling (A-D) ใหคาอํานาจการทดสอบที่สูงที่สุดในทุกชุดขอมูล 

Aslan B. และ Zech G.(2002) ไดศึกษาการเปรียบเทียบระหวางการทดสอบไคสแควร
กับวิธีการทดสอบแบบใหม ไดแก Univariate Three-region-Test และ Multivariate Energy 
Test เพ่ือหาการทดสอบที่เหมาะสม สําหรับทุกการแจกแจงปราศจากความเอนเอียงของกลุม
ตัวอยาง   โดยกําหนดสมมติฐานหลัก  คือกลุมตัวอยางมาจากฟงกชันความหนาแนนของ   
ความนาจะเปน และสมมติฐานรองกลุมตัวอยาง  ไมไดมาจากฟงกชันความหนาแนนของ   
ความนาจะเปนซึ่งเม่ือทําการเปรียบเทียบการทดสอบไคสแควรกับวิธีการทดสอบแบบใหม  มี
ความเอนเอียงมากนอยเพียงใด ผลการวิจัยสรุปไดวาการเปรียบเทียบระหวางการทดสอบ   
ไคสแควรกับวิธีการทดสอบแบบใหม Univariate Three-region-Test  เปนวิธีที่ดีเพราะมี    
ความเอนเอียงนอยที่สุด 

Steele, M., Chaneline, J. และ Hurst, C. (2005) ไดเสนองานวิจัยเกี่ยวกับ            
การเปรียบเทียบอํานาจการสอบของสองประชากรโดยใช GOF ซ่ึงจะใชวิเคราะหลักษณะของ
ขอมูล โดยการนําขอมูลที่จําลองขนาดตัวอยาง 10,000 ตัว นํามาทดสอบสมมติฐานทางสถิติ
เกี่ยวกับพารามิเตอรของแตละการแจกแจง จะใชวิธีการทดสอบไคสแควร เปนเกณฑใน      
การตัดสินใจที่ระดับนัยสําคัญ 5% ซ่ึง โดยมีการกําหนดสมมติฐานหลักวาขอมูลลูเขาสู        
การแจกแจง Uniform มากกวา 10 cell และกําหนดสมมติฐานรองลูเขาสูการแจกแจง 
Increasing และ Triangular v  ผลการวิจัยสรุปไดวา   ปฎิเสธ 0H  : ที่ระดับนัยสําคัญ 0.05 
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ดังนั้นแสดงขอมูลสวนใหญจะมีการแจกแจงลูเขาสู Increasing และ Triangular v ที่ระดับ
นัยสําคัญ 0.05   

Chernobai A., Rachev S. และ Fabozzi F.(2005) ไดศึกษาการเปรียบเทียบวิธี       
การทดสอบ GOF โดยประยุกตในกรณีที่มีการสูญหายของขอมูลซ่ึงเปนขอมูลการประกันภัย 
เพ่ือหาความถูกตองในการวิเคราะหสมมติฐานของขอมูล โดยใชวิธีการทดสอบ KS, Kuiper, 
Anderson-Darling และ Cramer-Von Mises โดยใชเทคนิคในการตรวจสอบ GOF ของจํานวน
การแจกแจงของกลุมตัวอยาง โดยใชเกณฑการตัดสินใจเม่ือคํานวณความเสี่ยงของขอมูลที่มี
ความสมบูรณ กับความเสี่ยงของขอมูลที่สูญหายบางสวน วาวิธีไหนมีความคลาดเคลื่อนจาก
ความเปนจริงนอยที่สุดแสดงวาวิธีการทดสอบนั้นดีที่สุด ผลการทดสอบสรุปวาวิธีการทดสอบ 
Anderson-Darling เปนวิธีการทดสอบที่มีความคลาดเคลื่อนจากความเปนจริงนอยที่สุดเม่ือ
นําไปเทียบกับขอมูลที่มีความสมบูรณ 
 



บทที่ 3 
วิธีการดําเนินการวิจัย 

 
ในการวิจัยครั้งนี้เปนการวิจัยเชิงทดลองเพื่อทําการทดสอบภาวะสารูปดี (Goodness of 

Fit Test : GOF) สําหรับการจําแนกการแจกแบบลอกนอรมัล (Log-normal Distribution) และ
การแจกแจงแบบไวบูลล (Weibull Distribution) ซึ่งสถิติทดสอบที่ใชในการวิจัย ไดแก 
Anderson Darling Test Statistic, Kolmogorov -Smirnov Test Statistic, Kuiper Test 
Statistic และ Ratio of Maximum Likelihoods Test Statistic โดยสถานการณตางๆ ที่ใชใน
การวิจัยน้ันสรางโดยใชโปรแกรม R   และแสดงความสามารถในการควบคุมคาความนาจะเปน
ของความคลาดเคลื่อนประเภทที่ 1 และการเปรียบเทียบคาอํานาจการทดสอบของตัวสถิติ
ทดสอบที่กลาวในขางตน 

 
3.1  แผนการทดลอง 

กํ าหนดสถานการณต า ง  ๆ  สํ าหรับศึกษา เปรี ยบ เที ยบความน าจะ เปนของ       
ความคลาดเคลื่อนประเภทที่ 1 และอํานาจการทดสอบของตัวสถิติทดสอบ ทั้ง 4 ตัว ดังน้ี 
 3.1.1  เลือกสุมตัวอยางจากประชากรโดยกําหนดประชากรใหมีการแจกแจงดังตอไปนี้ 
  - การแจกแจงแบบลอกนอรมัล (Log-normal Distribution) โดยสนใจศึกษาเมื่อ
พารามิเตอร ดังน้ี  

1=µ   และ 0.5σ =  
1=µ   และ 1σ =  
1=µ   และ 1.5σ =  
1=µ   และ 2σ =  
1=µ   และ 3=σ  

  - การแจกแจงแบบไวบูลล (Weibull Distribution) โดยสนใจศึกษาเมื่อพารามิเตอร ดังนี้  
1β =   และ 0.5α =  
1β =   และ 1α =  
1β =   และ 1.5α =  
1β =  และ  2α =  
1β =   และ 3α =  
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> rweibull (20, 0.5, 1) 
[1] 5.1755583635 0.0366120499 0.2183311546 0.0772656155 0.0001667598 
[6] 0.0654551852 0.0045679611 0.0071867150 0.0378979935 0.0225855857 
[11] 0.5057724261 0.3996091438 0.8400628308 1.5302615961 0.1395647976 
[16] 0.0159737345 8.1828089643 0.2581195054 2.9580998477 1.5356178105 

3.1.2  การกําหนดขนาดของตัวอยาง (sample size) กําหนดใหขนาดตัวอยางที่ใชใน
การศึกษามี 4 ระดับ คือ 20, 30, 40 และ 50 

 
3.2  ข้ันตอนในการวิจัย 

ขั้นตอนในการวิจัยแบงออกเปน 4 ขั้นตอน ดังน้ี 
 3.2.1  สรางการแจกแจงของประชากรตามลักษณะที่กําหนดในแผนการทดลอง 
 3.2.2  คํานวณคาตัวสถิติทดสอบ 4 ตัว 
 3.2.3  คํานวณคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
 3.2.4  คํานวณคาอํานาจการทดสอบ 

รายละเอียดแตละขั้นตอนมีดังน้ี 
 3.2.1  สรางการแจกแจงของประชากรตามลักษณะที่กําหนดในแผนการทดลอง 

สรางลักษณะการแจกแจงของประชากรตามลักษณะที่กําหนดในแผนการทดลองใช
โปรแกรม R รายละเอียดในการสรางการแจกแจงแบบตาง ๆ เปนดังน้ี 
  3.2.1.1 การผลิตเลขสุมที่มีการแจกแจงแบบไวบลูล 

การแจกแจงแบบไวบูลลมีฟงกชันความหนาแนนอยูในรูปของ 

( )
1

x xg x: , exp
α α

αβ α
β β β

− ⎡ ⎤⎛ ⎞ ⎛ ⎞
= −⎢ ⎥⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
 , 0,  0,  0x β α> > >  

เม่ือ    β  เปน scale parameter 
  α  เปน shape parameter   

คาคาดหวังและความแปรปรวนของการแจกแจงแบบไวบูลล คือ ( )1 1β αΓ +  และ 

( ) ( )2 21 2 1 1β α α⎡ ⎤Γ + −Γ +⎣ ⎦ ตามลําดับ 

การสรางตัวแปรสุมใหมีการแจกแจงไวบูลล โดยใชโปรแกรม R  ซึ่งคําสั่งในการสราง  
ตัวแปรใหมีการแจกแจงไวบูลล    จํานวน n ตัว  ที่พารามิเตอร β = bและ α  =c คือ    
rweibull (n, c ,b) ดังตัวอยางตอไปน้ี 
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3.2.1.2  การผลิตเลขสุมทีมี่การแจกแจงแบบลอกนอรมัล 
การแจกแจงแบบลอกนอรมัลมีฟงกชันความหนาแนนอยูในรูปของ  

( ) ( )2 2

2

1; , exp - ln - 2
2

f x x
x

µ σ µ σ
πσ

⎡ ⎤= ⎣ ⎦ , 0,0 >> σx  

   เม่ือ    σ  เปน scale parameter 
µ  เปน shape parameter   

คาคาดหวังและความแปรปรวนของการแจกแจงแบบลอกนอรมัลคือ ( )2exp 2µ σ+  และ 

( )2 2exp(2 ) exp 1µ σ σ⎡ ⎤+ ∗ −⎣ ⎦ ตามลําดับ 

การสรางตัวแปรสุมใหมีการแจกแจงลอกนอรมัล โดยใชโปรแกรม R ซึ่งคําสั่งใน   
การสรางตัวแปรใหมีการแจกแจงไวบูลลจํานวน n ตัว ที่พารามิเตอร σ =b และ µ =c คือ 
rlnorm(n, c, b) ดังตัวอยางตอไปน้ี 

 
3.2.2 คํานวณคาตัวสถิติทดสอบ 4 ตัว 
เม่ือสรางตัวแปรสุมตามลักษณะการแจกแจง ขนาดตัวอยางตามแผนการทดลองที่กําหนด 

แลวนําขอมูลที่ไดมาคํานวณคาสถิติทดสอบแตละวธิดัีงน้ี 
  3.2.2.1  สถิตทิดสอบ Anderson-Darling  

( ) ( )( ) ( )( ){ } nxFxF
n

iA
n

i
ini −⎥

⎦

⎤
⎢
⎣

⎡
−+

−
−= ∑

=
−+

1
100 1lnln12  

  3.2.2.2   สถิติทดสอบ Kolmogorov - Smirnov  
),max( −+= DDKS  

เม่ือ 
⎭
⎬
⎫

⎩
⎨
⎧ −= =

+ )(max 0,...,1 ini xF
n
iD  

และ
⎭
⎬
⎫

⎩
⎨
⎧ −

−= =
−

n
ixFD ini

1)(max 0,...,1  

  3.2.2.3  สถิตทิดสอบ Kuiper  

N NV D D+ −= +  

เม่ือ 
⎭
⎬
⎫

⎩
⎨
⎧ −= =

+ )(max 0,...,1 ini xF
n
iD   

และ
⎭
⎬
⎫

⎩
⎨
⎧ −

−= =
−

n
ixFD ini

1)(max 0,...,1  

> rlnorm(20,1,0.5) 
 [1] 1.4042463 2.2420105 3.1535787 3.6548522 4.8233718 1.9393909 5.2188760 
 [8] 8.0466736 2.5247879 2.7275269 3.5761696 1.2750229 1.0618689 1.8664705 
[15] 0.9356022 1.1947580 4.6557036 2.8146571 3.9825933 8.5046730 
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  3.2.2.4  สถิตทิดสอบ Ratio of Maximum Likelihoods  
   ก)  ตัวสถติิทดสอบที่ใชทดสอบการแจกแจงไวบูลล 

( ) ( ) ( )
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11
2 2
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n n
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i w iRML e x f x b cπ σ ⎡ ⎤

= ⎢ ⎥
⎣ ⎦
∏)  

เม่ือ    
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2 1

ˆln
ˆ

n

i
i

x

n

µ
σ =

−
=
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 และ 
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1
ln

ˆ

n

i
i

x

n
µ ==

∑
 

   ข)  ตัวสถิตทิดสอบที่ใชทดสอบการแจกแจงลอกนอรมัล 

( ) ( ) ( )
1

11
2 2

1

ˆ ˆ2 ; ,
n n

n
i w iRML e x f x b cπ σ

−
− ⎡ ⎤

= ⎢ ⎥
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∏)  

เม่ือ   
( )2

2 1

ˆln
ˆ

n

i
i
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เม่ือไดคาของตัวสถิตทิดสอบแตละตวัใหในการหาคาวกิฤตของสถิตทิดสอบนั้น ๆ  
 3.2.3  คํานวณคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 

การคํานวณคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 สามารถหาไดโดย   
การนับจํานวนครั้งของการปฏิเสธสมมติฐานวาง แลวหารดวยจํานวนรอบทั้งหมด ซ่ึงมีขั้นตอน
ดังน้ี 
  3.2.3.1  ตั้งสมมุติฐานของการทดลอง 
   ก)  ถาสมมติฐานวาง ( 0H ) คือ การแจกแจงลอกนอรมัล 

    สมมติฐานแยง ( 1H ) คือ การแจกแจงไวบลูล 
   ข)  ถาสมมตฐิานวาง ( 0H ) คือ การแจกแจงไวบูลล 
                                   สมมติฐานแยง ( 1H ) คือ การแจกแจงลอกนอรมัล 
  3.2.3.2  กําหนดลักษณะการแจกแจงของประชากร ในการหาคาความนาจะเปน
ของความคลาดเคลื่อนประเภทที่ 1 การแจกแจงของประชากรจะเปนไปตามสมมติฐานวาง 
( 0H ) ที่ตั้งไว และพารามิเตอรที่สนใจศึกษาในแตละการแจกแจง  
  3.2.3.3  กําหนดขนาดตัวอยาง 4 ขนาด คือ 20, 30, 40 และ 50 
  3.2.3.4  สุมตวัอยางจากที่กําหนดในขอ.2.33.2 ถึง 3.2.3.3 
  3.2.3.5  คํานวณคาสถิติทดสอบที่ใชทดสอบการแจกแจงตามสมมติฐานวาง ( 0H ) 
  3.2.3.6  นําคาสถิติทดสอบที่คํานวณไดจากขอ 3.2.3.5 มาเปรียบเทียบกับคาวิกฤต
ในแตละตัวสถิติทดสอบ ที่ระดับนัยสําคัญ ( 1α ) 0.1, 0.05, 0.01 แลวนับจํานวนครั้งที่ปฏิเสธ
สมมติฐานวาง ( 0H ) 
  3.2.3.7  ทําซ้ําขอ 3.2.3.4 ถึง 3.2.3.6 จํานวน 1,000 รอบ 
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  3.2.3.8  คํานวณคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดยนับ
จํานวนครั้งที่ปฏิเสธวางทั้งหมด แลวนํามาหารดวยจํานวนรอบทั้งหมด 1,000 รอบ 

เม่ือคํานวณคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ไดนําคาที่ไดมา
เปรียบเทียบคาที่ไดในแตละสถานการณกับเกณฑของ Cochran และ Bradley แลวพิจารณา
สถานการณใดสามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได และมีสถานการณใดที่ไม
สามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได 
 3.2.4  คํานวณคาอํานาจการทดสอบ 

การคํานวณคาอํานาจการทดสอบคลายกับการคํานวณคาความคลาดเคลื่อนประเภทที่ 1 คือ 
นับจํานวนครั้งของการปฏิเสธสมมติฐานวาง แลวหารดวยจํานวนรอบทั้งหมด แตลักษณะ    
การแจกแจงของประชากรเปนไปตามสมมติฐานแยง ( 1H ) ซ่ึงมีขั้นตอนการทํางานดังน้ี 
  3.2.4.1  ตั้งสมมุติฐานของการทดลอง 
   ก)  ถาสมมติฐานวาง ( 0H ) คือ การแจกแจงลอกนอรมัล 

              สมมติฐานแยง ( 1H ) คือ การแจกแจงไวบูลล 
   ข)  ถาสมมตฐิานวาง ( 0H ) คือ การแจกแจงไวบูลล 

              สมมติฐานแยง ( 1H ) คือ การแจกแจงลอกนอรมัล 
  3.2.4.2  กําหนดลักษณะการแจกแจงของประชากร ในการหาคาอํานาจการทดสอบ 
การแจกแจงของประชากรจะเปนไปตามสมมติฐานแยง ( 1H ) ที่ตั้งไว และพารามิเตอรที่สนใจ
ศึกษาในแตละการแจกแจง  
  3.2.4.3  กําหนดขนาดตัวอยาง 4 ขนาด คือ 20, 30, 40 และ 50 
  3.2.4.4  สุมตวัอยางจากที่กําหนดในขอ.3.2.4.2 ถึง 3.2.4.3 
  3.2.4.5  คํานวณคาสถิติทดสอบที่ใชทดสอบการแจกแจงตามสมมติฐานวาง ( 0H ) 
  3.2.4.6  นําคาสถิติทดสอบที่คํานวณไดจากขอ 3.2.4.5 มาเปรียบเทียบกับคาวิกฤต
ในแตละตัวสถิติทดสอบ ที่ระดับนัยสําคัญ ( 1α ) 0.1, 0.05, 0.01 แลวนับจํานวนครั้งที่ปฏิเสธ
สมมติฐานวาง ( 0H ) 
  3.2.4.7  ทําซ้ําขอ 3.2.4.4 ถึง 3.2.4.6 จํานวน 1,000 รอบ 
  3.2.4.8 คํานวณคาอํานาจการทดสอบ โดยนับจํานวนครั้งที่ปฏิเสธสมมติฐานวาง 
( 0H ) ทั้งหมด แลวนํามาหารดวยจํานวนรอบทั้งหมด 1,000 รอบ 

เม่ือคํานวณคาอํานาจการทดสอบไดแลว จะเปรียบเทียบคาที่ไดของแตละคาสถิติทดสอบ 
ในแตกรณี 
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3.3 ข้ันตอนการทํางานของโปรแกรม 
สามารถเขียนผังงานแสดงขั้นตอนในการหาคาความนาจะเปนของความคลาดเคลื่อน

ประเภทที่ 1ไดตามรูปที่ 3.1 และผังงานแสดงขั้นตอนการหาคาอํานาจการทดสอบ ไดตามรูปที่ 
3.2 ดังรายละเอียดตอไปน้ี 

ภาพที่ 3-1  แผนผังแสดงขั้นตอนการหาคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ภาพที่ 3-2  แผนผังแสดงขั้นตอนการหาคาอํานาจการทดสอบ 
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กําหนดลักษณะการแจกแจงของประชากรตาม 0H  

เริ่มตน     
 

 
 

 
 
 

 
 

       
            

 
 

                               
 

 
       

            
 
 

                               
            

 
       

            
 
 

                               
            

 
  
ภาพที่ 3-1   แผนผังแสดงขั้นตอนการหาคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 

กําหนดขนาดตัวอยาง 

สุมตัวอยางตามที่กําหนดไวขางตน 

คํานวณคาสถติิทดสอบ AD 

เปรียบเทียบกบัคาวิกฤตของ AD 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวาง( 0H ) ของ AD 

คํานวณคาสถติิทดสอบ K 

เปรียบเทียบกบัคาวิกฤตของ K 

คํานวณคาสถติิทดสอบ KS 

เปรียบเทียบกบัคาวิกฤตของ KS 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวาง( 0H ) ของ KS 

1 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวาง( 0H ) ของ K 

2 
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ภาพที่ 3-1  (ตอ) 

 
 
 

พิมพผลลัพธ 

คํานวณคาสถติิทดสอบ RML 

เปรียบเทียบกบัคาวิกฤตของ RML 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวางRML 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ AD มาหารดวย 1000 รอบ 

1 

จํานวนรอบ =1000 

2 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ K มาหารดวย 1000 รอบ 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ KS มาหารดวย 1000 รอบ 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ RML มาหารดวย 1000 รอบ 

จบการทํางาน 
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กําหนดลักษณะการแจกแจงของประชากรตาม 1H  

เริ่มตน    
 

 
 

 
 
 

 
 

       
            

 
 

                               
 

 
       

            
 
 

                               
            

 
       

            
 
 

                               
            

 
 

ภาพที่3-2  แผนผังแสดงขั้นตอนการหาคาอํานาจการทดสอบ  

กําหนดขนาดตัวอยาง 

สุมตัวอยางตามที่กําหนดไวขางตน 

คํานวณคาสถติิทดสอบ ADที่ใชทดสอบการแจกแจงตาม 0H  

เปรียบเทียบกบัคาวิกฤตของ AD 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวาง( 0H ) ของ AD 

คํานวณคาสถติิทดสอบ K ที่ใชทดสอบการแจกแจงตาม 0H  

เปรียบเทียบกบัคาวิกฤตของ K 

คํานวณคาสถติิทดสอบ KS ที่ใชทดสอบการแจกแจงตาม 0H  

เปรียบเทียบกบัคาวิกฤตของ KS 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวาง( 0H ) ของ KS 

1 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวาง( 0H ) ของ K 

2 



 34

 
 
 

 
 
            

 
 

     
 
 
 
 
 
 
 
 
          
    
             
 
 
 
 
               
 
                           
                           

ภาพที่3-2  (ตอ)  
            

 
  
 

1 2 

พิมพผลลัพธ 

คํานวณคาสถติิทดสอบ RML 

เปรียบเทียบกบัคาวิกฤตของ RML 

นับจํานวนครัง้ที่ปฏิเสธสมมติฐานวางRML 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ AD มาหารดวย 1000 รอบ 

จํานวนรอบ =1000 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ K มาหารดวย 1000 รอบ 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ KS มาหารดวย 1000 รอบ 

นําจํานวนครั้งที่ปฏิเสธ 0H ของสถิติทดสอบ RML มาหารดวย 1000 รอบ 

จบการทํางาน 



บทที่ 4 
ผลการวิจัย 

 
การวิจัยครั้งน้ี ผูวิจัยมีความสนใจศึกษาวิธีการทดสอบภาวะสารูปดี (Goodness of Fit 

Test) ในการจําแนกการแจกแบบลอกนอรมัลและการแจกแจงแบบไวบูลล โดยจะศึกษา 
Anderson Darling Test Statistic, Kuiper Test Statistic, Ratio of Maximum Likelihoods 
Test Statistic และ Kolmogorov -Smirnov Test Statistic โดยพิจารณาจากความสามารถใน
การควบคุมคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 แลวทําการเปรียบเทียบ
ประสิทธิภาพของวิธีการทดสอบ ดวยคาอํานาจของการทดสอบของสถิติทดสอบทั้ง 4 วิธีขางตน 

ในการทดสอบภาวะสารูปดี (Goodness of Fit Test) จะตองมีการตั้งสมมติฐานขึ้นแลว
นํามาทําการทดสอบสมมตฐิาน โดยทั่วไปพบวาผลการทดสอบที่ไดอาจเกิดความคลาดเคลื่อน 2 
ประเภท คือ ความคลาดเคลื่อนประเภทที่ 1 (Type I error) และความคลาดเคลื่อนประเภทที่ 2 
(Type II error) ดังแสดงไดในตารางตอไปน้ี 
ตารางที่ 4-1 แสดงความคลาดเคลื่อนในการทดสอบสมมติฐานทางสถิต ิ

ผลการทดลอง สมมติฐานวาง 

0H  ปฎิเสธ 0H  ยอมรับ 0H  
จริง ความคลาดเคลื่อนประเภทที่ 1 

( 1α ) 
ตัดสินใจถูก 
(1 - 1α  ) 

เท็จ คาอํานาจการทดสอบ 
(1 - 1β  ) 

ความคลาดเคลื่อนประเภทที่ 2 
( 1β ) 

  
ในการทดสอบสมมติฐานทางสถิติ ตองการใหความนาจะเปนที่จะเกิดความคลาดเคลื่อน

ประเภทที่ 1 ( 1α ) และความนาจะเปนที่จะเกิดความคลาดเคลื่อนประเภทที่ 2 ( 1β ) มีคานอย
ที่สุด เพ่ือทําใหคาอํานาจการทดสอบ (1 - 1β ) มีคามากที่สุด แตถาลด 1α จะทําให 1β  เพ่ิมขึ้น 
และถาลด 1β  จะทําให 1α เพ่ิมขึ้น ดังน้ันในการเปรียบเทียบอํานาจการทดสอบที่จะควบคุม 1α  
โดยพิจารณาความสามารถ ในการควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที ่ 1 
แลวจึงเปรียบเทียบอํานาจการทดสอบ ของตัวสถิตทิดสอบที่สามารถควบคุมความนาจะเปนของ
ความคลาดเคลื่อนประเภทที่ 1 ไดเทานั้น 
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ในการวิจัยครัง้น้ีไดเสนอผลการวิจัยเปน 2 ขั้นตอน คือ 
ขั้นตอนที่ 1   เปรียบเทียบความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 จาก     

การทดลอง โดยใชตัวสถิติทดสอบทั้ง 4 วิธีขางตน เพ่ือสรุปวาตัวสถิติทดสอบใดสามารถควบคุม
ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ได เม่ือกําหนดระดับนัยสําคัญ ( 1α ) ของ  
การทดสอบเทากับ 0.01, 0.05 และ 0.1  

สถิติทดสอบที่มีความแกรง (Robustness)  จะตองไมแสดงความไว (sensitive) ตอ       
การทดสอบในกรณีที่ขอมูลไมเปนไปตามขอตกลงเบื้องตนของการทดสอบ ซ่ึงจะพิจารณาไดจาก
คาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 (τ ) ที่ไดจากการทดลองเปรียบเทียบกับ
ความนาจะเปนของการเกิดความคลาดเคลื่อนประเภทที่ 1 ( 1α ) ที่กําหนดไว  โดยใชเกณฑใน    
การพิจารณาความสามารถในการควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
Cochran (1954 : อางโดย ศิริรัตน 2539, 35 )  และเกณฑของ Bradley (1978 : อางโดย ศิริรัตน 
2539, 35 ) ซ่ึงในการวิจัยครั้งนี้จะพิจารณาควบคูกันไปดังรายละเอียดสําหรับแตละเกณฑดังนี้ 
1) เกณฑของ Cochran  

เกณฑน้ีใชตัดสินใจ ความสามารถในการควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 โดยกําหนดให τ  คือ ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ที่เกิดจาก
การทดลองสถิติทดสอบจะควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ไดก็
ตอเม่ือ 

คา τ  อยูในชวง [ ]015.0,007.0    ที่ระดับนัยสําคัญ 0.01 
คา τ  อยูในชวง [ ]06.0,04.0    ที่ระดับนัยสําคัญ 0.05 
คา τ  อยูในชวง [ ]12.0,08.0    ที่ระดับนัยสําคัญ 0.1 

2) เกณฑของ Bradley  
เกณฑน้ีใชตัดสินใจความสามารถในการควบคุมความนาจะเปนของความคลาดเคลื่อน

ประเภทที่ 1 โดยกําหนดให τ  คือ ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ที่เกิดจาก
การทดลองสถิติทดสอบจะควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ไดก็
ตอเม่ือคา τ  อยูในชวง [ ]11 5.1,05.0 αα  ที่ระดับนัยสําคัญ 1α  น่ันคือ 

คา τ  อยูในชวง [ ]015.0,005.0   ที่ระดับนัยสําคัญ 0.01 
คา τ  อยูในชวง [ ]075.0,025.0    ที่ระดับนัยสําคัญ 0.05 
คา τ  อยูในชวง [ ]15.0,05.0    ที่ระดับนัยสําคัญ 0.1 

จากผลการทดลอง ถาความนาจะเปนของความคลาดเคลื่อนที่ 1 ของการทดลองอยู
นอกเหนือชวงที่กําหนด หรือนอกเหนือชวงที่กําหนด หรือการทดลองนั้นไมสามารถควบคุม
ความคลาดเคลื่อนประเภทที่ 1 ได สามารถแบงไดเปน 2 กรณี คือ 
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 1.  กรณีที่ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 สูงกวาขอบเขตบนที่กําหนด
จะถือวา การทดสอบนั้นมีคาความนาจะเปนของความเคลื่อนประเภทที่ 1 มากกวาระดับ
นัยสําคัญที่กําหนด ( )1α>τ  
 2.  กรณีที่ความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ต่ํากวาขอบเขตบนที่กําหนด
จะถือวาการทดสอบนั้นมีคาความนาจะเปนของความเคลื่อนประเภทที่ 1 นอยกวาระดับ
นัยสําคัญที่กําหนด ( )1α<τ  

ในกรณีที่คาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของการทดลองอยูใน
ขอบเขตที่ระบุสําหรับแตละเกณฑที่กําหนด จะถือวาการทดสอบนั้น มีความนาจะเปนของ  
ความคลาดเคลื่อนประเภทที่ 1 เทากับคา 1α  ที่กําหนด และสามารถควบคุมความนาจะเปน
ของความคลาดเคลื่อนประเภทที่ 1 ได 

สําหรับการนําเสนอความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ซ่ึงไดจาก       
การทดลองจะนําเสนอในรูปของตารางและกราฟ ซ่ึงจะแบงการนําเสนอออกเปน 2 การแจกแจง
ดวยกัน คือการแจกแจงไวบูลล 2 พารามิเตอร และการแจกแจงลอกนอรมัล   

ขั้นตอนที่ 2   เปรียบเทียบอํานาจการทดสอบ ซึ่งเปนสิ่งที่ใชพิจารณาในการเลือกตัว
สถิติทดสอบ คือเลือกใชตัวสถิติทดสอบที่ปฏิเสธสมมุติฐาน 0H มากที่สุด เมื่อสมมุติฐาน 

0H  นั้นผิด ซึ่งหมายความวา ตัวสถิติทดสอบนั้นใหอํานาจการทดสอบสูงสุด ในการวิจัย
ครั้งนี้จะเปรียบ เทียบอํานาจการทดสอบของตัวสถิติทดสอบทั้ง 4 วิธี เมื่อประชากรมี     
การแจกแจงไวบูลล 2 พารามิเตอร และการแจกแจงลอกนอรมัล   ซ่ึงจะนําเสนอดวยตาราง 
และรูปกราฟ  

 
4.1 การเปรียบเทียบความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1  

ผลการวิจัยสําหรับการแจกแจงไวบูลล 
การนําเสนอความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 จากการทดลองของสถิติ

ทดสอบทั้ง 4 ตัว สําหรับการแจกแจงไวบูลล ไดแสดงเปนตารางที่ 4-2 – 4-6  
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ตารางที่ 4-2  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติAD, K, KS, RML  
    กระทําซ้ํา 1000 รอบ เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β และ 0.5α =  

 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท    
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-2 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด  
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01 และ กรณีที่ n = 50 ระดับนัยสําคัญ 0.05 และ 0.01 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ได ในกรณีที่ n = 20 ทุกระดับนัยสําคัญตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะ
เปนของความคลาดเคลื่อนประเภทที่ 1 ได ในกรณีที่ n = 20 ทุกระดับนัยสําคัญ 
   -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 50 ทุกระดับนัยสําคัญ 

n 
1α  AD K KS RML 

0.1 0.094 0.068* 0.073* 0.106 

0.05 0.048 0.030* 0.038* 0.050 20 
 0.01 0.007 0.005* 0.006* 0.009 

0.1 0.107 0.081 0.090 0.102 

0.05 0.055 0.041 0.049 0.053 
 

30 
 0.01 0.018** 0.015 0.013 0.013 

0.1 0.101 0.104 0.110 0.096 

0.05 0.054 0.045 0.060 0.047 
 

40 
 0.01 0.009 0.012 0.012 0.011 

0.1 0.122* 0.106 0.103 0.129* 
0.05 0.065 * 0.053 0.047 0.061* 

 
50 
 0.01 0.018** 0.013 0.015 0.017** 
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2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01 และ กรณีที่ n = 50 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ K สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภท ที่ 1 ได ในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01 

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-1 - 4-3 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-1  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
   AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบูลล 1=β และ 0.5α = ที่ 1α = 0.1 
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ภาพที่ 4-2  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
         AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบูลล 1=β และ 0.5α =  
   ที่ 1α = 0.05 
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ภาพที่ 4-3  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
   AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบลูล 1=β และ 0.5α =           
   ที่ 1α  = 0.01 
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ตารางที่ 4-3  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ AD, K, KS, RML  
     กระทําซ้ํา 1000 รอบ เม่ือ 0H : ประชากรมกีารแจกแจงไวบลูล 1=β และ 1=α  

 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-3 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด      
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1)เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ไดในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ 0.05 ในกรณีที่ n = 30   ทุกระดับนัยสําคัญ 
และกรณีที่ n = 50 ระดับนัยสําคัญ 0.05 
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.05 และ 0.01 

n 
1α  AD K KS RML 

0.1 0.101 0.075* 0.072* 0.115 
0.05 0.057 0.036* 0.040 0.060 

20 
 

0.01 0.017** 0.009 0.009 0.012 
0.1 0.112 0.079* 0.098 0.107 
0.05 0.053 0.037* 0.038 * 0.065* 

 
30 
 0.01 0.010 0.004** 0.004** 0.009 

0.1 0.097 0.092 0.100 0.100 
0.05 0.041 0.044 0.041 0.048 

 
40 
 0.01 0.007 0.009 0.011 0.014 

0.1 0.093 0.080 0.082 0.098 
0.05 0.043 0.034* 0.042 0.052 

 
50 
 0.01 0.008 0.011 0.009 0.014 
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  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.05  
2) เกณฑของ Bradley 
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ไดครบทุกกรณี 

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-4 – 4-6 จําแนกตามระดับนัยสําคัญ 
 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

AD K KS RML

ตัวสถิติ

p(
ty

pe
I)

n=20

n=30

n=40

n=50

ขอบลางCochran 

ขอบบนCochran 

ขอบลางBradley 

ขอบบนBradley 

 
ภาพที่ 4-4  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
   สถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบูลล 1=β และ 1=α     
   ที่ 1α = 0.1 
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ภาพที่ 4-5  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
   สถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบูลล 1=β และ 1=α  
   ที่ 1α  = 0.05 
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ภาพที่ 4-6  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
   สถิติ AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงไวบูลล 1=β และ 1=α   
   ที่ 1α  = 0.01 
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ตารางที่ 4-4  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ AD, K, KS,  
    RML กระทําซ้ํา 1000 รอบ เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β

    และ 1.5=α  

 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-4 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิดความคลาดเคลื่อน 
ประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD  สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ 0.05 และในกรณีที่ n = 40 ระดับนัยสําคัญ 
0.01 

n 
1α  AD K KS RML 

0.1 0.108 0.075* 0.071* 0.092 

0.05 0.050 0.038* 0.038* 0.043 20 
 0.01 0.009 0.008 0.008 0.009 

0.1 0.117 0.083 0.089 0.111 

0.05 0.052 0.051 0.049 0.058 
 

30 
 0.01 0.013 0.010 0.0012** 0.011 

0.1 0.098 0.083 0.095 0.100 

0.05 0.047 0.040 0.037* 0.049 
 

40 
 0.01 0.008 0.003** 0.006* 0.015 

0.1 0.094 0.095 0.099 0.110 

0.05 0.055 0.050 0.048 0.046 
 

50 
 0.01 0.014 0.011 0.013 0.014 



 45

  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ 0.05 ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01
และ ในกรณีที่ n = 40 ระดับนัยสําคัญ 0.05 และ 0.01 
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ไดครบทุกกรณี 
2) เกณฑของ Bradley  
   -  ตัวสถิติทดสอบ AD สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได ในกรณีที่ n = 40 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ไดครบทุกกรณี 

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-7 – 4-9 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-7  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
   สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 1.5=α  
   ที่ 1α  = 0.1 
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ภาพที่ 4-8  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
   สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 1.5=α  
   ที่ 1α  = 0.05 
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ภาพที่ 4-9  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
   สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 1.5=α   
   ที่ 1α  = 0.01 
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ตารางที่ 4-5  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ AD, K, KS,  
      RML กระทาํซ้ํา 1000 รอบ เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β    
      และ 2=α  

 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-5 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด    
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  - ตัวสถิติทดสอบ AD สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท   
ที่ 1 ไดครบทุกกรณี 
  - ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ 0.05 ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.05 
และ 0.01 และในกรณีที่ n = 40 ระดับนัยสําคัญ 0.1 และ 0.05 

n 
1α  AD K KS RML 

0.1 0.104 0.076* 0.083 0.095 

0.05 0.052 0.035* 0.041 0.045 20 
 0.01 0.013 0.011 0.010 0.013 

0.1 0.104 0.083 0.083 0.094 

0.05 0.054 0.032* 0.040 0.043 
 

30 
 0.01 0.011 0.006* 0.006* 0.013 

0.1 0.102 0.069* 0.071* 0.122* 
0.05 0.048 0.027* 0.029* 0.067* 

 
40 
 0.01 0.008 0.007 0.005* 0.016** 

0.1 0.109 0.096 0.088 0.106 

0.05 0.059 0.053 0.042 0.044 
 

50 
 0.01 0.010 0.008 0.009 0.017** 
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  - ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ได ในกรณีที่ n = 30 ระดับนัยสําคัญ0.01 และในกรณีที่ n = 40 ทุกระดับนัยสําคัญ 
  - ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1ไดในกรณีที่ n = 40 ทุกระดับนัยสําคัญ และในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01 
2) เกณฑของ Bradley  
  - ตัวสถิติทดสอบ AD สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท   
ที่ 1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ K สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ KS  สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี 
  -   ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ไดในกรณีที่ n = 40 ระดับนัยสําคัญ 0.01 และในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01 

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-10 – 4-11 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-10  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
     สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 2=α  
     ที่ 1α  = 0.1 
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ภาพที่ 4-11  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
     สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 2=α  
     ที่ 1α  = 0.05 
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ภาพที่ 4-12  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
     สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 2=α  
     ที่ 1α  = 0.01 
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ตารางที่ 4-6  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถติิ AD, K, KS,  
    RML กระทําซ้ํา 1000 รอบ เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 

    3=α  

 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-6 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด    
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.05 และ 0.01 
  -  ตัวสถิติทดสอบ  K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.1 และ 0.05 
และในกรณีที่ n = 40 ระดับนัยสําคัญ 0.05 และ 0.01  

n 
1α  AD K KS RML 

0.1 0.119 0.077* 0.085 0.113 

0.05 0.067* 0.041 0.043 0.061* 20 
 0.01 0.016** 0.007 0.008 0.014 

0.1 0.093 0.077* 0.082 0.108 

0.05 0.044 0.031* 0.040 0.055 
 

30 
 0.01 0.013 0.007 0.011 0.009 

0.1 0.108 0.084 0.086 0.105 

0.05 0.053 0.036* 0.050 0.059 
 

40 
 0.01 0.007 0.004** 0.004** 0.013 

0.1 0.102 0.084 0.096 0.100 

0.05 0.052 0.045 0.046 0.049 
 

50 
 0.01 0.012 0.011 0.012 0.014 
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  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 40 ระดับนัยสําคัญ0.01  
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.05 
2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได ในกรณีที่ n = 40 ระดับนัยสําคัญ 0.01  
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 40 ระดับนัยสําคัญ0.01  
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1ไดครบทุกกรณี 

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-13 - 4-15 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-13  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
     สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 3=α  
     ที่ 1α  = 0.1 
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ภาพที่ 4-14  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
     สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 3=α  
     ที่ 1α  = 0.05 
 

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

AD K KS RML

ตัวสถิติ

p(
ty

pe
I)

n=20

n=30

n=40

n=50

ขอบลางCochran 

ขอบบนCochran 

ขอบลางBradley 

ขอบบนBradley 

 
ภาพที่ 4-15  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของ 
     สถิติ AD, K, KS, RML เม่ือ 0H :  ประชากรมีการแจกแจงไวบูลล 1=β และ 3=α  
     ที่ 1α  = 0.01 
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ผลการวิจัยสําหรับการแจกแจงลอกนอรมัล 
การนําเสนอความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 จากการทดลองของสถิติ

ทดสอบทั้ง 4 ตัว สําหรับการแจกแจงลอกนอรมัล ไดแสดงเปนตารางที่ 4-7 – 4-11  
ตารางที่ 4-7  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถติิ AD, K, KS,  
    RML กระทําซ้ํา 1000 รอบ เม่ือ 0H :ประชากรมีการแจกแจงลอกนอรมัล 1=µ  
    และ 5.0=σ  

* กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ได เม่ือใชเกณฑของ Cochran  
** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-7 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด   
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ 0.05 และในกรณีที่ n = 50 ระดับนัยสําคัญ 
0.01 

n 
1α  AD K KS RML 

0.1 0.131* 0.115 0.108 0.118 

0.05 0.067* 0.063* 0.049 0.040 
 

20 
0.01 0.012 0.015 0.012 0.015 

0.1 0.106 0.106 0.101 0.108 

0.05 0.053 0.055 0.046 0.054 
 

30 
0.01 0.014 0.011 0.014 0.007 

0.1 0.101 0.095 0.096 0.096 

0.05 0.049 0.050 0.047 0.047 
 

40 
0.01 0.010 0.009 0.006* 0.008 

0.1 0.091 0.093 0.090 0.109 

0.05 0.047 0.048 0.045 0.053 
 

50 
0.01 0.016** 0.015 0.012 0.011 
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  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.05  
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 40 ระดับนัยสําคัญ0.01  
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1ไดครบทุกกรณี 
2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ K สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1
ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1ไดครบทุกกรณี 

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-16 – 4-18 จําแนกตามระดับนัยสําคัญ 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

AD K KS RML

ตัวสถิติ

p(
ty

pe
I)

n=20

n=30

n=40

n=50

ขอบลางCochran 

ขอบบนCochran 

ขอบลางBradley 

ขอบบนBradley 

 
ภาพที่ 4-16  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
      AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ    
      ที่ 1α  = 0.1 
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ภาพที่ 4-17  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ 
     AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ  
     ที่ 1α  = 0.05 
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ภาพที่ 4-18  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
     AD, K, KS, RMLเม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=σ และ 5.0=σ   
     ที่ 1α  = 0.01 
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ตารางที่ 4-8  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถติิ AD, K, KS,  
    RML กระทําซ้ํา 1000 รอบ เม่ือ 0H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  
    และ 1=σ  

n 
1α  AD K KS RML 

0.1 0.128* 0.100 0.097 0.116 

0.05 0.061* 0.052 0.045 0.045 

 
20 

0.01 0.009 0.006* 0.010 0.018** 
0.1 0.105 0.097 0.092 0.100 

0.05 0.064* 0.055 0.047 0.048 

 
30 

0.01 0.011 0.007 0.009 0.013 

0.1 0.098 0.086 0.090 0.108 

0.05 0.046 0.036* 0.041 0.054 

 
40 

0.01 0.005* 0.006* 0.007 0.008 

0.1 0.104 0.102 0.096 0.105 

0.05 0.059 0.058 0.051 0.061* 
 

50 

0.01 0.008 0.016** 0.011 0.006* 
 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-8 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด   
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.1 และ 0.05 ในกรณีที่ n = 30ระดับนัยสําคัญ 0.05 
และในกรณีที่ n = 40 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 ในกรณีที่ n = 40 ระดับนัยสําคัญ 0.05 และ 
0.01 และในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01 



 57

  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี  
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 และในกรณีที่ n = 50 ระดับนัยสําคัญ 
0.05 และ 0.01 
2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี  
  - ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ได ในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01 
  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ไดครบทุกกรณี  
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01    

ซ่ึงจะแสดงผลการเปรียบเทียบ คาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-19 – 4-21 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-19  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 1=σ   
    ที่ 1α  = 0.1 
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ภาพที่ 4-20  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ 
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 1=σ   
    ที่ 1α  = 0.05 
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ภาพที่ 4-21  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 1=σ   
    ที่ 1α  = 0.01 
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ตารางที่ 4-9  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถติิ AD, K, KS,  
    RML กระทําซ้ํา 1000 รอบ เม่ือ 0H :ประชากรมีการแจกแจงลอกนอรมัล 1=µ  
    และ 5.1=σ  

n 
1α  AD K KS RML 

0.1 0.103 0.096 0.092 0.110 

0.05 0.043 0.045 0.037* 0.030* 
 

20 

0.01 0.004** 0.007 0.005* 0.006* 
0.1 0.114 0.097 0.095 0.107 

0.05 0.051 0.047 0.044 0.042 

 
30 

0.01 0.010 0.010 0.008 0.009 

0.1 0.115 0.097 0.090 0.110 

0.05 0.063* 0.041 0.044 0.056 

 
40 

0.01 0.011 0.009 0.010 0.011 

0.1 0.105 0.104 0.081 0.095 

0.05 0.042 0.053 0.041 0.057 

 
50 

0.01 0.009 0.010 0.009 0.006* 
 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-9 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด    
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 และในกรณีที่ n = 40 ระดับนัยสําคัญ 0.05  
  -  ตัวสถิติทดสอบ K สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
ไดครบทุกกรณี  
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.05 และ 0.01 
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  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาด 
เคลื่อนประเภทที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.05 และ 0.01 และในกรณีที่ 
n = 50 ระดับนัยสําคัญ 0.01 
2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01  
  -  ตัวสถิติทดสอบ K สามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ไดครบทุกกรณี  
  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ไดครบทุกกรณี  
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ไดครบทุกกรณี  

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-22- 4-24 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-22  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 5.1=σ  
   ที่ 1α  = 0.1 
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ภาพที่ 4-23  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 5.1=σ  
   ที่ 1α  =0.05 
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ภาพที่ 4-24  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 5.1=σ  
    ที่ 1α  = 0.01 
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ตารางที่ 4-10  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ AD, K, KS,  
     RML กระทําซ้ํา 1000 รอบ เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  
     และ 2=σ  

n 
1α  AD K KS RML 

0.1 0.100 0.098 0.093 0.092 

0.05 0.047 0.055 0.047 0.034 

 
20 

0.01 0.014 0.011 0.014 0.009 

0.1 0.115 0.110 0.094 0.102 

0.05 0.063* 0.059 0.056 0.056 

 
30 

0.01 0.017** 0.017** 0.013 0.007 

0.1 0.095 0.075 * 0.092 0.110 

0.05 0.045 0.035* 0.040 0.051 

 
40 

0.01 0.013 0.008 0.010 0.012 

0.1 0.119 0.104 0.110 0.132* 
0.05 0.064* 0.051 0.050 0.077** 

 
50 

0.01 0.010 0.008 0.008 0.015 

 *   กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4-10 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด   
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01 และ 0.05 และในกรณีที่n = 50 ระดับนัยสําคัญ 
0.05  
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01   และในกรณีที่ n = 40 ระดับนัยสําคัญ 0.1 และ 
0.05  
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  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 50 ระดับนัยสําคัญ 0.1 และ 0.05  
2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01   
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.01    
  -  ตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 50 ระดับนัยสําคัญ 0.05   

ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย
เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-25 – 4-27 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-25  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 2=σ  
    ที่ 1α  = 0.1 
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ภาพที่ 4-26  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 2=σ  
    ที่  1α  = 0.05 
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ภาพที่ 4-27  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 2=σ  
    ที่ 1α  = 0.01 
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ตารางที่ 4-11  แสดงคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ AD, K, KS,  
     RML กระทําซ้ํา 1000 รอบ เม่ือ 0H :ประชากรมีการแจกแจงลอกนอรมัล 1=µ  
     และ 3=σ  

 * กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได เม่ือใชเกณฑของ Cochran  
 ** กรณีที่ตัวสถิติทดสอบไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได เม่ือใชเกณฑของ Cochran และเกณฑของ Bradley 
  

จากตารางที่ 4.-11 ผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 จากผลการทดลองของตัวสถิติทดสอบทั้ง 4 ตัว กับความนาจะเปนของการเกิด   
ความคลาดเคลื่อนประเภทที่ 1 ที่กําหนดไว โดยใชเกณฑดังตอไปน้ี 
1) เกณฑของ Cochran  
  -  ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 30 ระดับนัยสําคัญ 0.1 และ 0.05 และในกรณีที่ n = 40 ระดับนัยสําคัญ 
0.05  
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 
1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01   และในกรณีที่ n = 50 ระดับนัยสําคัญ 0.01  

n 
1α  AD K KS RML 

0.1 0.100 0.104 0.082 0.100 

0.05 0.049 0.043 0.042 0.037* 
 

20 

0.01 0.009 0.003** 0.002** 0.006* 
0.1 0.126* 0.117 0.104 0.100 

0.05 0.063* 0.057 0.059 0.052 

 
30 

0.01 0.013 0.014 0.012 0.011 

0.1 0.110 0.113 0.099 0.104 

0.05 0.063* 0.059 0.049 0.054 

 
40 

0.01 0.013 0.013 0.015 0.011 

0.1 0.112 0.104 0.094 0.091 

0.05 0.058 0.058 0.047 0.048 

 
50 

0.01 0.009 0.006* 0.012 0.013 
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  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01    
  -  ตัวสถิติทดสอบ RML ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01 และ 0.05  
2) เกณฑของ Bradley  
  -  ตัวสถิติทดสอบ AD สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท  
ที่ 1 ไดครบทุกกรณี 
  -  ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท 
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01    
  -  ตัวสถิติทดสอบ KS ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ได ในกรณีที่ n = 20 ระดับนัยสําคัญ 0.01    
  -  ตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ไดครบทุกกรณี 

 
ซ่ึงจะแสดงผลการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 โดย

เกณฑทั้ง 2 เกณฑ ในภาพที่ 4-28 - 4-30 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4.28   แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
    AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 3=σ  
    ที่ 1α  = 0.1 
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ภาพที่ 4.29  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
   AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 3=σ  
   ที่ 1α  = 0.05 
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ภาพที่ 4.30  แสดงการเปรียบเทียบคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ของสถิติ  
   AD, K, KS, RML เม่ือ 0H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 3=σ  
   ที่ 1α  =0.01 
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4.2 การเปรียบเทียบอํานาจการทดสอบ 
ผลการวิจัยสําหรับตวัสถติิทดสอบที่ใชทดสอบการแจกแจงลอกนอรมัล 

การนําเสนอคาอํานาจการทดสอบจากการทดลองของสถิติทดสอบทั้ง 4 ตัว สําหรับตัว
สถิติทดสอบที่ใชทดสอบการแจกแจงลอกนอรมัล ไดแสดงเปนตารางที่ 4-12 – 4-16  
ตารางที่ 4-12  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  
     เม่ือ   1H :  ประชากรมีการแจกแจงไวบูลล   1=β  และ 0.5α =          

1α  n 20 30 40 50 
AD 0.385 0.504 0.613 - 

K - 0.351 0.444 0.527 

KS - 0.372 0.468 0.56 
0.1 

 
 RML 0.605 0.732 0.85 - 

AD 0.27 0.4 0.499 - 

K - 0.262 0.328 0.407 

KS - 0.263 0.345 0.421 

 
0.05 

 
 RML 0.398 0.618 0.757 - 

AD 0.141 - 0.303 - 

K - 0.112 0.162 0.188 

KS - 0.113 0.165 0.197 

 
0.01 

 
 RML 0.201 0.36 0.502 - 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-31- 4-33 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-31  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 0.5α =   ที่ 1α  = 0.1 
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ภาพที่ 4-32  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 0.5α =   ที่ 1α  = 0.05 
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ภาพที่ 4-33  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 0.5α =   ที่ 1α  = 0.01 

 
จากตารางที่ 4-12 และภาพที่ 4-30 – 4-33 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 

 1)  ในทุกระดับนัยสําคัญ กรณีที่ n = 20, n = 30, n = 40 พบวาคาอํานาจการทดสอบของ
ตัวสถิติทดสอบ RML มีคาสูงที่สุด รองลงมาคือตัวสถิติทดสอบ AD แตในกรณีที่ n= 50 พบวา
คาอํานาจการทดสอบของตัวสถิติทดสอบ KS มีคาสูงที่สุด รองลงมาคือตัวสถิติทดสอบ K 
 2)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 3)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ K มีคาต่ําสุดทุก ๆ กรณี 
 4)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 5)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบมี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-13  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  
     เม่ือ 1H :  ประชากรมีการแจกแจงไวบูลล   1=β และ 1=α          

1α  n 20 30 40 50 
AD 0.384 0.514 0.607 0.721 

K - - 0.446 0.539 

KS - 0.385 0.456 0.564 

 
0.1 

 
 RML 0.579 0.746 0.83 0.923 

AD 0.274 0.408 0.492 0.618 

K - - 0.324 - 

KS 0.183 - 0.329 0.454 

 
0.05 

 
 RML 0.398 - 0.735 0.864 

AD - 0.217 0.295 0.396 

K 0.08 - 0.149 0.224 

KS 0.068 - 0.148 0.235 

 
0.01 

 
 RML 0.21 0.383 0.517 0.653 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-34 - 4-36 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-34  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
    1H : ประชากรมกีารแจกแจงไวบลูล 1=β และ 1=α   ที่ 1α  = 0.1 
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ภาพที่ 4-35  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
    1H : ประชากรมกีารแจกแจงไวบลูล 1=β และ 1=α   ที่ 1α  =0.05 
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ภาพที่ 4-36  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 1=α   ที่ 1α  =  0.01 
 

จากตารางที่ 4-13 และภาพที่ 4-34 – 4-36 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ที่ระดับนัยสําคัญ 0.1 และ 0.01 ในทุก ๆ คา n พบวาคาอํานาจการทดสอบของตัวสถิติ
ทดสอบ RML มีคาสูงที่สุด  
 2)  ที่ระดับนัยสําคัญ 0.05 ในกรณีที่ n= 30 พบวาคาอํานาจการทดสอบของตัวสถิติ
ทดสอบ AD มีคาสูงที่สุด แตในกรณี n อ่ืน ๆ พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ 
RML มีคาสูงที่สุด  
 3)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 4)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ K มีคาต่ําสุดทุก ๆ กรณี 
 5)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 6)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบมี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-14  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ    
     เม่ือ 1H : ประชากรมีการแจกแจงไวบูลล   1=β และ 1.5=α          

 
   ซ่ึงจะแสดงผลการเปรียบเทียบคาอํานาจการทดสอบของของสถิต ิ AD, K, KS, RML ใน
ภาพที่ 4.37- 4.39 จําแนกตามระดับนัยสําคัญ 
 
 
 
 
 
 
 
 
 
 
 
 

1α  n 20 30 40 50 
AD 0.395 0.527 0.621 0.715 

K - 0.392 0.448 0.529 

KS - 0.395 0.477 0.561 

 
0.1 

 
 RML 0.622 0.751 0.862 0.909 

AD 0.292 0.405 0.5 0.626 

K - 0.275 0.33 0.402 

KS - 0.284 - 0.422 

 
0.05 

 
 RML 0.416 0.644 0.76 0.858 

AD 0.123 0.227 0.297 0.402 

K 0.069 0.117 - 0.224 

KS 0.073 - - 0.233 

 
0.01 

 
 RML 0.208 0.395 0.525 0.661 
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ภาพที่ 4-37  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
   1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 1.5=α   ที่ 1α  =0.1 
 

0

0.2

0.4

0.6

0.8

1

20 30 40 50

N

Po
we

r o
f th

e t
es

ts

AD K KS RML
 

ภาพที่ 4-38  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
   1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 1.5=α   ที่ 1α  = 0.05 
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ภาพที่ 4-39  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
   1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 1.5=α   ที่ 1α  = 0.01 
 

จากตารางที่ 4-14 และภาพที่ 4-37 – 4-39 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  กรณีที่วิเคราะหขอมูลทั้งหมด พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ RML มี
คาสูงที่สุด รองลงมาคือตัวสถิติทดสอบ AD 
 2)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 3)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ K มีคาต่ําสุดทุก ๆ กรณี 
 4)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพิ่มขึ้น ทุกระดับ
นัยสําคัญ  
 5)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบมี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-15  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  
     เม่ือ  1H : ประชากรมีการแจกแจงไวบูลล   1=β  และ 2=α         

1α  n 20 30 40 50 
AD 0.411 0.521 0.649 0.698 

K - 0.378 - 0.501 

KS 0.304 0.383 - 0.534 

 
0.1 

 
 RML 0.629 0.747 - 0.901 

AD 0.303 0.399 0.532 0.596 

K - - - 0.386 

KS 0.204 0.268 - 0.402 

 
0.05 

 
 RML 0.416 0.63 - 0.832 

AD 0.145 0.226 0.314 0.367 

K 0.08 - 0.169 0.2 

KS 0.089 - - 0.2 

 
0.01 

 
 RML 0.226 0.394 - - 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-40 - 4-42 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-40  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 2=α   ที่ 1α  = 0.1 
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ภาพที่ 4-41  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 2=α   ที่ 1α  = 0.05 
 



 79

0

0.2

0.4

0.6

0.8

1

20 30 40 50

N

Po
we

r o
f th

e t
es

ts

AD K KS RML
 

ภาพที่ 4-42  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 2=α   ที่ 1α  = 0.01 
 

จากตารางที่ 4-15 และภาพที่ 4-40 – 4-42 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ในระดับนัยสําคัญที่ 0.1และ0.05 กรณีที่ n = 20, n = 30, n = 50 พบวาคาอํานาจ  
การทดสอบของตัวสถิติทดสอบ RML มีคาสูงที่สุด รองลงมาคือตัวสถิติทดสอบ AD แตในกรณีที่ 
n = 40 พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ AD มีคาสูงที่สุด 
 2)  ในระดับนัยสําคัญที่ 0.01 กรณีที่ n = 20, n = 30พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ RML มีคาสูงที่สุด รองลงมาคือตัวสถิติทดสอบ AD แตในกรณีที่ n = 40  n = 50 
พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ AD มีคาสูงที่สุด 
 3)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ K มีคาต่ําสุดทุก ๆ กรณี 
 4)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 5)  เม่ือ n เพิ่มขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 6)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ     
มีโอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-16  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ   
     เม่ือ  1H :  ประชากรมีการแจกแจงไวบูลล   1=β และ 3=α         

1α  n 20 30 40 50 
AD 0.397 0.52 0.628 0.714 

K - - 0.461 0.523 

KS 0.261 0.398 0.487 0.543 

 
0.1 

 
 RML 0.607 0.749 0.86 0.92 

AD - 0.4 0.531 0.621 

K 0.17 - - 0.392 

KS 0.18 0.268 0.353 0.414 

 
0.05 

 
 RML - 0.633 0.764 0.856 

AD - 0.209 0.322 0.396 

K 0.062 0.11 - 0.206 

KS 0.073 0.113 - 0.211 

 
0.01 

 
 RML 0.208 0.383 0.553 0.625 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-43 - 4-45 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-43  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 3=α   ที่ 1α  = 0.1 
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ภาพที่ 4-44  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 3=α   ที่ 1α  = 0.05 
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ภาพที่ 4-45  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงไวบลูล 1=β และ 3=α   ที่ 1α  = 0.01 
 

จากตารางที่ 4-16 และภาพที่ 4-43 - 4-45 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ในระดับนัยสําคัญที่ 0.1 และ 0.01 ในทุกกรณี พบวาคาอํานาจการทดสอบของตัวสถิติ
ทดสอบ RML มีคาสูงที่สุด  
 2)  ในระดับนัยสําคัญที่ 0.05 กรณีที่ n = 30, n = 40, n = 50 พบวาคาอํานาจการทดสอบ
ของตัวสถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 20 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ KS มีคาสูงที่สุด 
 3)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ K มีคาต่ําสุดทุก ๆ กรณี 
 4)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 5)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 6)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้น   เม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบมี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ผลการวิจัยสําหรับตวัสถติิทดสอบที่ใชทดสอบการแจกแจงไวบูลล 
การนําเสนอคาอํานาจการทดสอบจากการทดลองของสถิติทดสอบทั้ง 4 ตัว สําหรับตัว

สถิติทดสอบที่ใชทดสอบการแจกแจงไวบูลลไดแสดงเปนตารางที่ 4-17 – 4-21  
ตารางที่ 4-17  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ    
     เม่ือ 1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 5.0=σ  

1α  n 20 30 40 50 
AD - 0.456 0.574 0.66 

K 0.247 0.321 0.443 0.521 

KS 0.24 0.301 0.431 0.5 

 
0.1 

 
 RML 0.595 0.743 0.833 0.916 

AD - 0.333 0.46 0.555 

K - 0.218 0.337 0.402 

KS 0.152 0.185 0.306 0.356 

 
0.05 

 
 RML 0.472 0.614 0.757 0.836 

AD 0.098 0.166 0.243 - 

K 0.061 0.088 0.162 0.227 

KS 0.049 0.075 - 0.169 

 
0.01 

 
 RML 0.235 0.34 0.502 0.653 

 
ซ่ึงจะแสดงผลการเปรียบเทียบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-46 – 4-48 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-46  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ ที่ 1α  = 0.1 
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ภาพที่ 4-47  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.0=σ ที่ 1α  =  0.01 
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ภาพที่ 4-48  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
    1H : ประชากรมกีารแจกแจงลอกนอรมัล 1=µ และ 5.0=σ ที ่ 1α  = 0.01 
 

จากตารางที่ 4-17 และภาพที่ 4-46 – 4-48 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ในทุกระดับนัยสําคัญ และในทุกกรณี พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ 
RML มีคาสูงที่สุด  
 2)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 3)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ KS มีคาต่ําสุดทุก ๆ กรณี 
 4)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 5)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบมี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-18  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ    
     เม่ือ   1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 1=σ  

1α  n 20 30 40 50 
AD - 0.458 0.576 0.695 

K 0.214 0.335 0.431 0.521 

KS 0.207 0.326 0.41 0.488 

 
0.1 

 
 RML 0.565 0.741 0.848 0.925 

AD - - 0.46 0.577 

K 0.132 0.244 - 0.401 

KS 0.119 0.213 0.365 0.344 

 
0.05 

 
 RML 0.442 0.625 0.743 - 

AD 0.085 0.165 - 0.349 

K - 0.092 - - 

KS 0.027 0.078 0.115 0.163 

 
0.01 

 
 RML - 0.347 0.496 - 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-49 – 4-51 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-49  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 1=σ ที่ 1α  =  0.1 
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ภาพที่ 4-50  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 1=σ ที่ 1α  = 0.05 
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ภาพที่ 4-51  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 1=σ ที่ 1α  = 0.01 
 

จากตารางที่ 4-18 และภาพที่ 4-49 – 4-51 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ในระดับนัยสําคัญที่ 0.1 ในทุกกรณี พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ 
RML มีคาสูงที่สุด  
 2)  ในระดับนัยสําคัญที่ 0.05 กรณีที่ n = 20, n = 30, n = 40 พบวาคาอํานาจการทดสอบ
ของตัวสถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 50 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ AD มีคาสูงที่สุด 
 3)  ในระดับนัยสําคัญที่ 0.01 กรณีที่ n = 30, n = 40 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 20  n = 50 พบวาคาอํานาจการทดสอบของ
ตัวสถิติทดสอบ AD มีคาสูงที่สุด 
 4)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ KS มีคาต่ําสุดทุก ๆ กรณี 
 5)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 6)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 7)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ มี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-19  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ    
     เม่ือ   1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 5.1=σ  

1α  n 20 30 40 50 
AD 0.334 0.452 0.625 0.69 

K 0.234 0.329 0.487 0.521 

KS 0.232 0.309 0.446 0.479 

 
0.1 

 
 RML 0.593 0.737 0.879 0.92 

AD 0.241 0.343 - 0.562 

K 0.157 0.233 0.341 0.395 

KS - 0.205 0.308 0.35 

 
0.05 

 
 RML - 0.609 0.774 0.839 

AD - 0.167 0.271 0.347 

K 0.068 0.098 0.17 0.217 

KS - 0.083 0.122 0.17 

 
0.01 

 
 RML - 0.344 0.553 - 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-52 – 4-54 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-52  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.1=σ ที่ 1α  = 0.1 
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ภาพที่ 4-53  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
    1H : ประชากรมกีารแจกแจงลอกนอรมัล 1=µ และ 5.1=σ ที่ 1α  = 0.05 
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ภาพที่ 4-54  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 5.1=σ ที่ 1α  = 0.01 

 
จากตารางที่ 4-19 และภาพที่ 4-52 – 4-54 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 

 1)  ในระดับนัยสําคัญที่ 0.1 ในทุกกรณี พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ 
RML มีคาสูงที่สุด  
 2)  ในระดับนัยสําคัญที่ 0.05 กรณีที่ n = 30, n = 40, n = 50 พบวาคาอํานาจการทดสอบ
ของตัวสถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 20 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ AD มีคาสูงที่สุด 
 3)  ในระดับนัยสําคัญที่ 0.01 กรณีที่ n = 30, n = 40 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ RML มีคาสูงที่สุด ในกรณีที่ n = 50 พบวาคาอํานาจการทดสอบของตัวสถิติ
ทดสอบ AD มีคาสูงที่สุด และในกรณีที่ n = 20 พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ 
K มีคาสูงที่สุด 
 4)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ KS มีคาต่ําสุดทุก ๆ กรณี 
 5)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 6)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้นทุกระดับนัยสําคัญ  
 7)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ มี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-20  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ  
     เม่ือ 1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 2=σ  

1α  n 20 30 40 50 
AD 0.314 0.483 0.583 0.686 

K 0.218 0.331 - 0.532 

KS 0.2 0.343 0.419 0.514 

 
0.1 

 
 RML 0.574 0.758 0.848 - 

AD 0.209 - 0.474 - 

K 0.129 0.257 - 0.415 

KS 0.122 0.228 0.292 0.378 

 
0.05 

 
 RML 0.429 0.653 0.754 - 

AD 0.086 - 0.269 0.359 

K 0.052 - 0.155 0.237 

KS 0.043 0.089 0.144 0.193 

 
0.01 

 
 RML 0.201 0.377 0.522 0.667 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-55 – 4-57 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-55  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
    1H : ประชากรมกีารแจกแจงลอกนอรมัล 1=µ และ 2=σ ที่ 1α  = 0.1 
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ภาพที่ 4-56  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 2=σ ที่ 1α  = 0.05 
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ภาพที่ 4-57  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 2=σ ที่ 1α  = 0.01 
 

จากตารางที่ 4-20 และภาพที่ 4-55 – 4-57 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ในระดับนัยสําคัญที่ 0.1 กรณีที่ n = 20, n = 30, n = 40 พบวาคาอํานาจการทดสอบ
ของตัวสถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 50 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ AD มีคาสูงที่สุด 
 2)  ในระดับนัยสําคัญที่ 0.1 กรณีที่ n = 20, n = 30, n = 40 พบวาคาอํานาจการทดสอบ
ของตัวสถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 50 พบวาคาอํานาจการทดสอบของตัว
สถิติทดสอบ K มีคาสูงที่สุด 
 3)  ในระดับนัยสําคัญที่ 0.01 ทุกกรณี พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ 
RML มีคาสูงที่สุด  
 4)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ KS มีคาต่ําสุดทุก ๆ กรณี 
 5)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 6)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 7)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ มี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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ตารางที่ 4-21  แสดงคาอํานาจการทดสอบของสถิติ AD, K, KS, RML กระทําซ้ํา 1000 รอบ    
     เม่ือ 1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ  และ 3=σ  

1α  n 20 30 40 50 
AD 0.321 - 0.666 0.749 

K 0.236 0.345 0.525 0.665 

KS 0.223 0.329 0.525 0.61 

 
0.1 

 
 RML 0.554 0.73 0.881 0.932 

AD 0.205 - - 0.686 

K 0.143 0.244 0.423 0.588 

KS 0.141 0.213 0.423 0.585 

 
0.05 

 
 RML - 0.631 0.779 0.856 

AD 0.088 0.177 0.469 0.562 

K - 0.106 0.265 - 

KS - 0.084 0.265 0.478 

 
0.01 

 
 RML - 0.358 0.604 0.725 

 
ซ่ึงจะแสดงผลการเปรียบเทยีบคาอํานาจการทดสอบของของสถิติ AD, K, KS, RML ใน

ภาพที่ 4-58 – 4-60 จําแนกตามระดับนัยสําคัญ 
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ภาพที่ 4-58  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ          
  1H : ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 3=σ ที่ 1α  = 0.1 
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ภาพที่ 4-59  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
    1H : ประชากรมกีารแจกแจงลอกนอรมัล 1=µ และ 3=σ ที่ 1α  = 0.05 
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ภาพที่ 4-60  แสดงการเปรียบเทียบคาอํานาจการทดสอบของสถิต ิAD, K, KS, RML เม่ือ           
     1H :  ประชากรมีการแจกแจงลอกนอรมัล 1=µ และ 3=σ ที่ 1α  = 0.01 
 

จากตารางที่ 4-21 และภาพที่ 4-58 – 4-60 เราสามารถสรุปผลการวิเคราะหไดดังน้ี 
 1)  ในระดับนัยสําคัญที่ 0.1 ทุกกรณี พบวาคาอํานาจการทดสอบของตัวสถิติทดสอบ RML 
มีคาสูงที่สุด  
 2)  ในระดับนัยสําคัญที่ 0.05 และ 0.01 กรณีที่ n = 30, n = 40, n = 50 พบวาคาอํานาจ          
การทดสอบของตัวสถิติทดสอบ RML มีคาสูงที่สุด แตในกรณีที่ n = 20 พบวาคาอํานาจ         
การทดสอบของตัวสถิติทดสอบ AD มีคาสูงที่สุด 
 3)  ในทุกระดับนัยสําคัญตัวสถิติทดสอบ KS มีคาต่ําสุดทุก ๆ กรณี 
 4)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 5)  เม่ือ n เพ่ิมขึ้นคาอํานาจการทดสอบของตัวสถิติทดสอบทุกตัวจะเพ่ิมขึ้น ทุกระดับ
นัยสําคัญ  
 6)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้นเม่ือเพ่ิมคาระดับนัยสําคัญในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ มี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
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สรุปผลการเปรียบเทียบอํานาจการทดสอบของตัวสถิติที่ใชทดสอบการแจกแจงแบบลอก
นอรมัล และตัวสถิติที่ใชทดสอบการแจกแจงแบบไวบูลล 

ผลการทดสอบโดยใชตัวสถิติทั้ง 4 ตัว คือ AD, K, KS และ RML ทั้งที่ใชทดสอบการแจก
แจงแบบลอกนอรมัล และการแจกแจงแบบไวบูลล เม่ือขนาดตัวอยางเทากับ 20, 30, 40 และ 50 
ณ ระดับนัยสําคัญ 0.1, 0.05 และ 0.01 เปนดังน้ี 
 1)  กรณีที่วิเคราะหขอมูลทั้งหมด พบวาทุก ๆ กรณีที่สามารถควบคุมความคลาดเคลื่อน
ประเภทที่ 1 ไดคาอํานาจการทดสอบของตัวสถิติทดสอบ RML มีคาสูงที่สุด รองลงมาคือตัว
สถิติทดสอบ AD ทุกระดับนัยสําคัญ 
 2)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
 3)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K มีคาต่ําสุด สําหรับตัวสถิติทดสอบที่ใช 
การแจกแจงแบบลอกนอรมัล  
 4)  คาอํานาจการทดสอบของตัวสถิติทดสอบ KS มีคาต่ําสุด สําหรับตัวสถิติทดสอบที่ใช
การแจกแจงแบบไวบูลล 
 5)  คาอํานาจการทดสอบของตัวสถิติทดสอบ AD, K, KS และ RML จะสูงขึ้น เม่ือขนาด
ตัวอยางเพิ่มขึ้น ทุกระดับนัยสําคัญ  
 6)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้น เม่ือระดับนัยสําคัญเพ่ิมขึ้น ในทุก
กรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ มี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น 



บทที่ 5 
สรุปผลการวิจัย  

  

ในการวิจัยครั้งน้ีเปนการวิจัยเชิงทดลองเพื่อทําการทดสอบภาวะสารูปดี (Goodness of Fit 
Test  : GOF) สําหรับการจําแนกการแจกแบบลอกนอรมัล (Log-normal Distribution)  และ       
การแจกแจงแบบไวบูลล  (Weibull Distribution) ซ่ึงสถิติทดสอบที่ใชในการวิจัย ไดแก Anderson 
Darling (AD) Test Statistic, Kolmogorov –Smirnov (KS) Test Statistic, Kuiper (K) Test Statistic 
และ Ratio of Maximum Likelihoods (RML)Test Statistic โดยสถานการณตางๆ ที่กําหนดขึ้นดังน้ี 
 1.  กําหนดลักษณะของขอมูล มีการแจกแจง 2 การแจกแจง ดังน้ี 
     1.1  การแจกแจงแบบลอกนอรมัล (Log-normal Distribution) ที่พารามิเตอร ดังน้ี  

1=µ   และ 0.5σ =  
1=µ   และ 1σ =  
1=µ   และ 1.5σ =  
1=µ   และ 2σ =  
1=µ   และ 3=σ  

     1.2  การแจกแจงแบบไวบลูล (Weibull Distribution)ที่พารามิเตอร ดังน้ี  
1β =   และ 0.5α =  
1β =   และ 1α =  
1β =   และ 1.5α =  
1β =   และ 2α =  
1β =   และ 3α =  

 2.   กําหนดระดับนัยสําคัญ ( 1α ) 3 ระดับ ไดแก 0.01, 0.05, 0.10 
 3.   ขนาดตัวอยางที่ใชในการศึกษา ไดแก 20, 30, 40, 50 
การวิจัยครั้งนี้ไดจําลองขอมูลใหมีสถานการณตามที่กําหนดขางตน โดยใชโปรแกรมR และทํา     
การจําลองขอมูลซํ้าๆ กัน 1,000 ครั้ง ในแตละสถานการณ 
 
5.1  สรุปผลการวิจัย 

การสรุปผลวา ตัวสถิติทดสอบใดมีความเหมาะสม สําหรับการจําแนกการแจกแบบลอกนอรมัล 
และการแจกแจงแบบไวบูลล พิจารณาความสามารถในการควบคุมความนาจะเปนของ       
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ความคลาดเคลื่อนประเภทที่ 1 จากการทดลองเปนอันดับแรก แลวจึงพิจารณาอํานาจการทดสอบ
ของตัวสถิตทิดสอบเปนอันดับตอไป ซ่ึงผลสรุปทั้ง 2 ขั้นตอนเปนดังน้ี 
 5.1.1 ผลการเปรียบเทียบความสามารถในการควบคุมความนาจะเปนของความคลาดเคลื่อนประเภท
ที่ 1 ของตัวสถิติทดสอบ 4 ตัว ณ ระดับนัยสําคัญ 0.1, 0.05 และ 0.01 เปนดังน้ี 
1) เกณฑของ Cochan  

ตัวสถิติทดสอบ K ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 มาก
ที่สุด คือ 34 สถานการณ จากสถานการณทั้งหมดในการวิจัยครั้งนี้ 120 สถานการณ หรือคิดเปน 
28.33% ของการทดลองทั้งหมด และตัวสถิติทดสอบ RML สามารถควบคุมความนาจะเปนของ 
ความคลาดเคลื่อนประเภทที่ 1 ไดดีที่สุด    มีเพียง 19  สถานการณ จากสถานการณทั้งหมดในการวิจัย
ครั้งน้ี 120 สถานการณ ที่ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ได หรือคิด
เปน 16 % ของการทดลองทั้งหมด 
2) เกณฑของ Bladley  

ตัวสถิติทดสอบ AD ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 มาก
ที่สุด คือ 7 สถานการณ จากสถานการณทั้งหมดในการวิจัยครั้งนี้ 120 สถานการณ หรือ คิดเปน 
5.83% ของการทดลองทั้งหมด และตัวสถิติทดสอบ KS สามารถควบคุมความนาจะเปนของ    
ความคลาดเคลื่อนประเภทที่ 1 ไดดีที่สุด   มีเพียง 4 สถานการณ จากสถานการณทั้งหมดในการวิจัยครั้งนี้ 
120 สถานการณ ที่ไมสามารถควบคุมความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 ได หรือ คิดเปน 
3.33% ของการทดลองทั้งหมด 
 5.1.2 ผลการเปรียบเทียบอํานาจการทดสอบของตัวสถิติทดสอบ 4 ตัว สําหรับการจาํแนกการแจก
แบบลอกนอรมัล และการแจกแจงแบบไวบูลล ณ ระดับนัยสําคัญ 0.1, 0.05 และ 0.01 เปนดังน้ี 

ผลการทดสอบโดยใชตัวสถิติทั้ง 4 ตัว คือ AD, K, KS และ RML ทั้งที่ใชทดสอบการแจกแจง
แบบลอกนอรมัล และการแจกแจงแบบไวบูลล เม่ือขนาดตัวอยางเทากับ 20, 30, 40 และ 50 ณ 
ระดับนัยสําคัญ 0.1, 0.05 และ 0.01 เปนดังน้ี 
  1) กรณีที่วิเคราะหขอมูลทั้งหมด พบวาทุก ๆ กรณีที่สามารถควบคุมความคลาดเคลื่อน
ประเภทที่ 1 ไดคาอํานาจการทดสอบของตัวสถิติทดสอบ RML มีคาสูงที่สุด รองลงมาคือตัวสถิติ
ทดสอบ AD ทุกระดับนัยสําคัญ 

 2)  คาอํานาจการทดสอบของตัวสถิติทดสอบ K และ KS มีคาใกลเคียงกัน  
  3) คาอํานาจการทดสอบของตัวสถิติทดสอบ K มีคาต่ําสุด สําหรับตัวสถิติทดสอบที่ใช

การแจกแจงแบบลอกนอรมัล  
 4)  คาอํานาจการทดสอบของตัวสถิติทดสอบ KS มีคาต่ําสุด สําหรับตัวสถิติทดสอบทีใ่ช

การแจกแจงแบบไวบูลล 
  5)  คาอํานาจการทดสอบของตัวสถิติทดสอบ AD, K, KS และ RML จะสูงขึ้น เม่ือขนาด
ตัวอยางเพิ่มขึ้น ทุกระดับนัยสําคัญ  
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  6)  อํานาจการทดสอบของตัวสถิติทดสอบทุกตัวสูงขึ้น เม่ือระดับนัยสําคัญเพ่ิมขึ้น ใน   
ทุกกรณี ซ่ึงเปนผลจากการที่เรากําหนดขอบเขตสมมุติฐานกวางขึ้น มีผลทําใหตัวสถิติทดสอบ มี
โอกาสที่จะปฏิเสธสมมุติฐาน 0H  ไดมากขึ้น  
 
5.2 ปญหาทีเ่กิดข้ึนในการวิจัย 

เน่ืองจากโปรแกรมที่ใชเปนโปรแกรมที่เปนที่นิยมในสากล แตผูวิจัยไมมีความชํานาญในการเขียน
โปรแกรมจึงตองใชเวลาศึกษาและสรางโปรแกรมเปนเวลานาน  
 
5.3 ขอเสนอแนะ 
 5.3.1  ดานการเลือกตัวสถิติทดสอบ 

จากการวิจัยครั้งนี้ จะพิจารณาตัวสถิติที่สามารถควบคุม ความนาจะเปนของความคลาดเคลื่อน
ประเภทที่ 1  ไดมากที่สุด และมีอํานาจการทดสอบสูงสุด ดังนั้นควรเลือก สถิติทดสอบ Ratio of 
Maximum  Likelihoods (RML) สําหรับการจําแนกการแจกแบบลอกนอรมัล และการแจกแจงแบบ
ไวบูลล  
 5.3.2  ดานการวิจัย 
  5.3.2.1  ควรศึกษาวิจัยตัวสถิติอ่ืน ๆ  ที่ใชสําหรับการจําแนกการแจกแบบลอกนอรมัล และ
การแจกแจงแบบไวบูลล เชน Tiku Test, Watson Test, Cramer von Mises Test ,Shapiro-Wilk Test หรือ 
Srinivasan Test เพ่ือนํามาเปรียบทียบกับตัวสถิติทดสอบที่ผูวิจัยไดศึกษาไว 
 5.3.2.2  ควรศึกษาสถิติทดสอบ สําหรับจําแนกการแจกแจงอื่นที่มีความใกลเคียง เชน     
การแจกแจงนอรมัล (Normal Distribution) และ การแจกแจงลอกนอรมัล (Lognormal Distribution) เพ่ือ
วิเคราะหขอมูล เม่ือตัวอยางที่สุมมาจากประชากรทราบวามีการแจกแจงอยางใดอยางหนึ่ง 
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>  rlnorm 
function (n, meanlog = 0, sdlog = 1)  
.Internal(rlnorm(n, meanlog, sdlog)) 
<environment: namespace:stats> 
> rweibull(20,0.5,1) 
[1] 5.1755583635 0.0366120499 0.2183311546 0.0772656155 0.0001667598 
[6] 0.0654551852 0.0045679611 0.0071867150 0.0378979935 0.0225855857 
[11] 0.5057724261 0.3996091438 0.8400628308 1.5302615961 0.1395647976 
[16] 0.0159737345 8.1828089643 0.2581195054 2.9580998477 1.5356178105 

ในการจําลองชุดตัวอยางขึ้นมาโดยที่ประชากรมีการแจกแจงตามที่กําหนดไวโดยอาศัย
เทคนิคโปรแกรม R รายละเอียดในการสรางการแจกแจงแบบตาง ๆ เปนดังน้ี 
การผลิตเลขสุมที่มีการแจกแจงแบบไวบูลล 

การแจกแจงแบบไวบูลลมีฟงกชันความหนาแนนอยูในรูปของ 

( )
1

x xg x: , exp
α− α⎡ ⎤⎛ ⎞ ⎛ ⎞α

β α = −⎢ ⎥⎜ ⎟ ⎜ ⎟β β β⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
        , x 0,  0,  0> β > α >  

เม่ือ    β  เปน scale parameter 
α  เปน shape parameter   

การสรางตัวแปรสุมใหมีการแจกแจงไวบูลล โดยใชโปรแกรม R  ซ่ึงคําสั่งในการสราง ตัวแปร
ใหมีการแจกแจงไวบูลล จํานวน n ตัว   ที่พารามิเตอร β = bและ α  =c คือ rweibull (n, c ,b)      
ดังตัวอยางตอไปน้ี 

 
 

 
 
 
 
 
 
 
 

การผลิตเลขสุมที่มีการแจกแจงแบบลอกนอรมัล 
การแจกแจงแบบลอกนอรมัลมีฟงกชันความหนาแนนอยูในรูปของ  

( ) ( )[ ]22

2
2σµlnxexp

2ππx
1σµ,x;f −−= , 0,0 >> σx  

เม่ือ   σ  เปน scale parameter 
        µ  เปน shape parameter   
การสรางตัวแปรสุมใหมีการแจกแจงลอกนอรมัล โดยใชโปรแกรม R ซ่ึงคําสั่งในการสราง 

ตัวแปรใหมีการแจกแจงไวบูลลจํานวน n ตัว ที่พารามิเตอร σ =b และ µ=c คือ rlnorm(n, c, b) 
ดังตัวอยางตอไปน้ี 
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> rweibull 
function (n, shape, scale = 1)  
.Internal(rweibull(n, shape, scale)) 
<environment: namespace:stats> 
> rlnorm(20,1,0.5) 
 [1] 1.4042463 2.2420105 3.1535787 3.6548522 4.8233718 1.9393909 5.2188760 
 [8] 8.0466736 2.5247879 2.7275269 3.5761696 1.2750229 1.0618689 1.8664705 
[15] 0.9356022 1.1947580 4.6557036 2.8146571 3.9825933 8.5046730 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

ภาคผนวก ข. 
โปรแกรมในการหาคาความนาจะเปนของความคลาดเคลื่อนประเภทที่ 1 
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Type I  error 
Lognormal distribution 

library(MASS) 
library(SuppDists) 
library(statmod) 
 
adtest.lnorm <- function(x) { 
 x <- sort(x) (เรียงขอมูล) 
 n <- length(x) (ให n คือจํานวนขอมูล X 
 result.fitdist <- fitdistr(x, densfun = dlnorm, start=list(meanlog=1, sdlog=1)) 
 z <- plnorm(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 z.log <- log(z) 
 y <- (2*(1:n) - 1)/n 
 w <- log(1-z[n+1-(1:n)]) 
 a <- y * (z.log + w) 
 ad.star <- -sum(a)-n 
 ad.star <- ad.star*(1+(0.75/n)+(2.25/(n^2))) 
 result <- NULL 
 result[1] <- ad.star 
 
 if(ad.star<0.631) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<0.752) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
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 } else if(ad.star>=1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
kuiper.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dlnorm, start=list(meanlog=1, sdlog=1)) 
 z <- plnorm(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 D.plus_n_raw = double(n) 
 for(i in 1:n) { 
 D.plus_n_raw[i]   <-  (i/n - z[i] ) 
        } 
         D.plus_n <- max(D.plus_n_raw) 
 D.minus_n_raw = double(n) 
 for(i in 1:n) { 
 D.minus_n_raw[i] <- (z[i] - (i-1)/n) 
 } 
 D.minus_n <- max(D.minus_n_raw) 
 k <- D.plus_n + D.minus_n 
 result <- NULL 
 result[1] <- (sqrt(n)+0.05+(0.82/sqrt(n))) * k 
 
 if(result[1]<1.386) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 

} else if(result[1]<1.489) { 
  result[2] = 1 
  result[3] = 0 
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  result[4] = 0 
 } else if(result[1]<1.693) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.693) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
ks.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dlnorm, start=list(meanlog=1, sdlog=1)) 
 result <- NULL 

result[1] <- ks.test(x, "plnorm", result.fitdist$estimate[1], 
result.fitdist$estimate[2])$statistic 

 result[1] <- result[1]*(sqrt(n)-0.1+(0.85/sqrt(n))) 
 
 if(result[1]<0.819) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<0.895) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
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 } else if(result[1]>=1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
rml.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dweibull, start=list(shape=2, scale=1)) 
 b <- result.fitdist$estimate[2] 
 c <- result.fitdist$estimate[1] 
 fw <- c*((x/b)^(c-1))*(1/b) * exp(-((x/b)^c)) 
 d <- cumprod(x*fw)[n] 
 e <- d^(1/n) 
 x.ln <- log(x) 
 mu.hat <- sum(x.ln)/n 
 sigma.hat <- sum((x.ln-mu.hat)^2)/n 
 result <- NULL 
 result[1] <- (2 * pi * exp(1) * sigma.hat)^(0.5) * e 
  
 if(result[1]<1.03*) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.082*) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.144*) { 
  result[2] = 1 
  result[3] = 1 
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  result[4] = 0 
 } else if(result[1]>=1.144*) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
*เปลี่ยนตามคา n ตาม ตารางที่ 2-8   

ตารางที่ 2-8  คา ( )
1
n

c
RML สําหรับ 0H :การแจกแจงลอกนอรมัล  

         และ 1H :การแจกแจงไวบลูล 

n α  = 0.10 α  = 0.05 α  = 0.01 
20 1.038 1.082 1.144 
30 1.020 1.044 1.095 
40 1.007 1.028 1.070 
50 0.998 1.014 1.054 

 
run_ae20 <- function(nlnorm, mu, sigma, n = 1000) { 
 result.adtest <<- array(0, c(n,4))  
 result.kuiper <<- array(0, c(n,4))  
 result.ks   <<- array(0, c(n,4))  
 result.rml   <<- array(0, c(n,4))  
for(i in 1:n) { 
 x <- rlnorm(nlnorm, mu, sigma) 
 temp <- adtest.lnorm(x) 
 result.adtest[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
  
 temp <- kuiper.lnorm(x) 
 result.kuiper[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 
 temp <- ks.lnorm(x) 
 result.ks[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
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 temp <- rml.lnorm(x) 
 result.rml[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
} 
 adtest  <<- c(sum(result.adtest[,2])/n, sum(result.adtest[,3])/n, 
sum(result.adtest[,4])/n)  
 kuiper  <<- c(sum(result.kuiper[,2])/n, sum(result.kuiper[,3])/n, 
sum(result.kuiper[,4])/n)  
 ks  <<- c(sum(result.ks[,2])/n, sum(result.ks[,3])/n, sum(result.ks[,4])/n)  
 rml  <<- c(sum(result.rml[,2])/n, sum(result.rml[,3])/n, sum(result.rml[,4])/n) 
} 
 

Type I  error 
Weibull distribution 

 library(MASS) 
library(SuppDists) 
library(statmod) 
 
adtest.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=2, scale=1)) 
 z <- pweibull(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 z.log <- log(z) 
 y <- (2*(1:n) - 1)/n 
 w <- log(1-z[n+1-(1:n)]) 
 a <- y * (z.log + w) 
 ad.star <- -sum(a)-n 
 ad.star <- ad.star*(1+(0.2/sqrt(n))) 
 result <- NULL 
 result[1] <- ad.star 
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 if(ad.star<0.637) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<0.757) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<1.038) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(ad.star>=1.038) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
kuiper.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=2, scale=1)) 
 z <- pweibull(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 D.plus_n_raw = double(n) 
 for(i in 1:n) { 
 D.plus_n_raw[i]  <-  (i/n - z[i] ) 
        } 
          D.plus_n <- max(D.plus_n_raw) 
 D.minus_n_raw = double(n) 
 for(i in 1:n) { 
 D.minus_n_raw[i] <- (z[i] - (i-1)/n) 
 } 
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 D.minus_n <- max(D.minus_n_raw) 
 k <- D.plus_n + D.minus_n 
 result <- NULL 
 result[1] <- (sqrt(n)) * k 
 if(result[1]<1.372) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.477) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.671) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.671) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
ks.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=2, scale=1)) 
 result <- NULL 

result <- ks.test(x, "pweibull", result.fitdist$estimate[1], 
result.fitdist$estimate[2])$statistic 

 result[1] <- result*(sqrt(n)) 
 
 if(result[1]<0.803) { 
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  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<0.874) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.007) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.007) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
rml.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=2, scale=1)) 
 b <- result.fitdist$estimate[2] 
 c <- result.fitdist$estimate[1] 
 fw <- c*((x/b)^(c-1))*(1/b) * exp(-((x/b)^c)) 
 d <- cumprod(x*fw)[n] 
 e <- d^(1/n) 
 x.ln <- log(x) 
 mu.hat <- sum(x.ln)/n 
 sigma.hat <- sum((x.ln-mu.hat)^2)/n 
 result <- NULL 
 result[1] <- 1/((2 * pi * exp(1) * sigma.hat)^(0.5) * e) 
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 if(result[1]<1.041*) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.067*) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.120*) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.120*) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
*เปลี่ยนตามคา n ตาม ตารางที่ 2-9   

ตารางที่ 2-9 คา ( )
1
n

c
RML    สําหรับ  0H :  การแจกแจงไวบูลล 

                      และ  1H : การแจกแจงลอกนอรมัล    

n α  = 0.10 α  = 0.05 α  = 0.01 
20 1.041 1.067 1.120 
30 1.019 1.041 1.088 
40 1.005 1.026 1.063 
50 0.995 1.016 1.045 

 
run_weibull20 <- function(nweibull, shape, scale, n = 1000) { 
 result.adtest <<- array(0, c(n,4))  
 result.kuiper <<- array(0, c(n,4))  
 result.ks       <<- array(0, c(n,4))  
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 result.rml      <<- array(0, c(n,4))  
for(i in 1:n) { 
 x <- rweibull(nweibull, shape, scale) 
 temp <- adtest.weibull(x) 
 result.adtest[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
  
 temp <- kuiper.weibull(x) 
 result.kuiper[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- ks.weibull(x) 
 result.ks[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- rml.weibull(x) 
 result.rml[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
} 
 adtest  <<- c(sum(result.adtest[,2])/n, sum(result.adtest[,3])/n, 
sum(result.adtest[,4])/n)  
 kuiper  <<- c(sum(result.kuiper[,2])/n, sum(result.kuiper[,3])/n, 
sum(result.kuiper[,4])/n)  
 ks <<- c(sum(result.ks[,2])/n, sum(result.ks[,3])/n, sum(result.ks[,4])/n)  
 rml <<- c(sum(result.rml[,2])/n, sum(result.rml[,3])/n, sum(result.rml[,4])/n) 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 

ภาคผนวก ค. 
โปรแกรมในการหาคาอํานาจการทดสอบ 
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Power of the test 
Lognormal distribution 

library(MASS) 
library(SuppDists) 
library(statmod) 
adtest.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dlnorm, start=list(meanlog=1.5, sdlog=0.5)) 
 z <- plnorm(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 z.log <- log(z) 
 y <- (2*(1:n) - 1)/n 
 w <- log(1-z[n+1-(1:n)]) 
 a <- y * (z.log + w) 
 ad.star <- -sum(a)-n 
 ad.star <- ad.star*(1+(0.75/n)+(2.25/(n^2))) 
 result <- NULL 
 result[1] <- ad.star 
 
 if(ad.star<0.631) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<0.752) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
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 } else if(ad.star>=1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
kuiper.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dlnorm, start=list(meanlog=1, sdlog=1)) 
 z <- plnorm(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 D.plus_n_raw = double(n) 
 for(i in 1:n) { 
 D.plus_n_raw[i]  <-  (i/n - z[i] ) 
        } 
          D.plus_n <- max(D.plus_n_raw) 
 D.minus_n_raw = double(n) 
 for(i in 1:n) { 
 D.minus_n_raw[i] <- (z[i] - (i-1)/n) 
 } 
 D.minus_n <- max(D.minus_n_raw) 
 k <- D.plus_n + D.minus_n 
 result <- NULL 
 result[1] <- (sqrt(n)+0.05+(0.82/sqrt(n))) * k 
  
 if(result[1]<1.386) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.489) { 
  result[2] = 1 
  result[3] = 0 
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  result[4] = 0 
 } else if(result[1]<1.693) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.693) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
ks.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dlnorm, start=list(meanlog=1, sdlog=1)) 
 result <- NULL 

result[1] <- ks.test(x, "plnorm", result.fitdist$estimate[1], 
result.fitdist$estimate[2])$statistic 

 result[1] <- result[1]*(sqrt(n)-0.1+(0.85/sqrt(n))) 
 
 if(result[1]<0.819) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<0.895) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
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} else if(result[1]>=1.035) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
rml.lnorm <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun = dweibull, start=list(shape=2, scale=1)) 
 b <- result.fitdist$estimate[2] 
 c <- result.fitdist$estimate[1] 
 fw <- c*((x/b)^(c-1))*(1/b) * exp(-((x/b)^c)) 
 d <- cumprod(x*fw)[n] 
 e <- d^(1/n) 
 x.ln <- log(x) 
 mu.hat <- sum(x.ln)/n 
 sigma.hat <- sum((x.ln-mu.hat)^2)/n 
 result <- NULL 
 result[1] <- (2 * pi * exp(1) * sigma.hat)^(0.5) * e 
  
 if(result[1]<1.038*) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.082*) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.144*) { 
  result[2] = 1 
  result[3] = 1 
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  result[4] = 0 
 } else if(result[1]>=1.144*) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
*เปลี่ยนตามคา n ตาม ตารางที่ 2-8   

ตารางที่ 2-8  คา ( )
1
n

c
RML สําหรับ 0H :การแจกแจงลอกนอรมัล  

         และ 1H :การแจกแจงไวบลูล 

n α  = 0.10 α  = 0.05 α  = 0.01 
20 1.038 1.082 1.144 
30 1.020 1.044 1.095 
40 1.007 1.028 1.070 
50 0.998 1.014 1.054 

 
run_powerl20 <- function(nweibull, shape, scale, n = 1000) { 
 result.adtest  <<- array(0, c(n,4))  
 result.kuiper  <<- array(0, c(n,4))  
 result.ks <<- array(0, c(n,4))  
 result.rml <<- array(0, c(n,4))  
for(i in 1:n) { 
 x <- rweibull(nweibull, shape, scale) 
 temp <- adtest.lnorm(x) 
 result.adtest[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- kuiper.lnorm(x) 
 result.kuiper[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- ks.lnorm(x) 
 result.ks[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- rml.lnorm(x) 
 result.rml[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
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} 
 
 adtest  <<- c(sum(result.adtest[,2])/n, sum(result.adtest[,3])/n, 
sum(result.adtest[,4])/n)  
 kuiper  <<- c(sum(result.kuiper[,2])/n, sum(result.kuiper[,3])/n, 
sum(result.kuiper[,4])/n)  
 ks <<- c(sum(result.ks[,2])/n, sum(result.ks[,3])/n, sum(result.ks[,4])/n)  
 rml <<- c(sum(result.rml[,2])/n, sum(result.rml[,3])/n, sum(result.rml[,4])/n) 
} 

 
 

Power of the test 
Weibull distribution 

 
library(MASS) 
library(SuppDists) 
library(statmod) 
adtest.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=1, scale=1)) 
 z <- pweibull(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 z.log <- log(z) 
 y <- (2*(1:n) - 1)/n 
 w <- log(1-z[n+1-(1:n)]) 
 a <- y * (z.log + w) 
 ad.star <- -sum(a)-n 
 ad.star <- ad.star*(1+(0.2/sqrt(n))) 
 result <- NULL 
 result[1] <- ad.star 
 if(ad.star<0.637) { 
  result[2] = 0 
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  result[3] = 0 
  result[4] = 0 
  

} else if(ad.star<0.757) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(ad.star<1.038) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(ad.star>=1.038) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
kuiper.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=1, scale=1)) 
 z <- pweibull(x, result.fitdist$estimate[1], result.fitdist$estimate[2]) 
 D.plus_n_raw = double(n) 
 for(i in 1:n) { 
 D.plus_n_raw[i]  <-  (i/n - z[i] ) 
        } 
          D.plus_n <- max(D.plus_n_raw) 
 D.minus_n_raw = double(n) 
 for(i in 1:n) { 
  D.minus_n_raw[i] <- (z[i] - (i-1)/n) 
 } 
 D.minus_n <- max(D.minus_n_raw) 
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 k <- D.plus_n + D.minus_n 
 result <- NULL 
 result[1] <- (sqrt(n)) * k 
  
 if(result[1]<1.372) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.477) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.671) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.671) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
ks.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=1, scale=1)) 
 result <- NULL 

result <- ks.test(x, "pweibull", result.fitdist$estimate[1], 
result.fitdist$estimate[2])$statistic 

 result[1] <- result*(sqrt(n)) 
 
 if(result[1]<0.803) { 
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  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 
 
 } else if(result[1]<0.874) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.007) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.007) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
rml.weibull <- function(x) { 
 x <- sort(x) 
 n <- length(x) 
 result.fitdist <- fitdistr(x, densfun=dweibull, start=list(shape=1, scale=1)) 
 b <- result.fitdist$estimate[2] 
 c <- result.fitdist$estimate[1] 
 fw <- c*((x/b)^(c-1))*(1/b) * exp(-((x/b)^c)) 
 d <- cumprod(x*fw)[n] 
 e <- d^(1/n) 
 x.ln <- log(x) 
 mu.hat <- sum(x.ln)/n 
 sigma.hat <- sum((x.ln-mu.hat)^2)/n 
 result <- NULL 
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 result[1] <- 1/((2 * pi * exp(1) * sigma.hat)^(0.5) * e) 
  
 if(result[1]<1.041*) { 
  result[2] = 0 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.067*) { 
  result[2] = 1 
  result[3] = 0 
  result[4] = 0 
 } else if(result[1]<1.120*) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 0 
 } else if(result[1]>=1.120*) { 
  result[2] = 1 
  result[3] = 1 
  result[4] = 1 
 } 
 return(result) 
} 
*เปลี่ยนตามคา n ตาม ตารางที่ 2-9   
 
ตารางที่ 2-9 คา ( )

1
n

c
RML    สําหรับ  0H :  การแจกแจงไวบูลล 

                      และ  1H : การแจกแจงลอกนอรมัล    

n α  = 0.10 α  = 0.05 α  = 0.01 
20 1.041 1.067 1.120 
30 1.019 1.041 1.088 
40 1.005 1.026 1.063 
50 0.995 1.016 1.045 

 
run_powerw20 <- function(nlnorm, mu, sigma, n = 1000) { 
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 result.adtest  <<- array(0, c(n,4))  
 result.kuiper  <<- array(0, c(n,4))  
 result.ks <<- array(0, c(n,4))  
 result.rml <<- array(0, c(n,4))  
for(i in 1:n) { 
 x <- rlnorm(nlnorm, mu, sigma) 
 temp <- adtest.weibull(x) 
 result.adtest[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
  
 temp <- kuiper.weibull(x) 
 result.kuiper[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- ks.weibull(x) 
 result.ks[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
 temp <- rml.weibull(x) 
 result.rml[i,] <<- c(temp[1], temp[2], temp[3], temp[4]) 
} 
 adtest   <<- c(sum(result.adtest[,2])/n, sum(result.adtest[,3])/n, 
sum(result.adtest[,4])/n)  
 kuiper  <<- c(sum(result.kuiper[,2])/n, sum(result.kuiper[,3])/n, 
sum(result.kuiper[,4])/n)  
 ks <<- c(sum(result.ks[,2])/n, sum(result.ks[,3])/n, sum(result.ks[,4])/n)  
 rml <<- c(sum(result.rml[,2])/n, sum(result.rml[,3])/n, sum(result.rml[,4])/n) 
} 
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