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This research studied Bayes’ estimation for a correlation matrix with equal loss data. The main objective of
this study was to handle lack of the positive semi-definite property of correlation matrices. The correlation matrices
under this study were classified into two types according to their prior distribution, namely a joint uniform distribution
and a marginal uniform distribution.The Markov Chain Monte Carlo (MCMQC) simulation with Metropolis-Hasting
algorithm (MH) was used and was classified into two methods according to the types of proposal distribution, namely
independence chain and Ball Walk. This research specifically studied the case where the data are three dimensional
and are a multivariate normal distribution with mean vector b =0 and variance covariance matrix Y., which is a
1 n, ns

3 x 3 symmetric and positive semi-definite, where =R =|r, 1 Ty | - Welet upper-diagonal elements
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vector of true correlation matrix (l') be 0.0, 0.1, 0.5 and 0.9 respectively. The sample size used to estimate for
cach clements of correlation matrix (72 ) were 3, 10, 30 and 100 respectively.

The result of this study can be summarized as follows. Taking Euclidean distance form the true correlation
matrix as performance measure, a Bayes’ estimate form the joint uniform prior gives a better estimate than that form
the marginal uniform prior when the data are highly correlated. On the contrary, a Bayes’ estimate form the marginal
uniform prior gives a better estimate than that form the joint uniform prior when the data are uncorrelated or weakly
correlated.

The result of the comparison between the two types of proposal distribution by MCMC simulation with MH
algorithm shows that a Bayes’ estimate from independence chain jthat is assumed uniform on sets of symmetric
positive semi-definite correction matrices, is faster of the simulation than Ball Walk when small sample size are
estimated each elements of correlation matrix (wide sample path). On the contrary, a Bayes’ estimate from Ball Walk
that is assumed uniform on ball, is faster of the simulation than independence chain when large sample size (narrow

sample path).





