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บทที่ 2 
 

ทฤษฎีและงานวิจัยที่เกี่ยวของ 
 

2.1 ทฤษฎทีี่เกี่ยวของ 
 

 วิทยานิพนธฉบับนี้ นําเสนอการวัดความสัมพนัธระหวางคาํโดยใชความหมายของ
ประโยค ซึง่การเปรียบเทียบความหมายระหวางประโยคจําเปนตองใชทฤษฎทีี่เกี่ยวของดังนี ้
 
2.1.1 Semantic Similarity และ Semantic Relatedness  
 

 Semantic Similarity คือการเปรียบเทียบคาํโดยพิจารณาวาเหมือนกันในเชิง
ความหมายหรือไม  เชน “car”  กับ “bicycle”  จะมองวามีความหมายเหมือนกนั คอืเปนพาหนะที่
มีลอเหมือนกนั  ในการเปรยีบเทียบจะไดผลเปนมีความหมายเหมือนกนัหากผลการเปรียบเทยีบที่
ไดอยูภายในคา Threshold ที่กําหนด แตหากเกินคา Threshold จะถือวาไมมีความหมาย
เหมือนกนั  
  
 Semantic Relatedness  คือการเปรียบเทียบคําในเชงิความหมาย  โดยจะพิจารณา
วามีความหมายทีม่ีความสมัพนัธกนัหรือไม  ซึ่งการพจิารณาความสัมพันธเชงิความหมายนัน้เปน
แนวคิดที่เปนทั่วไปมากวาการพิจารณาความหมายเหมอืนกัน คือในขณะที่คําที่ไมมีความ
เหมือนกนัในเชิงความหมาย แตอาจจะเปนคําที่มีความสัมพนัธกนัในเชิงความหมาย  เชน “car” 
กับ “wheel” ไมมีความหมายทีเ่หมือนกนักนั  แตมีความสมัพนัธกนัในเชงิความหมายในลกัษะที ่
“car” มี “wheel” เปนสวนประกอบ (Meronym)   ซึ่งความสัมพันธกันในเชงิความหมายนัน้
สามารถแบงลกัษณะความสมัพันธไดดังนี ้

- Synonym มีความหมายเหมอืนกัน  
- Antonym มีความหมายที่ตรงกันขามกนั 
- Hypernym มคีวามหมายที่เปนแบบทัว่ไปกวา 
- Hyponym มีความหมายที่เปนแบบเฉพาะเจาะจงกวา 
- Holonym มีความสมัพนัธทางความหมายในลักษณะที่เปนสวนประกอบหรือ

สมาชิกของ 
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- Meronym มีความสมัพนัธทางความหมายในลักษณะที่มเีปนสวนประกอบหรือมี
เปนสมาชิก 

  
ภาพที ่2.1 

แสดงความสมัพันธลักษณะตาง ๆ ของ “car" กับคําอื่น ๆ 
 

 
 
 

 
 

 ซึ่งการเปรยีบเทียบเพื่อหาความสมัพนัธในเชิงความหมายนี้ใชในการสรุปใจความ
เอกสาร (Text Summarization) และระบบคนคืนสารสนเทศ (Information Retrieval) ซึ่งจะทาํให
ระบบงานคนคืนสารสนเทศสามารถคนคนืขอมูลหรือเอกสารที่มีความสัมพนัธกนัไดครอบคลุม
ความตองการมากขึ้น  
 ในการเปรียบเพื่อหาความสมัพันธในเชงิความหมายจะพิจารณาจาก 

 โครงขายของเวิรดเนต (WordNet) ซึ่งคําสองคําที่มีระยะหางนอยจะถือวามีคา
ความสัมพันธกันมาก โดยหาความสัมพันธเชิงความหมายของคําจากการคํานวณ
จากเสนทางระหวางคํา (Synset) ที่ส้ันที่สุดในเวิรดเนต งานวิจัยในกลุมนี้มีขอดีคือ
งาย แตมีขอจํากัดตรงที่คําที่นํามาเปรียบเทียบกันนั้นตองมีอยูใน ฐานขอมูล 
WordNet  นอกจากนี้ คําที่เขียนเหมือนกันอาจอยูไดหลายที่ใน WordNet ข้ึนอยู
กับความหมาย เชน คําวา “mouse” อาจหมายถึง “หนูที่เปนสัตว” หรือ “อุปกรณ
คอมพิวเตอร” ทําใหคาที่ไดอาจจะผิดพลาดได 
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 พิจารณาความสัมพันธจากคาขอมูล (Information Content หรือ Corpus Based)   
หรือขอความที่เนื้อหาของคําทั้งสองสถิตอยู โดยวิธีนี้จะใชการคํานวณทางสถิติ 
เชน การกระจายของคํา, จํานวนครั้งที่เกิดขึ้น, ตําแหนงของคํา ดวยวิธีนี้สามารถ
แกปญหาของคําที่ไมมีใน WordNet ของกลุมแรกได แตอยางไรก็ตามวิธีการนี้
จําเปนตองมีการสรางคลังขอมูลตัวอักษร (Corpus) และผลการคํานวณที่ไดก็จะ
ข้ึนอยูกับขนาดและขอมูลที่มีในคลังขอมูลนั้นๆ 

 พิจารณาจากการเปรียบเทียบคําจํากัดความหรือคํานิยามหรือคําแปลของคําทั้งคู 
(Gloss based)  โดยดูคํานวณจากคําที่ใชรวมกัน (Shared word) ในการอธิบาย
ความหมายของคําทั้งคู ซึ่งในการหาคาสัมพันธในเชิงความหมายโดยพิจารณา
จากขอความที่เปนเนื้อหาหรือการคําแปลที่มีการใชคํารวมกัน ตอมีไดมีการ
ปรับปรุงโดยในการเปรียบเทียบกันระหวางเนื้อหาหรือคําแปลนั้นนอกจากจะ
พิจารณาความเหมือนของคําที่ใชรวมกันแลวยังมีการพิจารณาความสัมพันธใน
เชิงความหมายที่เปน Synonym, Hypernym และ Hyponym ดวย โดยใชเวิรด
เนตเปนฐานความรู (Knowledge-based) ในการพิจารณาเปรียบเทียบหา
ความสัมพันธในระดับตาง ๆ 

   
  

2.1.3  เวิรดเนต (WordNet) 
 
 เวิรดเนต (Cognitive Science Laboratory at Princeton University) เปนฐานขอมลู
พจนานกุรมภาษาองักฤษผูใชสามารถdownload มาใชหรือใชงาน ในลักษณะออนไลนได โดย
เวิรดเนตไดรวมคําในภาษาอังกฤษที่มีความหมาย(Sense) เหมือนกนัเขาเปนกลุมเรียกกวา 
Synset  เชน “good” “right” และ “ripe” เปน Synset เดียวกัน  มีความหมายเหมือนกัน คือ 
“most suitable or right for a particular purpose” 
 ในระหวาง Synset จะสัมพนัธกนัโดยมีความสมัพนัธเชงิความหมายหลายรูปแบบคํา 
เชน มีความหมายเหมือนกัน (Synonym) หรือมีความหมายตรงกนัขาม (Antonym)   ซึ่ง
ความสัมพันธจะขึ้นอยูกับชนิดของคําโดยจะแยกความแตกตางกนัระหวางคาํทีเ่ปน Noun, Verb, 
Adjective และ Adverb ตามหลกัไวยากรณ  Synset ทีม่ีความสมัพันธกนัเชิงความหมายจะมี
หมายเลขที่เชือ่มตอกัน ทุก Synset ที่เชื่อมตอกันโดยตวัเลขของความเกี่ยวของเชงิความหมาย  
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ภาพที ่2.2  
ตัวอยางการแสดงผลของเวริดเนตจากการคนหาคาํวา match 

 

 
 
 คํา 1 คําในเวิรดเนตอาจมไีดหลายความหมาย นัน่คือคํา 1 คํา อาจปรากฏอยูใน
หลาย Synset โดยที่แตละ Synset มีหมายเลขกาํกับที่แตกตางกัน ในขณะเดียวกันอาจจะมีคํา
หลายคาํทีม่ีความหมายเดียวกัน  จากภาพที ่ 2.1 จะเหน็ไดวา “match” ที่เปนคํานามม ี 9 
ความหมาย  และ “match” ที่เปนคํากริยามี 10 ความหมาย  ในขณะที่บางความหมายมีคําทีม่ี
หมายเหมือนกัน (Synonym) ดวย  เชน วา “match” ที่เปนคํานามความหมายที่ 1 มี 
lucifer, friction, match เปนคําที่มีความหมายเดียวกนั 
 เนื่องจากเวิรดเนตเปนฐานขอมูลพจนานุกรมซ่ึงไดรวบรวมความหมายตาง ๆ ของทั้ง
ที่เปน Noun, Verb, Adjective และ Adverb และสามารถเชื่อมโยงความสมัพนัธเชงิความหมาย
ระหวางคําในแบบตาง ๆ ไดครอบคลุม  รวมทัง้เวิรดเนตถูกพัฒนาและมีการเพิ่มคําศัพทมาอยาง
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ตอเนื่องจนถงึปจจุบัน ซึ่งประกอบไปดวยขอมูลของคําทั้งหมดประมาณ  90,000 คํา งานวิจัยนีจ้ึง
เลือกใช เวิรดเนตเปนฐานความรูในการเปรียบเทียบเพื่อคํานวณหาคาความสัมพันธ 
 
2.1.4 การแทนความรู (Knowledge Representation) 
 
 วิทยานิพนธฉบับนี้ใชกราฟเชิงความคิด (Conceptual Graph) ในการแทนความรู 
 กราฟเชงิความคิด (Chein et Marie-Laure Mugnier, M.,1992)  คิดคนโดย John F. 
Sowa เพื่อนํามาใชเปนรูปแบบการแทนความรู และนํามาประยกุตใชกับการแสดงความหมายทาง
ภาษาเพื่อดึงความรู (Knowledge Acquisition) ในการวิจัยทางดานปญญาประดิษฐ(Artificial 
Intelligence) จุดเดนที่สําคัญของกรางเชิงความคิดคือสามารถอธบิายภาษาธรรมชาติ (Natural 
Language) ออกมาในรูปแบบของสัญลักษณเชิงตรรกศาสตรและเปนตัวกลางในการสื่อ
ความหมายระหวางภาษาของคอมพวิเตอรและภาษาของมนุษย ทําใหการสื่อแทนความหมายโดย
ใชกราฟเชงิความคิดนัน้เขาใจไดงายและพฒันากลไกในการหาเหตุผลเชิงตรรกะได  ในการแทน
ความรูโดยใชกราฟเชงิความคิดประกอบดวย   
 
 1. Concept Nodes แทนดวย สัญลกัษณรูปส่ีเหลี่ยม ซึง่จะแสดง  Entities, Actions และ 
Attributes ซึ่งมี 2 Attributes  

   - Type จะเปนตัวบอก class ของ element ที่แทนดวย concept 

   - Referent จะเปนตัวบอกความเฉพาะเจาะจงของ class ที่ถูกอางโดย node 
 2. Conceptual Relation Nodes แทนดวย สัญลกัษณรูปวงกลม จะแสดงความสัมพันธ
ระหวาง Concept node โดย Attributes ของ Relation Nodes จะมี 2 Attributes คือ 

   - Valence จะเปนตัวบอกจํานวนของ concept ที่อยูขาง ๆ relation 

   - Type แสดงความเกี่ยวของของตัวมนัเอง เชน subject, attribute, object  

 
 

ภาพที ่2.3  
แสดงตัวอยาง Conceptual Graphs 
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 ในภาพที่ 2.2 แสดง conceptual graph ของประโยค “Tom is chasing a brown 
mouse”   ประกอบดวย  3 concepts และ 2 relations  ซึ่งสามารถเขียนในรูปแบบการแสดงผลที่
ไมเปนกราฟกไดดังนี้ 

 
ภาพที ่2.4  

แสดงตัวอยาง Conceptual Graphs 
 

 
 

 ทิศทางของลกูศรในรูปดานบนแสดงถงึประธาน (Subject) และกรรม (Object) ของ
ความเกี่ยวของ (Relation)     concept [cat: Tom] เปนconcept ที่เฉพาะเจาะจงของ Type cat  

ในขณะที่ [chase] และ [mouse] เปน generic concept  ความเกี่ยวของ (Attr) บอก attribute 

ของ mouseวามีสี brown 

 หลักการอีกสวนหนึ่งที่สําคัญในการใชกราฟเชิงความคิดในการแทนความรู คือการ
แสดงความเกีย่วของระหวางกลุมขององคประกอบแบบลําดับข้ัน (Type hierarchy) หลักการ
ดังกลาวทาํใหสามารถนําเอาคุณสมบัติการสืบทอด (Inheritance) มาประยกุตใช กลาวคอื
องคประกอบที่มีลักษณะเฉพาะเรียกวาเปน Subtype ขององคประกอบที่มีลักษณะทัว่ไปซึง่
เรียกวา Supertype ส่ิงที่เปน Subtype ขององคประกอบหนึ่ง ๆ จะสืบทอดคุณสมบัติของ
องคประกอบนั้น ๆ  นอกจากนีห้ลักการของกราฟเชงิความคิดไดถูกนําไปใชในระบบงานคนคนื
สารสนเทศ (Montes-y-Gomez, Lopezs-Lopez, and Gelbukh, A., 2000) (Montes-y-Gomez, 
Lopezs-Lopez, Gelbukh, and Baeza-Yates, 2001) โดยอาศัยหลกัการเปรียบเทียบกนัระหวาง
กราฟ (Graph Matching)  
 เนื่องจากกราฟเชิงความคิดสามารถแสดงสวนประกอบ (concept) ในประโยค 
รวมทัง้แสดงความสมัพนัธของสวนประกอบในประโยคนัน้ดวย ในงานวิจยันี้จงึใชกราฟเชงิ
ความคิดในการแทนความหมายของประโยค 
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2.2 งานวจิัยอื่น ๆ ที่เกีย่วของ 
 
2.2.1 การเปรยีบเทียบหาคาความเหมือนเชิงความหมาย 
 

 Resnik (1995)  และ  Jiang and Conrath (1997) เสนอแนวคิดวาคาํจะมี
ความหมายเหมือนกนันัน้สามารถพจิารณาไดจากความเหมือนกนัของขอความที่เนื้อหาของคาํทัง้
สอง ซึง่วิธกีารนี้จําเปนตองมสีรางฐานความรูคลังขอมูลตัวอักษร (Corpus)  และผลการคํานวณที่
ไดก็จะขึ้นอยูกบัขนาดและขอมูลที่มีใน คลงัขอมูลตัวอักษร (Corpus)  ดวย 

 
 Leacock and Chodorow (1998)  เสนอการคํานวณหาคาความเหมอืนกันทาง

ความหมายของคําโดยคํานวณจากระยะหางระหวางคาํ (Synset) ทัง้สองที่ส้ันที่สุดโดยอาศัย
โครงขายในเวริดเนตโดยพิจารณาความสมัพันธแบบ “is-a”   

 
ภาพที ่2.5  

แสดงระยะหางระหวาง “car” และ “boat” ในโครงขายเวริดเนตเทากับ 6 
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2.2.2 การเปรยีบเทียบหาคาความสัมพนัธเชิงความหมาย 
 
 Hist and  St-Ong (1998) คํานวณคาความสัมพันธเชิงความหมายโดยอาศยั 
โครงขายในเวริดเนต จะพิจารณาจาํนวนครั้งของการเปลี่ยนทิศทางของเสนทาง มีสูตรในการ
คํานวณ คือ     

(2.1) Rel (c1, c2)     = C – path length – k * d 
 
โดยที่ d  จํานวนครั้งของการเปลี่ยนทิศทางใน path,   C และ k เปนคาคงที ่ ซึ่งเสนทาง
ความสัมพันธที่พิจารณานัน้ประกอบดวย Synonym,  Hyponym, Hypernym และ  Holonym 
โดยที่จะใหความสําคัญในแตละรูปแบบความสมัพนัธทีเ่ทากัน   
  
 Banerjee and Pederson (2003) เสนอวธิีการคํานวนหาความสัมพันธในเชิง
ความหมายของคําซึ่งไดประยุกตใชหลกัการของ Lesk (1986) ซึ่งจะนับจาํนวนซึ่งสถิตในคาํแปล 
(gloss) ของคําทั้งสองที่เหมือนกนั (overlap) โดยใชความคําแปลและโครงขายในเวิรดเนตเปน
ฐานความรู แตจะขยายset ของคําแปลที่จะเปรียบเทยีบโดยการนําเอาคําผลการเปรียบเทียบหา
คําที่สถิตอยูเหมือนกันในคาํแปลของคําที่เปน Hyponym และ Hypernym ของคําที่ตองการ
เปรียบเทียบทัง้สองมารวมคาํนวณคาสัมพนัธดวย ดังนี ้
 

Relatedness(A,B) = score(gloss(A), gloss(B))+ score(hype(A),hype(B))+ (2.2) 
                           score(hypo(A),hypo(B))+ score(hype(A), gloss(B)) +  
                           score(gloss(A), hype(B)) 

 

 นอกจากนี้ยงัมีการใหน้ําหนกัตามความยาวของวลีที่ปรากฏดวย เชน ปรากฏคําวา “bank” 
เหมือนกนัจะไดคะแนนเปน 1 ในขณะที่ปรากฏคําวา “bank account” เหมือนกนัคะแนนที่ไดจะ
เปน  2 2   เทากับ 4 เปนตน 

  
 Strube and Ponzetto (2006)  เสนอวิธกีาร WikiRelate โดยใชหลักการเดียวกันกบั 
Lesk (1986) โดยใชคําแปลหรือคํานยิามของคําใน Wikipedia    ซึ่งเปนพจนานุกรมภาษาองักฤษ
แบบออนไลนในการคํานวณหาคาความสัมพันธในเชงิความหมาย โดยคําแปลทีน่ํามาคํานวณคา
ความสัมพันธนั้นจะใชขอความจากยอหนาแรกใน Wikipedia ในการเปรียบเทยีบคําที่สถิตอยู
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เหมือนกนันัน้มีการใหน้ําหนกั ตามความยาวของวลทีีป่รากฏเชนเดยีวกับ Banerjee and 
Pederson  (2003)  โดยมีสูตรในการคํานวณหาความสมัพันธดังนี ้
 

(2.3)  Related gloss (t1,t2) = tanh (overlap(t1,t2)  / length(t1) + length(t2)) 
 

ซึ่งเมื่อเปรียบเทียบผลที่ไดกับการคํานวณหาคาความสมัพันธกนัโดยใชนิยามของคาํจากเวิรดเนต 
ปรากฏวาใหผลที่ดีกวาการใชคํานิยามจากเวิรดเนต  
 
 Zhang, Sun, Wang, and Bai, (2005) นําเสนอการวดัความสัมพันธของประโยคกับ
หัวขอเอกสารโดยการเปรียบเทียบหาความสัมพันธในเชงิความหมายของประโยค คา
ความสัมพันธจะคํานวณจากผลรวมของคาความสัมพนัธของคําในประโยค A กับประโยค B รวม
กับผลรวมของคาความสมัพนัธของคําในประโยค B กับประโยค A หารดวยจํานวนคําทั้งหมดใน
ประโยคทัง้สอง โดยคาความสัมพนัธของคําในประโยค A กับประโยค B คือระยะหางระหวางคําใน
ประโยค A กบัคําในประโยค B ที่ส้ันที่สุด ซึ่งในการคํานวณหาระยะหางระหวางคาํที่ส้ันที่สุดนั้นจะ
พิจารณาความสัมพนัธจากฐานขอมูลในเวิรดเนตระดับ Synonym  Hyponym Hypernym  รวมทัง้ 
Antonym และ derivation ดวย โดยจะใหน้าํในความสัมพันธระดับ Antonym และ derivation ใน
ระดับตํ่าสุด ถึงแมวาจะพิจารณาความสมัพันธเชงิความหมายในระดบัประโยคแตก็ไมไดพจิารณา
ความสัมพันธกันของคําในประโยคนัน้ ๆ แตอยางใด 
 
 Yang and Powers (2005) ไดเสนอวิธีการในการวัดคาความสัมพันธทาง
ความหมายระหวางคําจากระยะหางโหนดโดยอาศัยโครงขายในเวิรดเนต โดยความสัมพันธที่
พิจารณาไดแก Synonym, Antonym, Hypernym, Hyponym, Antonym, Holonym และ 
Meronym  คือนอกเหนือจากพิจารณาความสัมพันธ “is-a” แลว ยงัพจิารณาความสัมพันธ “part-
of”, อีกดวย มีการใหน้าํหนกัความสัมพันธในแบบ Synonym และ Antonym มากกวา
ความสัมพันธในแบบอื่นๆ  ซึ่งผลการทดลองกับชุดคูลําดับของคํามาตรฐาน 28 คู โดยการ
พิจารณาของมนุษยปรากฏวาใหผลที่ดีกวาเมื่อเปรียบเทยีบกับงานวิจยัที่ผานมา 
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ตารางที่ 2.1  
เปรียบเทียบงานวิจัยที่เกี่ยวของ 

ผูเขียน เสนอ ขอดี ขอเสีย 
Hist and St-
Ong (1998) 

คํานวณคา
ความสัมพันธเชิง
ความหมายโดยอาศัย 
โครงขายในเวริดเนต จะ
พิจารณาจาํนวนครั้ง
ของการเปลี่ยนทิศทาง
ของเสนทาง 

ทําไดงาย พิจารณาแค
ความสัมพันธในแบบ 
Synonym และ 
Hyponym/Hypernym 
เทานั้น 

Lesk M. 
 (1986) 

นับจํานวนซึง่ปรากฏใน
คําแปล (gloss) ของคํา
ทั้งสองที่เหมือนกนั 
(overlap)  

ทําไดงาย พิจารณาเฉพาะคําที่
เหมือนกนัใน gloss 
เทานั้น  รวมทัง้มีขอจํากัด
ในเรื่องคําแปล (gloss) ที่
มีอยูใน dictionary อาจ
ใหขอมูลที่ไมเพียงพอ 

Banerjee and 
Pederson 
(2003) 

นับจํานวนซึง่ปรากฏใน
คําแปล (gloss) ของคํา
ทั้งสองที่เหมือนกนั 
(overlap) โดยมีการให
น้ําหนกัตามความยาว
ของวลีที่ปรากฏดวย 
เชน ปรากฏคําวา 
“bank account” 
เหมือนกนัคะแนนที่ได
จะเปน  2 2 

ไมพิจารณาเฉพาะ 
gloss ของ คํานั้น ๆ 
เทานั้น แตยัง
พิจารณา gloss ของ
คําที่เปน Hyponym, 
Hypernym, 
Meronym Holonym 
and Troponym 
Synsets ของคํา
กําหนดอีกดวย 
 
 

ไมไดพิจารณาคําอื่น ๆ ที่
อยูในประโยคหรือ
ขอความที่อยูรอบ ๆ  
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ตารางที่ 2.1  (ตอ) 

ผูเขียน เสนอ ขอดี ขอเสีย 
Strube and  
Ponzetto 
(2006) 

ใชความหมายหรือคํา
นิยามของคํา ใน 
Wikipedia    ซึ่งเปน
พจนานกุรม
ภาษาอังกฤษแบบ
ออนไลนในการ
คํานวณหาคา
ความสัมพันธในเชิง
ความหมาย ซึง่อาศัย
หลักการของ Lesk และ 
Banerjee,  Pederson 
เชนกนั โดยมกีาร 
normalize คาที่คํานวณ
ไดอีกที 

เนื่องจาก Wikipedia 
เปน on-line 
encyclopedia 
database ทีม่ขีนาด
ใหญ ทาํใหสามารถ
คํานวณคา
ความสัมพันธจาก คาํ
แปล (gloss) หรือ full 
text page ใน 
Wikipedia ได 

เปรียบเทียบคําที่
เหมือนกนัเทานั้น  

Yang and 
Powers (2005)

เสนอการพิจารณา
ความสัมพันธแบบ 
Synonym, Antonym, 
Hypernym, Hyponym, 
Antonym, Holonym 
และ Meronym  คือ
นอกเหนือจากพิจารณา
ความสัมพันธ “is-a” 
แลว ยงัพิจารณา
ความสัมพันธ “part-
of”, อีกดวย มกีารให
น้ําหนกัความสัมพันธ 

ครอบคลุม
ความสัมพันธในเชิง
ความหมายมากขึ้น 

เปนการพิจารณา
ความสัมพันธในระดับคํา
เทานั้น 
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ตารางที่ 2.1  (ตอ) 

ผูเขียน เสนอ ขอดี ขอเสีย 
 Zhang, Sun, 
Wang and Bai 
(2005) 

เสนอการหาประโยคจะ
สัมพันธกับหัวขอ
เอกสารโดยการ
เปรียบเทียบเชิง
ความหมายของประโยค
คํานวณคา
ความสัมพันธจาก
ผลรวมของคา
ความสัมพันธของคําใน
ประโยค A กับประโยค 
B รวมกัน แลวหารดวย
จํานวนคาํทัง้หมดใน
ประโยคทัง้สอง  

เปนการพิจารณา
ความสัมพันธในระดับ
ประโยค 

ในการเปรียบเทียบ
ระหวางคําภายใน
ประโยคพิจารณาแค
ความสัมพันธในแบบ 
Synonym และ 
Hyponym/Hypernym 
เทานั้น และไมได
พิจารณาความสัมพนัธ
ระหวางคําในประโยค 

 
  จากงานวิจัยที่เกี่ยวของกับการเปรียบเทียบหาคาความสัมพันธในเชงิความหมายนัน้ยงั
มีขอจํากัด ซึ่งสรุปไดดังนี้ 

1. ระดับของการเปรียบเทียบ งานวิจัยสวนใหญใชการเปรียบเทียบในระดับคํา เพื่อ
เปรียบเทียบความเหมือนกันระหวางคํา แตเนื่องจากวาคําหนึ่งคําอาจแทนความหมาย
ไดหลายความหมาย อาจไดผลลัพธที่ไมถูกตอง 

2. ความสัมพันธของคํา งานวิจัยโดยทั่วไปจะเปรียบเฉพาะคําที่มีความหมายเหมือนกัน 
(Synonym) ในความสัมพันธ “is-a” ซึ่งในการใชงานจริงๆแลว ยังมีความสัมพันธอ่ืนๆ 
มาใชในการเปรียบเทียบไดดวย  เชน  ความสัมพันธ  “part-of”,  ความสัมพันธ 
“member-is-a-kind-of”,ความสัมพันธ “member-is-a-part-of” เปนตน 

 
  วิทยานิพนธฉบับนี้จึงเสนอวิธีการวัดความสัมพันธ เชิงความหมายของคําใน
ภาษาอังกฤษ โดยพิจารณาจากความสัมพันธ 6 แบบ ไดแก Synonym, Hypernym, Hyponym, 
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Antonym, Holonym และ Meronym และการใหน้ําหนักความสัมพันธในแตละแบบที่แตกตางกัน 
ซึ่งในการพิจารณานั้นจะพิจารณาในระดับของประโยค โดยประโยคที่นํามาพิจารณาความเหมือน
ระหวางคําสองคํานั้น จะถูกแทนดวยกราฟเชิงความคิดกอน แลวนํามาคํานวณหาความเหมือนของ
กราฟ, ความเหมือนของประโยค และความเหมือนของคํา ตามลําดับ   
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