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บทที่ 1  
 

บทนํา 
 

1.1 ความเปนมาและความสําคัญของปญหา 

  การใชงานระบบการรูจําตัวอักษรจะชวยยนระยะเวลาการปอนตัวอักษรเขาเครื่อง
คอมพิวเตอรและลดการใชแรงงานมนุษยไดดี ทําใหมีความสะดวกมากยิ่งขึ้น ทั้งนี้ระบบการรูจํา
ตัวอักษรจะตองมีความถูกตองในการรูจําในอัตราที่สูงเพียงพอจนผูใชไมตองมาตรวจแกผลจาก
การรูจําที่ผิดพลาดจนทําใหเสียเวลาการทํางานซึ่งอาจใชเวลามากกวามนุษยพิมพงานเอง 

 เนื่องจากความตองการระบบการรูจําที่มีความถูกตองในการรูจําสูง จึงมีการวิจัยและ
พัฒนาอยางตอเนื่อง ในภาษาตางประเทศมีระบบการรูจําตัวอักษรที่สามารถใชงานเชิงพาณิชย
หลายภาษาโดยเฉพาะภาษาอังกฤษมีการใชงานระบบการรูจําตัวอักษรอยางแพรหลาย 
ตัวอยางเชน งานจัดเก็บเอกสารในรูปแบบอีเล็กทรอนิกสสําหรับหองสมุด การแปลงหนังสือใน
รูปแบบกระดาษใหเปนหนังสืออีเล็กทรอนิกส เปนตน  

 การรูจําตัวอักษรภาษาไทยมีความยากกวาการรูจําตัวอักษรภาษาอังกฤษเนื่องจาก
ตัวอักษรมีรูปรางซับซอน ตัวอักษรมีรูปรางคลายคลึงกันหลายตัว และมีจํานวนประเภท (class) 
มาก ในงานวิจัยนี้เราใชตัวอักษรภาษาไทยทั้งหมด 68 ประเภท (พยัญชนะ 44 ประเภท คือ ก, ข, 
... ,  ฮ   สระและวรรณยุกต 24 ประเภท คือ ะ ,า , ... ,      ) ตัวอยางของตัวอักษรมีรูปรางซับซอน 
เชน ฐ ประกอบดวยเสนตรง 5 เสน หัววงกลม 2 วง เสนโคงแบบอื่นอีก 3 เสน เปนตน สวนตัว
อักษรที่มีรูปรางคลายกันก็อยางเชน ฎ และ ฏ เปนตน ซึ่งปญหาตางๆ ดังกลาวทําใหมีความยาก
การรูจําตัวอักษร โดยที่ระบบการรูจําผานมายังมีความถูกตองในการรูจําไมเพียงพอ จึงตองมีการ
วิจัยและพัฒนาตอไปอีกมาก 

 ดวยระบบการรูจําดวยการใชนิวรอลเน็ตเวิรกมีการพัฒนาเปนอยางมาก มีการประยุกตใช
ในงานในดานตางๆ มากมาย งานวิจัยนี้ใชระบบการเรียนรูดวยนิวรอลเน็ตเวิรกและใชเทคนิคการ
วิเคราะหองคประกอบสําคัญแบบหลายประเภทซึ่งเปนการพัฒนาตอจากงานวิจัยการรูจําตัวอักษร
ภาษาไทยโดยใชการวิเคราะหองคประกอบสําคัญแบบดั้งเดิม 

 อยางไรก็ดีการวิเคราะหองคประกอบสําคัญดั้งเดิมนี้ยังมีจุดดอยในเรื่องของความสามารถ
ของการแบงแยก (discriminative power) ทําใหการจําแนกประเภทขอมูลที่มีลักษณะคลายกันทํา
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ไดไมดีนัก เชน ตัวอักษร ฎ และ ฏ เปนตน เนื่องจากการวิเคราะหองคประกอบสําคัญไมไดถูก
ออกแบบเพื่อการจําแนกหรือแบงแยกขอมูลแตไดถูกออกแบบเพื่อการแทนขอมูลพรอมๆ กับการ
ลดขนาดของขอมูลโดยใหคงองคประกอบสําคัญไวเทานั้น 

 วิทยานิพนธฉบับนี้มุงเนนการพัฒนาการรูจําตัวอักษรภาษาไทยโดยใชวิธีการวิเคราะห
องคประกอบสําคัญแบบหลายประเภท ซึ่งเปนการปรับปรุงการวิเคราะหองคประกอบสําคัญ
ด้ังเดิมใหมีประสิทธิภาพดีข้ึน วิธีการนี้จะเปนการสรางเซตขององคประกอบสําคัญของขอมูลแตละ
ประเภท ทําใหเราไดเซตขององคประกอบสําคัญที่ตางๆ กันของขอมูลแตละประเภทจึงเปนการเพิม่
ความสามารถในการแบงแยกขอมูล 

1.2 วัตถุประสงค 

 เพื่อพัฒนาระบบการรูจําตัวอักษรภาษาไทยโดยใชเทคนิคดานการวิเคราะหองคประกอบ
สําคัญแบบหลายประเภทควบคูกับระบบการรูจําดวยนิวรอลเน็ตเวิรก 

1.3 ขอบเขตของการวิจัย 

1. พัฒนาระบบการรูจําอักษรภาษาไทยโดยใชการวิเคราะหองคประกอบสําคัญแบบ
หลายประเภท 

2. วิเคราะหและเปรียบเทียบประสิทธิภาพระบบการรูจําอักษรภาษาไทยโดยใชการ
วิเคราะหองคประกอบสําคัญแบบหลายประเภทและระบบการรูจําอักษรภาษาไทย
โดยใชการวิเคราะหองคประกอบสําคัญแบบดั้งเดิม  

1.4 ขั้นตอนและวิธีดําเนินงานวิจัย 

1. ศึกษาแนวคิดและทฤษฎีการรูจําอักษรภาษาไทย นิว  รอล  เน็ต  เวิรก และการวิเคราะห
องคประกอบสําคัญ 

2. ศึกษางานวิจัยที่เกี่ยวของ 

3. ออกแบบอัลกอริทึมและพัฒนาระบบการรูจําอักษรภาษาไทยโดยใชการวิเคราะห
องคประกอบสําคัญแบบหลายประเภท 

4. ทดสอบประสิทธิภาพของระบบการรูจําอักษรภาษาไทยโดยใชการวิ เคราะห
องคประกอบสําคัญแบบหลายประเภทกับขอมูลทดสอบ 
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5. วิ เคราะหผลเปรียบเทียบระบบการรูจําอักษรภาษาไทยโดยใชการวิ เคราะห
องคประกอบสําคัญแบบหลายประเภทกับระบบการรูจําอักษรภาษาไทยโดยใชการ
วิเคราะหองคประกอบสําคัญแบบดั้งเดิมและปรับปรุงประสิทธิภาพ 

6. สรุปผลการทดลอง และจัดทําวิทยานิพนธ 

1.5 ประโยชนที่คาดวาจะไดรับ 

 ไดระบบการรูจําตัวอักษรภาษาไทยโดยใชการวิเคราะหองคประกอบสําคัญแบบหลาย
ประเภทและนิวรอลเน็ตเวิรกซึ่งเปนระบบการรูจําแบบใหมที่เหมาะสําหรับการรูจําขอมูลที่มีจํานวน
ประเภทมากโดยเฉพาะตัวอักษรภาษาไทย 

1.6 ลําดับการจัดเรียงเนื้อหาในวิทยานิพนธ 

 วิทยานิพนธนี้แบงเนื้อหาออกเปน 5 บทดังนี้ บทที่ 1 เปนบทนําซึ่งกลาวถึงที่มาและ
ความสําคัญของปญหา รวมทั้งวัตถุประสงคของงานวิจัยชิ้นนี้ บทที่ 2 กลาวถึงทฤษฎีพื้นฐานและ
งานวิจัยที่เกี่ยวของในงานวิจัยนี้ บทที่ 3 กลาวถึงรายละเอียดทั้งหมดของระบบการรูจําอักษร
ภาษาไทยวิเคราะหองคประกอบสําคัญแบบหลายประเภท ซึ่งเปนวิธีที่นําเสนอในงานวิจัยนี้ บทที่ 
4 แสดงรายละเอียดของการทดลองและผลการทดลอง และบทที่ 5 จะเปนขอสรุปและขอเสนอแนะ
จากการวิจัย 

1.7 ผลงานที่ตีพิมพจากวิทยานิพนธ 

 สวนหนึ่งของวิทยานิพนธนี้ไดรับการตีพิมพเปนบทความทางวิชาการและนําเสนอในงาน
ประชุมวิชาการ ในหัวขอ “การรูจําตัวอักษรภาษาไทยโดยใชการวิเคราะหองคประกอบสําคัญแบบ
หลายประเภทและนิวรอลเน็ตเวิรก” โดยอุดม สถาพรชัยสิทธิ์ และ บุญเสริม กิจศิริกุล ในงาน
ประชุมวิชาการ "The 10th National Computer Science and Engineering Conference 
(NCSEC'2006)" ซึ่งจัดโดยมหาวิทยาลัยขอนแกน ณ โรงแรมโซฟเทลราชาขอนแกน จังหวัด
ขอนแกน ในวันที่ 25-27 ตุลาคม 2549 
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บทที่ 2  
 

ทฤษฎีและงานวิจัยที่เกี่ยวของ 

 

 บทนี้จะแบงเนื้อหาออกเปน 2 สวนดวยกัน โดยเนื้อหาในสวนแรกจะกลาวถึงทฤษฎีและ 
แนวคิดพื้นฐาน มีเนื้อหาประกอบดวย การวิเคราะหองคประกอบสําคัญ เกณฑการเลือก
องคประกอบสําคัญ และนิวรอลเน็ตเวิรก เนื้อหาในสวนที่สองจะกลาวถึงงานวิจัยที่เกี่ยวของกับ
งานวิจัยนี้ 

2.1 ทฤษฎีที่เกี่ยวของ 

2.1.1 การวิเคราะหองคประกอบสําคัญ (Principle components analysis) [1, 2] 

 การวิเคราะหองคประกอบสําคัญเปนกระบวนการลดจํานวนมิติขอมูลเพื่อประโยชนในการ
วิเคราะหขอมูลไดงายและมีประสิทธิภาพมากยิ่งขึ้น  โดยใชเทคนิคการแปลงมิติขอมูลเชิงเสน ไปสู
ระบบพิกัดใหม โดยที่ขอมูลที่ฉายเงา (Projection) ลงบนแกนองคประกอบสําคัญแรก (First 
principle component axis) ที่มีคาความแปรปรวน (variance) มากที่สุด แกนองคประกอบ
สําคัญที่สองและแกนถัดไป มีคาความแปรปรวนนอยลงตามลําดับ ซึ่งกระบวนการวิเคราะห
องคประกอบสําคัญมีลําดับข้ันตอนดังนี้ 

2.1.1.1 การหาเมตริกซคาเฉลี่ยและเมตริกซโคแวเรียน 

 การหาเวกเตอรคาเฉลี่ย (mean vector) – M
X
 และเมตริกซโคแวเรียนซ (covariance 

matrix) – C
X
 เมื่อภาพของตัวอักษรที่ตองการรูจํามีความกวาง a1 จุดและความยาว a2 จุด เราแทน

แตละภาพดวยเวกเตอร X
i
 มีขนาดเทากับ N (N = a1×a2) โดยที่ N คือจํานวนจุดภาพทั้งหมด  (ใน

งานวิจัยนี้ เวกเตอร X
i
 มีขนาดเทากับ 32×32=1,024)  เวกเตอรขอมูล X

i
 จะถูกเรียงตอกันเปน

แถวตั้งแต X
1 
 จนถึง X

T
  หรือ X={X

1 
, X

2 
,…, X

T 
}  การหาเวกเตอรคาเฉลี่ย M

X
  และเมตริกซ

โคแวเรียนซ  C
X
 ที่มีขนาด N×N คํานวณไดตามสมการ (2.1) และ (2.2) ตามลําดับ  

1

1 T

x i
i

M X
T =

= ∑  (2.1) 

1

1 T
T T

x i i x x
i

C X X M M
T =

= −∑  (2.2) 
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โดยที่ T  คือ จํานวนเวกเตอรของภาพตัวอยางทั้งหมดที่ใชในการเรียนรู 

2.1.1.2 การหาเมตริกซไอเกนเวกเตอร 
 จากเมตริกซโคแวเรียนซ C

X
 ที่ได  นําไปหาเมตริกซไอเกนเวกเตอร (eigenvectors matrix) 

ขนาด  N×N ซึ่งการคํานวณเมตริกซไอเกนเวกเตอรนั้น สามารถทําไดโดยการหาคาไอเกน (eigen 
value - λ

i 
) และไอเกนเวกเตอร (eigen vector - e

i
) ตามสมการ (2.3) 

iiix eeC λ=      โดยที ่ i = 1, 2, …, N (2.3) 

ซึ่งเมตริกซคาของไอเกน คือ 

e = {e
1 
, e

2 
, ..., e

k 
}    โดยที่ N เปนจาํนวนของไอเกนเวกเตอร (2.4) 

2.1.1.3 การแปลงแบบเค-แอล (K-L Transform) 

 เนื่องจากเมตริกซโคแวเรียน ขนาด 1024 x 1024 มีสมาชิกเปนจํานวนจริงทั้งหมด และ
เปนเมตริกซสมมาตร (symmetric) จะสามารถหาไอเกนเวกเตอรทั้ง 1024 ตัวไดเสมอ เมื่อนํา
ไอเกนเวกเตอร ที่ไดจากเมตริกซโคแวเรียน มาสรางเปนเมตริกซ A โดยที่แตละแถวของเมตริกซ A 
จะประกอบดวยสมาชิกที่ไดจากไอเกนเวกเตอร โดยใหเรียงไอเกนเวกเตอร ซึ่งมีคาของไอเกน 
(eigenvalue) มากที่ สุดอยูแถวแรก และเรียงไอเกนเวกเตอรที่มีคารองลงมาอยูแถวถัดไป
ตามลําดับ จะสามารถทําการแปลงแบบเค-แอลไดตามสมการ (2.5) 

( )xy A x m= −  (2.5) 

เนื่องจากการใชเมตริกซ A ขนาด 1024 x 1024 เปนขอมูลขนาดใหญมาก จึงตองใช
หนวยความจําจํานวนมาก ทําใหส้ินเปลืองทรัพยากรของระบบการรูจํามากเกินไป ด้ังนั้นจึงทําการ
สรางเมตริกซของการแปลง A

k
 ซึ่งมีขนาด K×N และเวกเตอร Y ที่ไดจะมีขนาด K เนื่องจาก

คาไอเกนมีคุณสมบัติที่วา คาของมันจะลดลงเมื่อลําดับมีคาสูงขึ้น ดังนั้นเราจะใชเพียงแคคาไอเกน
แรกๆ ที่มีคาสูงและจะทิ้งตัวหลังๆ ที่มีคานอยๆ ซึ่งถือวาไมมีความสําคัญมากนัก ดวยวิธีการนี้ทํา
ใหเราสามารถลดขนาดขอมูลจาก NxN มาเปน KxN ได โดยที่ K ≤ N โดยจํานวนของ K ใน
งานวิจัยนี้จะขึ้นกับเกณฑการเลือกองคประกอบสําคัญ โดยจะกลาวในหัวขอถัดไป 

2.1.2 เกณฑการเลือกองคประกอบสําคัญ 

 เกณฑการเลือกจํานวนองคประกอบสําคัญของขอมูลแตละประเภทจะนําไปใชสําหรับเปน
ขอมูลนําเขาเพื่อการเรียนของนิวรอลเน็ตเวิรกตอไป  เราไดประยุกตใชวิธีของ Factor Analysis [3]  
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ซึ่งเปนเทคนิคสําหรับคัดเลือกขอมูลจากกระบวนการวิเคราะหองคประกอบสําคัญดั้งเดิมและมี
หลายวิธีดวยกัน โดยการพิจารณาไอเกนเวกเตอรและคาของไอเกน [4] ซึ่งบางวธิเีปนวธิทีีใ่ชเฉพาะ
สําหรับปญหาบางปญหา ในวิทยานิพนธนี้จะใชเกณฑการเลือกที่แตกตางกัน 4 วิธี ซึ่งทําใหมี
จํานวนขอมูลสําหรับการเรียนรูที่แตกตางกัน รายละเอียดของเกณฑการเลือกองคประกอบสําคัญ
มีดังนี้ 

1. เกณฑกําหนดลวงหนา [2] (A priori criterion)  
 เปนกระบวนการที่งายที่สุดในการเลือกองคประกอบสําคัญของแตละประเภทโดย
เลือกองคประกอบที่มีคาไอเกนจากคามากสุดที่เรียงกันไปหานอยเปนองคประกอบสําคัญของ
ประเภท n จํานวน P

n
 ตัวเทากันทุกๆ ประเภท โดย P

n
 = k  ตามที่ไดกําหนดไวลวงหนา ซึ่งจะ

ทําใหไดจํานวนขอมูลนําเขาทั้งหมดดังสมการ (2.6) 

1

N

n
n

P ck
=

=∑  (2.6) 

โดยที่  c  คือ จํานวนประเภท 

 k  คือ คาคงที่ของจํานวนองคประกอบที่ไดกําหนดไวลวงหนา 

2. เกณฑเปอรเซ็นตของความแปรปรวน [3] (Percentage of variance)  
 เกณฑเปอรเซ็นตของความแปรปรวน ใชการพิจารณาจากผลรวมสะสมคาของ
คาไอเกนตั้งแตตัวแรกที่มีคามากสุดเปนตนไปจนถึงตัวที่ผลรวมคาไอเกนสะสมยังนอยกวาคา
ขีดแบง L สําหรับผลรวมสะสมของคาไอเกนของแตละประเภท ซึ่งเปนเลขจํานวนจริงมีคา
ระหวาง 0 ถึง 1 หรือ L∈ℜ ; L = {0, 1} โดยที่จะเลือกเฉพาะองคประกอบสําคัญตั้งแตตัวที ่1 
จนถึง n โดยที่องคประกอบสําคัญตัวที่ n มีผลรวมสะสมคาของไอเกนนอยกวาหรือเทากับ L 
และองคประกอบตั้งแตตัวที่ n+1 จนถึงตัวสุดทาย จะไมถูกเลือกใช 

3. เกณฑการทดสอบกองเศษหินขอบภูเขา [5] (Scree test criterion)  
เกณฑการทดสอบกองเศษหินขอบภูเขา เปนกระบวนการหาองคประกอบสําคัญโดย

อาศัยการพล็อตกราฟเชิงเสนดวยคาไอเกนของไอเกนเวกเตอรแตละตัวโดยเรียงลําดับจาก
มากไปนอย จํานวนองคประกอบสําคัญของขอมูลแตละประเภทจะถูกเลือกตั้งแตตัวแรกจนถึง
ตัวที่จุดเปล่ียนกราฟเปนความชันนอยๆ หรือมีคาใกลศูนยดังตัวอยางรูปที่ 2.1 เมื่อสังเกต
กราฟจะพบวาที่จุดที่คาไอเกนตัวที่ 4 ความชันเปลี่ยนไปมากดังนั้นเราจึงเลือกขอมูลนําเขา
ต้ังแตตัวที่ 1 ถึงตัวที่ 4 หรือ P

n
 = 4 เปนตน  
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Plot of eigenvalue - Scree test
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รูปที่ 2.1  ตัวอยางกราฟของการทดสอบแบบกองเศษหนิที่ขอบภูเขา 

แตในบางกรณีขอมูลมีลักษณะที่เมื่อพล็อตกราฟคาไอเกนแลวมีจุดเปลี่ยนความชัน
ที่ไมชัดเจนดังเชนรูปที่ 2.2 เราอาจใชการประมาณการโดยเลือกจํานวนขอมูลใหใกลเคียงก็
ได จากรูปที่ 2.2  เมื่อสังเกตในกราฟเราอาจประมาณเลือกคาไอเกนตัวที่ 1 จนถึงตัวที่ 4 5 
หรือ 6 ก็ได ดังนั้นเราอาจจะประมาณการเลือกขอมูลนําเขาตั้งแตตัวที่ 1 ถึงตัวที่ 5 เปนตน 
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รูปที่ 2.2  ตัวอยางกราฟของการทดสอบแบบกองเศษหนิที่ขอบภูเขาที่จุดเปลี่ยนความชนัไมชัดเจน 
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4. เกณฑการทดสอบการแบงกลุม  
เกณฑการทดสอบการแบงกลุมนี้ใชการพิจารณา และสังเกตตัวอักษรภาษาไทยตางๆ 

ที่มีลักษณะคลายกัน โดยที่จะจัดกลุมที่ตัวอักษรคลายกันใหเปนกลุมเดียวกัน จากขอ
สมมติฐานวาตัวอักษรหลายๆ ประเภทที่มีลักษณะคลายกันยิ่งมีจํานวนตัวอักษรที่คลายกัน
มากขึ้นจะทําใหมีความยากในการแบงกลุมมากกวาตัวอักษรที่มีเอกลักษณหรือไมคลายกับ
ตัวอักษรอื่น ดังนั้นกลุมที่มีจํานวนตัวอักษรคลายกันจํานวนมากควรมีจํานวนขอมูลนําเขา
มากกวา ในวิทยานิพนธนี้เรากําหนดให  

P
n
 = (V

n
 × 2) + k (2.7) 

โดยที่ P
n
 คือ จํานวนองคประกอบสําคัญของขอมูลประเภท n 

 V
n
  คือ จํานวนตัวอักษรที่คลายกันในกลุม 

 k   คือ จํานวนเต็มใดๆ  

โดยเกณฑทั้ง 4 วิธีที่กลาวมาจะสามารถคํานวณจํานวนขอมูลนําเขาสูนิวรอลเน็ตเวิรกไดดัง
สมการ 

68

1
n

n
I P

=

= ∑  (2.8) 

โดยที่ I คือ จํานวนขอมูลนําเขาสูนิวรอลเน็ตเวิรก 

 P
n
 คือ จํานวนองคประกอบสําคัญของขอมูลประเภท n 

เนื่องจากจํานวนประเภทมี 68 ประเภทและจํานวนองคประกอบสําคัญที่มากที่สุดของขอมูล
แตละตัวอักษรเปน 1024 ตัว จํานวนขอมูลนําเขา I  ที่เปนไปไดมีคานอยที่สุดคือ 68 (68 คูณ 
1 ) และมากที่สุดคือ 69632 (68 คูณ 1024) 

2.1.3 นิวรอลเน็ตเวิรก [6] 

 เราใชนิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชันในการรูจํารูปแบบ (Pattern Recognition) 
[7] นิวรอลเน็ตเวิรกมีชั้นซอน (hidden layer) ซึ่งอยูระหวางชั้นทางเขา และชั้นทางออก 1 ชั้นขึน้ไป 
รูปที่ 2.3 แสดงนิวรอลเน็ตเวิรกที่มีชั้นซอน 1 ชั้น 
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ขอมูลนำเข า ผลล ัพธ 

 
รูปที่ 2.3 นิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชนัทีม่ีชั้นที่ถูกซอน 1 ชัน้ 

ข้ันตอนการสอนนิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชันมี 3 ข้ันตอน ไดแก 

1. การปอนรูปแบบที่ตองการสอนไปขางหนา (feed-forward) จากชั้นทางเขาไปยัง
ชั้นทางออก 

2. การคํานวณและกระจายปอนกลับ (back propagation) ของคาความผิดพลาด
ของผลลัพธ (output pattern) กับรูปแบบผลลัพธที่ควรจะเปน (target pattern) 

3. การปรับคาน้ําหนัก (weights) 

การปอนเวกเตอรรูปแบบที่ตองการสอนไปขางหนา 

 กําหนดคาน้ําหนักและคาไบแอสเริ่มตน โดยใชการสุมตัวเลขจํานวนจริงที่มีคานอยๆ เชน
ระหวาง –0.05 ถึง 0.05 

 แตละโหนด ในแตละชั้นยกเวนชั้นทางเขา จะใหคาผลลัพธ ( )l
ia  จากคา ( )l

iu  ที่ปอนสู
โหนด i ในแตละชั้น l  ตามสมการ (2.9) 

( ) ( )( )l l
i ia f u=  (2.9) 

โดยที่ ( )f x  เปนฟงกชันการกระตุน (activation function) โดยใชฟงกชันซิกมอยด (sigmoid 
function) ซึ่งมีคํานวณไดตามสมการ (2.10) 

1( )
1

xf x
e
−
σ

=
+

 (2.10) 
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 ขอมูลนําเขาของคาที่ปอนเขาสูโหนด i ในแตละชั้น l  แสดงไดตามสมการ 
( 1)

( ) ( ) 1 ( )

1

lN
l l l l

i ij j i
j

u w a θ
−

−

=

= +∑  (2.11) 

 โดยที ่ ( )l
iθ  เปนคาไบแอสของโหนด i ในชั้นที่ l  

 การคํานวณและกระจายปอนกลับของคาความผิดพลาดของผลลัพธหาไดตามสมการ 
( )

( )( )l
i l

i

Em
a m
∂

δ = −
∂

 (2.12) 

 เมื่อ ( ) ( )l
i mδ เปนคาความผิดพลาดของผลลัพธโหนดที่ i ในชั้นที่ l  เมื่อปอนดวยเวกเตอร

รูปแบบสําหรับสอนเวกเตอรที่ m และ E เปนผลตางกําลังสองที่นอยที่สุด (least mean square) 

( ) ( ) 2

1 1

1 [ ( ) ( )]
2

M N
l l

i i
m n

E t m a m
= =

= −∑∑  (2.13) 

โดยที่ M คือ จํานวนขอมูลนําเขาที่ใชสอน 

 N คือ มิติของผลลัพธ (จํานวนสมาชิกของเวกเตอรผลลัพธ) 

 ( ) ( )l
it m   คือ คาเปาหมายที่โหนดที่ i ในชั้นที่ l   

 ( ) ( )l
ia m   คือ คาที่ไดจริงขณะนั้นเมื่อปอนดวยเวกเตอรรูปแบบสําหรับการสอน 

 การหาคาความผิดพลาดในแตละชั้นของนิวรอลเน็ตเวิรกโดยแบงเปนชั้นผลลัพธและชั้นที่
ไมใชผลลัพธ ซึ่งคํานวณไดดังนี้ 

( ) ( ) ( )( ) ( )o o o
i i im t m a mδ = −  (2.14) 

( ) ( 1) ' 1 1

1

( ) ( ( )) ( )
l

l l l l
i j j ji

j

m f u m w m
( +1)Ν

+ + +

=

δ = δ∑  (2.15) 

 การปรับคาน้ําหนัก จะทําการปรับใหคาน้ําหนักและคาไบแอสมีผลตางกําลังสองของ
เวกเตอรผลลัพธที่ไดกับเวกเตอรผลลัพธเปาหมายมีคานอยที่สุด หรือใกลเคียง 0 ดังสมการ 

( ) ( ) ( )( 1) ( ) ( )l l l
ij ij ijw m w m w m+ = + ∆  (2.16) 

โดย ( )l
ijw  คือ คาน้ําหนักจากโหนดที่ i ในชั้นที่ l  ที่เชื่อมตอกับโหนดที่ j  

 การหาคา ( )l
ijw∆  สามารถโหนดไดดังสมการ 

( ) ( ) ' ( ) ( 1)( ) ( ) ( ( )) ( )l l l l
ij i j jiw m m f u m a m−∆ = ηδ  (2.17) 
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2.2 งานวิจัยที่เกี่ยวของ  

 งานวิจัยนี้มีความเกี่ยวของกับงานวิจัยดานการรูจําตัวอักษรพิมพภาษาไทยโดยไดมี
งานวิจัยซึ่งใชการเลือกคุณลักษณะ (feature extraction) และการรูจํารูปแบบ (pattern 
recognition) แตกตางกันไป โดยงานวิจัยนี้เกี่ยวของกับงานวิจัยของธเนศ [8] มาก เนื่องจากเปน
การปรับปรุงการรูจําตัวอักษรพิมพภาษาไทยโดยใชการวิเคราะหองคประกอบสําคัญและนิวรอล
เน็ตเวิรกแบบดั้งเดิมใหมีประสิทธิภาพทางดานการจําแนกขอมูลที่มีประเภทมากยิ่งขึ้น งานวิจัยที่
เกี่ยวของตางๆมีดังนี้ 

 ธเนศ [8] นําเสนอการรูจําตัวอักษรพิมพภาษาไทย โดยใชเทคนิคดานการวิเคราะห
องคประกอบสําคัญและนิวรอลเน็ตเวิรก เปนงานวิจัยเกี่ยวกับการรูจําตัวอักษรภาษาไทย โดยการ
หาคุณลักษณะ (feature) ดวยเทคนิคการวิเคราะหองคประกอบสําคัญ โดยมีจุดมุงหมายการลด
จํานวนขอมูลนําเขาโดยคงคุณลักษณะที่สําคัญไวมากที่สุด เพื่อใหระบบการรูจําดวยนิวรอล
เน็ตเวิรกทําไดอยางมีประสิทธิภาพ ไมใชทรัพยากรทั้งดานหนวยความจํา และการประมวลผลมาก
เกินไป อีกทั้งยังคงความถูกตองในการรูจําที่ดีอีกดวย  

 สุรพันธ [9] นําเสนอวิธีการรูจําตัวอักษรลายมือเขียนภาษาไทยโดยการนําหัวของตัวอักษร
มาพิจารณาเพื่อทําการจําแนกประเภทของตัวอักษรออกเปนประเภทยอยๆ โดยใหตัวอักษรที่มีหัว
อยูบริเวณเดียวกันอยูประเภทเดียวกัน จากนั้นก็จะพิจารณาเปรียบเทียบตัวอักษรที่อยูในประเภท
ของตนเองแตกตางไป ทั้งนี้ข้ึนกับลักษณะเดนของตัวอักษรที่อยูในประเภทนั้นๆ ซึ่งทําใหประเภท
ของตัวอักษรที่ตองเปรียบเทียบมีจํานวนลดลง ทําใหเปรียบเทียบไดอยางรวดเร็ว 

 พิพัฒน และมนลดา [10] นําเสนอวิธีการรูจําตัวอักษรไทยหลายรูปแบบโดยใชวิธีไดนามิค
โปรแกรมมิ่ง โดยการพิจารณาเสนแสดงของของอักษรโดยนํารหัสทิศทางแบบลูกโซของฟรีแมน 
กับความแตกตางของทิศทางของเสนแสดงขอบอักษรมาใชในการตัดแบงเสนแสดงขอบของอักษร
ออกเปนสวนโคงเวาและสวนโคงนูน เพื่อนําไปใชในการเปรียบเทียบแบบไดนามิคโปรแกรมมิง่ โดย
การคํานวณคาความคลายคลึง (Similarity) ของสวนโคงเวาและสวนโคงนูนที่ไดกับสวนโคงเวา
และสวนโคงนูนของตัวอักษรตนแบบ 

 สนธยา [11] นําเสนอเรื่องการศึกษาการรูจําตัวอักษรพิมพภาษาไทยโดยวิธีซินแทกติก ซึ่ง
เปนการพิจารณาโครงสรางของตัวอักษรโดยการเปลี่ยนแปลงเสนแสดงขอบของตัวอักษรใหอยูใน
รูปรหัสทิศทางแบบลูกโซของฟรีแมน และเปลี่ยนรหัสลูกโซเปนรหัสเวกเตอรเสนตรงและวงกลม 
เพื่อนํามาจัดเก็บเปนรูปของประโยคที่ประกอบดวยพรีมิทีฟ (Primitive) ในลักษณะของโครงสราง
แบบตนไม และอาศัยวิธีการวิเคราะหประโยคที่ไดจากการเปลี่ยนเสนแสดงขอบของตัวอักษร
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เปรียบเทียบกับประโยคของอักษรตนแบบ โดยเลือกเปรียบเทียบเฉพาะตัวอักษรที่เปนตัวอักษรอยู
ในระดับเดียวกันเทานั้น (โดยการระบุเสนบอกระดับ) สําหรับตัวอักษรที่แตกตางกันไมมากจะถูก
นําไปเปรียบเทียบคุณลักษณะ (feature) อีกครั้งหนึ่งโดยการเก็บลักษณะพิเศษของแตละตัวอักษร
ไว หากผลการรูจําในขางตนไมอยูในเกณฑที่ยอมรับไดเวกเตอรของตัวอักษรจะถูกนํามา ปรับปรุง
เพื่อตัดสวนเกินออก หรือเชื่อมเวกเตอรที่อยูใกลเคียงกันเขาดวยกันแลวจึงนํามาทําการรูจํา โดยวิธี
เดิมอีกจนกวาผลการรูจําจะอยูในเกณฑที่ยอมรับไดหรือไมสามารถทําการปรับปรุงเวกเตอรไดอีก 

 เดชา [12] นําเสนอเรื่องการรูจําตัวอักษรพิมพภาษาไทยโดยใชเทคนิคแบบฟซซีโลจิก และ
วิธีซินแทกติก โดยทําการปรับปรุงวิธีการซินแทกติกของ สนธยา [11] โดยการนําเทคนิคแบบฟซซี
โลจิกเขามาใชเมื่อการใชวิธีการทางงซินแทกติกไมสามรถรูจําตัวอักษร รวมทั้งปรับปรุงวิธีการทํา
ตัวอักษรใหบาง โดยการใชวิธีทําตัวอักษรใหบาง แบบเอสพีทีเอ (SPTA, Save Point Thinning 
Algorithm) 

 อภิญญา [13] นําเสนอเรื่องการประยุกตใชการโปรแกรมตรรกะเชิงอุปนัยในการรูจํา
ตัวอักษรพิมพภาษาไทย โดยนําการเรียนรูโดยการอุปนัยโดยใชการโปรแกรมตรรกะเชิงอุปนัย 
(Inductive Logic Programming, ILP) โดยใชความรูภูมิหลัง (background knowledge) ในการ
สรางสมมติฐานใหมที่สอดคลองกับตัวอยางที่ไดรับ ซึ่งเทคนิคขั้นตนจะเปนการพิจารณาโครงสราง
ของตัวอักษรโดยทําการเปลี่ยนขอบของตัวอักษรเปนรหัสทิศทางแบบลูกโซของฟรีแมน ทําการ
เปลี่ยนรหัสทิศทางแบบลูกโซของฟรีแมนเปนเวกเตอรเสนตรง และเวกเตอรวงกลม แลวทําการ
เปลี่ยนเวกเตอรเปนหนวยสรางพื้นฐาน นําการโปรแกรมตรรกะเชิงอุปนัยมาทําการเรียนรูลักษณะ
ของหนวยสรางพื้นฐานที่ไดจากตัวอักษรตนแบบ เชน ระดับของตัว ขนาดของตัวอักษร ลักษณะ
สวนหัวของตัวอักษร ลักษณะสวนปลายของตัวอักษร เปนตน 

 สุขวสา [14] นําเสนอเรื่องการรูจําตัวอักษรพิมพภาษาไทยโดยการใชกลุมกอนนิวรอล
เน็ตเวิรก ซึ่งใชหลักการของกลุมกอนของตัวแยกแยะ (Ensemble of Classifiers) ในการรูจําตัว
อักษรไทย โดยใชตัวแยกแยะหลายตัว ตัวแยกแยะที่ดีจะตองมีความถูกตองสูงและมีความ
หลากหลายในการตอบคําตอบที่ผิด ถาความผิดพลาดจากตัวแยกแยะแตละตัวเปนอิสระจากกัน
จะทําใหความผิดพลาดของกลุมกอนลดลงเปนศูนยได 
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บทที่ 3  
 

การออกแบบและพัฒนาการรูจําตัวอักษรภาษาไทยโดยใชการวิเคราะห
องคประกอบสําคัญแบบหลายประเภทและนิวรอลเน็ตเวิรก 

 

 บทนี้จะกลาวถึงรายละเอียดการออกแบบและพัฒนาการรูจําตัวอักษรภาษาไทยโดยใช
การวิเคราะหองคประกอบสําคัญแบบหลายประเภทและนิวรอลเน็ตเวิรก  

3.1 โครงสรางของระบบ 

 การวิเคราะหองคประกอบสําคัญแบบหลายประเภทมีวัตถุประสงคเพื่อเพิ่มประสิทธิภาพ
ในการแบงแยกขอมูลที่อยูคนละประเภทใหออกจากกันไดดียิ่งขึ้น ขอมูลที่เปนตัวอักษรเดียวกัน 
(เชนขอมูลภาพ ‘ก’ หลายๆ ภาพ) จะถูกจัดอยูในประเภทเดียวกัน ในงานวิจัยนี้เราแบงประเภท
ขอมูลทั้งหมด ออกเปน 68 ประเภทดวยกัน ทําการวิเคราะหองคประกอบสําคัญกับทุกๆ ประเภท 
และนําขอมูลมารวมกัน จากขอมูลที่ไดทําการเรียนรู และรูจําดวยนิวรอลเน็ตเวิรกตอไป 

กระบวนการรูจําตัวอักษรภาษาไทยโดยใชการวิเคราะหองคประกอบสําคัญแบบหลาย
ประเภทและนิวรอลเน็ตเวิรกจะแบงเปน 2 ข้ันตอน คือ ข้ันตอนการเรียนรู และขั้นตอนการรูจํา มี
รายละเอียดดังนี้ 

3.1.1 ขั้นตอนการเรียนรู 

 ข้ันตอนการเรียนรูแบงเปน 2 ข้ันตอนยอย คือ 1) การหาเมตริกซการแปลงและเวกเตอร
เฉลี่ย  2) ข้ันตอนการแปลงขอมูลเปนขอมูลนําเขาของแตละประเภทและเรียนรูดวยนิวรอล
เน็ตเวิรก มีรายละเอียดดังนี้ 

3.1.1.1 การหาเมตริกซการแปลงและเวกเตอรเฉลี่ย 

 จากขอมูลภาพชุดสอนเราทําการวิเคราะหองคประกอบสําคัญดวยวิธีการแปลงแบบเค-
แอล โดยแยกทํากับชุดขอมูลทีละประเภทโดยใชขอมูลชุดสอนที่ไดทําการประมวลผลขอมูล
เบื้องตนแลว ขอมูลแตละประเภทจะรวมเปนเมตริกซขอมูลของประเภทนั้นๆ จากนั้นทําการหา
เมตริกซไอเกนเวกเตอร (A′

i 
) เมตริกซคาไอเกน และเวกเตอรคาเฉลี่ย (M

xi
) 1 ชุดสําหรับขอมูลแต

ละประเภท ซึ่งรวมทั้งสิ้นจํานวน 68 ชุด โดยขอมูลดังกลาวจะถูกนําไปใชทั้งในขั้นตอนการเรียนรู
และรูจํา การหาเมตริกซการแปลง และเวกเตอรคาเฉลี่ย มีข้ันตอนแสดงดังรูปที่ 3.1 
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การหาเมตรกิซ ไอเกนเวคเตอร
และเวกเตอรค าเฉลี่ย

ประมวลผลภาพเบืองต น

ช ุดข อมูลสอน

ขอมูลประเภท
D1

เมตรกิซ ไอเกนเวคเตอร
และเวกเตอรค าเฉล่ีย

A'1, Mx1

การหาเมตรกิซ ไอเกนเวคเตอร
และเวกเตอรค าเฉลี่ย

ขอมูลประเภท
Dn

เมตริกซ ไอเกนเวคเตอร
และเวกเตอรค าเฉล่ีย

A'n, Mxn

การหาเมตรกิซ ไอเกนเวคเตอร
และเวกเตอรค าเฉล่ีย

ขอมูลประเภท
D2

เมตรกิซ ไอเกนเวคเตอร
และเวกเตอรค าเฉลีย่

A'2, Mx2

 

 
รูปที่ 3.1 การหาเมตริกซไอเกนและเวกเตอรคาเฉลี่ยของขอมูลชุดสอน 

 

 เมตริกซไอเกนเวกเตอรจะถูกเรียงลําดับตามคาไอเกนของแตละไอเกนเวกเตอรจากมากไป
นอย และเลือกไอเกนเวกเตอรตัวที่มีคาไอเกนมากที่สุดไลเร่ือยมาจนไดจํานวนไอเกนเวกเตอรที่
ตองการซึ่งจะไดเมตริกซการแปลง A ข้ันตอนดังกลาวสามารถแสดงขั้นตอนดังรูปที่ 3.2 
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เกณฑ การเล ือก
องค ประกอบสําค ัญ
ของประเภทท ี่ 1

เมตรกิซ ไอเกนเวกเตอร
A'1

เมตรกิซ การแปลง

A1

เกณฑ การเล ือก
องค ประกอบสําค ัญ
ของประเภทท ี่ 2

เมตริกซ ไอเกนเวกเตอร
A'2

เมตรกิซ การแปลง

A2

เกณฑ การเล ือก
องค ประกอบสําค ัญ
ของประเภทท ี่ n

เมตรกิซ ไอเกนเวกเตอร
A'n

เมตรกิซ การแปลง

An

 
รูปที่ 3.2 การหาเมตริกซการแปลงของการวิเคราะหองคประกอบสําคญัแบบหลายประเภท 

 

3.1.1.2 การแปลงขอมูลเปนขอมูลนําเขาของแตละประเภทและเรียนรูดวยนิวรอล
เน็ตเวิรก 

 ทั้งเมตริกซการแปลงและเวกเตอรคาเฉลี่ยจะถูกนําไปใชสําหรับกระบวนการแปลงขอมูล
เปนขอมูลนําเขาของแตละประเภทโดยใชการแปลงแบบเค-แอลในการแปลงขอมูลชุดทดสอบตัว
หนึ่ง กับเมตริกซการแปลงและเวกเตอรเฉลี่ยของทุกประเภทซึ่งจะทําใหไดกลุมขอมูลนําเขาของ
ประเภท C

1
 ถึง C

68
 (เนื่องจากมีจํานวนประเภททั้งหมด 68 ประเภท) ซึ่งขอมูลทั้งหมดจะถูก

เรียงลําดับต้ังแตประเภทที่ 1 ถึงประเภทที่ 68 ตามลําดับเปนรวมกันเปนขอมูล 1 ชุดของตัวอักษร
ประเภทนั้นๆ เพื่อใชเปนขอมูลนําเขาในการเรียนรูดวยนิวรอลเน็ตเวิรกตอไป กระบวนการแปลง
ขอมูลเปนขอมูลนําเขาของแตละประเภทแสดงไดดังรูปที่ 3.3 
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ชดุขอมลูสอน

การแปลงแบบเค-แอล

เวกเตอรขอมูลนําเขา
ประเภท Cj1

เมตริกซคาเฉลี่ย
เมตริกซการแปลง

A1, Mx1

การแปลงแบบเค-แอล

เวกเตอรขอมูลนําเขา
ประเภท Cjn

เมตริกซคาเฉลี่ย
เมตริกซการแปลง

An, Mxn

รวมเวกเตอรขอมูลนําเขา
ของทุกประเภท

การเรียนรูดวยนิวรอลเน็ตเวิรก

ขอมูลนําเขาสําหรับ
การเรียนรูดวยนิวรอลเน็ตเวิรก

ผลการเรียนรูดวย
นิวรอลเน็ตเวิรก

รูปที่ 3.3 การแปลงขอมูลเปนขอมูลนําเขาของแตละประเภทและเรียนรูดวยนิวรอลเน็ตเวิรก 
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ข้ันตอนการรูจํา 

 ในขั้นตอนการรูจํา ทั้งเมตริกซการแปลงและเวกเตอรเฉลี่ยที่ไดจากขอมูลชุดสอนจะถูก
นําไปใชสําหรับการแปลงดวยวิธีเค-แอลกับขอมูลชุดทดสอบอีกทีหนึ่ง ซึ่งมีเกณฑในการเลือก
องคประกอบสําคัญแบบตางๆ จะไดขอมูลนําเขาสําหรับการรูจํา ทําการรูจําดวยนิวรอลเน็ตเวิรก 
ผลลัพธที่ไดคือประเภทของตัวอักษรที่ระบบทําการรูจําได ข้ันตอนทั้งหมดแสดงดังรูปที่ 3.4 

ชุดขอมูลทดสอบ

การแปลงแบบเค-แอล

เวกเตอรขอมูลนําเขา
ประเภท Cj1

เมตริกซคาเฉลีย่
เมตริกซการแปลง

A1, Mx1

การแปลงแบบเค-แอล

เวกเตอรขอมูลนําเขา
ประเภท Cjn

เมตรกิซคาเฉล่ีย
เมตรกิซการแปลง

An, Mxn

รวมเวกเตอรขอมลูนําเขา
ของทกุประเภท

การรูจําดวยนวิรอลเนต็เวิรก

ขอมูลนําเขาสําหรับ
การรูจําดวยนวิรอลเนต็เวิรก

ผลการรูจําดวย
นวิรอลเนต็เวิรก

 
รูปที่ 3.4 การแปลงขอมูลเปนขอมูลนาํเขาของแตละประเภทและการรูจําดวยนิวรอลเน็ตเวิรก
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 ข้ันตอนโดยรวมของการเรียนรูและรูจํา สามารถแสดงดวยรูปที่ 3.5 โดยขอมูลตัวอักษรจะ
ถูกแปลงดวยการวิเคราะหองคประกอบสําคัญแบบหลายประเภท และทําการเรยีนรูหรือรูจําดวย
นิวรอลเน็ตเวิรก สุดทายจะไดผลลัพธของการรูจํา ดังแสดงในรูปที ่3.5 

Data Tranformed
Data

Classification
Result

Backpropagation
Neural Network  

รูปที่ 3.5 ภาพรวมการเรียนรูและการรูจําดวยนวิรอลเน็ตเวิรก 

3.2 เกณฑการเลือกองคประกอบสําคัญ 

 เกณฑการเลือกองคประกอบสําคัญมีความสําคัญอยางยิ่ง ในกระบวนการวิเคราะห
องคประกอบสําคัญแบบหลายประเภทนั้นเมื่อเราทําการแปลงขอมูลเปนขอมูลนําเขาของแตละ
ประเภทจะไดจํานวนขอมูล คือ ผลรวมของจํานวนกลุมขอมูลนําเขาของขอมูลประเภท เมื่อจํานวน
ประเภทมี 68 ประเภท และจํานวนองคประกอบของขอมูลด้ังเดิม 1024 ตัว จึงมีคามากที่สุดที่
เปนไปไดคือ 69,632 (68 x 1024) ซึ่งทําใหทางปฏิบัติจํานวนขอมูลดังกลาวมากเกินกวาที่จะใชใน
ระบบการเรียนรูได ดังนั้นจึงตองใชเกณฑการเลือกองคประกอบสําคัญของแตละประเภทซึ่งเปน
วิธีการที่จะลดจํานวนองคประกอบของแตละประเภทลงโดยที่ตองทําใหประสิทธิภาพในการรูจํา
ตัวอักษรที่ดีทั้งในดานการใชทรัพยากรคอมพิวเตอรและความถูกตองในการรูจําดวย เกณฑการ
เลือกองคประกอบสําคัญตางๆ มีดังนี้ 

3.2.1 เกณฑกําหนดลวงหนา 

 งานวิจยันี้ไดเลือกใชคาจํานวนองคประกอบของแตละประเภทหรือ P
n 

= 1 ซึ่งจะไดขอมูล
นําเขา 68 ตัว และ P

n 
= 5 จะไดขอมูลนําเขา 340 ตัว เฉพาะในกรณีเกณฑ P

n 
= 1 ถาใหจํานวน

โหนดในชั้นซอนเปนจํานวนครึ่งหนึง่หรือ 34 โหนดจะมจีํานวนนอยไปจึงกาํหนดใหมีจํานวนโหนด
ชั้นซอนเทากบั 68 เฉพาะในกรณีนี ้จาํนวนขอมูลนําเขาและจํานวนโหนดในชั้นซอนแสดงดังตาราง
ที่ 3.1  
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ตารางที่ 3.1 จาํนวนขอมูลนาํเขาและจาํนวนโหนดในชัน้ซอน 

จํานวนองคประกอบ
ของแตละประเภท (P

n 
) 

จํานวนโหนดในชั้น
ซอน 

จํานวนขอมลูนําเขา 

1 68 68 
5 170 340 

3.2.2 เกณฑเปอรเซ็นตของความแปรปรวน 

 เกณฑเปอรเซ็นตของความแปรปรวนในงานวิจัยนี้ใชคาขีดแบง L = 0.50 และ 0.42 
ตารางดานลางนี้จะแสดงตัวอยางของการเลือกองคประกอบสําคัญโดยใชตารางคาของไอเกน 
และผลรวมสะสมคาของไอเกนชวยในการเลือกองคประกอบสําคัญดวยวิธีนี้ โดยกําหนดใหคาขีด
แบง L = 0.50 และแสดงเฉพาะตัวอักษร ก ซึ่งมีคาไอเกนที่เรียงจากมากไปนอยดังตารางที่ 3.2 

ตารางที่ 3.2 ตัวอยางคาของไอเกนและผลรวมสะสมคาของไอเกนของตัวอักษร ก 

อันดับขององคประกอบสาํคัญ คาของไอเกน ผลรวมสะสมคาของไอเกน 

1 0.2179 0.2179 

2 0.1276 0.3456 

3 0.0640 0.4096 

4 0.0542 0.4638 

5 0.0525 0.5163 

6 0.0485 0.5648 

7 0.0420 0.6068 

8 0.0322 0.6390 

9 0.0305 0.6695 

10 0.0267 0.6962 

 จากตารางที่ 3.2 เมื่อพิจารณาจะพบวาผลรวมสะสมคาของไอเกนที่นอยกวา 0.50 จึง
เลือกองคประกอบสําคัญตั้งแตตัวที่ 1 ถึงตัวที่ 4 
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 การทดลองนี้ใชคาขีดแบงเทากับ 0.50 และ 0.42 ตามลําดับ ซึ่งจะไดจํานวนขอมูลนําเขา 
คือ 335 ตัว และ 240 ตัว ดังแสดงในตารางตอไปนี้ 

ตารางที่ 3.3 จาํนวนขอมูลนาํเขาและโหนดในชั้นซอนของเกณฑเปอรเซ็นตของความแปรปรวน 

คาขีดแบง 
จํานวนโหนดในชั้น

ซอน 
จํานวนขอมลูนําเขา 

0.50 167 335 

0.42 120 240 

3.2.3 เกณฑการทดสอบกองเศษหินขอบภูเขา 

 ทําการพล็อตกราฟคาไอเกนของขอมูลชุดสอนกับทุกประเภท ดวยการสังเกตจุดเปลี่ยน
ความชันของกราฟเราจะไดจํานวนองคประกอบของขอมูลแตละประเภทดังตารางที่ 3.4 ตอไปนี้ 

ตารางที่ 3.4 จาํนวนองคประกอบสําคัญของเกณฑการทดสอบกองเศษหนิขอบภูเขา 

ประเภท ตัวอักษร จํานวนองคประกอบสาํคัญ 
1 ก 3 
2 ข 3 
3 ฃ 3 
4 ค  5 
5 ฅ  4 
6 ฆ  4 
7 ง  4 
8 จ  5 
9 ฉ  5 
10 ช  5 
11 ซ  3 
12 ฌ  5 
13 ญ  2 
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ตารางที่ 3.4 จาํนวนองคประกอบสําคัญของเกณฑการทดสอบกองเศษหนิขอบภูเขา (ตอ) 
ประเภท ตัวอักษร จํานวนองคประกอบสาํคัญ 

14 ฎ  4 
15 ฏ  4 
16 ฐ  4 
17 ฑ  4 
18 ฒ  2 
19 ณ  3 
20 ด  3 
21 ต  4 
22 ถ  3 
23 ท  3 
24 ธ  4 
25 น  2 
26 บ  3 
27 ป  3 
28 ผ  3 
29 ฝ  3 
30 พ  3 
31 ฟ  4 
32 ภ  2 
33 ม  3 
34 ย  4 
35 ร  4 
36 ล  2 
37 ว  5 
38 ศ  3 
39 ษ  3 
40 ส  2 
41 ห  2 
42 ฬ  5 
43 อ  3 
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ตารางที่ 3.4 จาํนวนองคประกอบสําคัญของเกณฑการทดสอบกองเศษหนิขอบภูเขา (ตอ) 
ประเภท ตัวอักษร จํานวนองคประกอบสาํคัญ 

44 ฮ  3 
45 ะ  3 
46 า   2 
47    ิ   3 
48    ี   4 
49    ึ   3 
50    ื  3 
51   ุ   2 
52   ู   4 
53   ็   4 
54   ั   3 
55      5 
56 เ  2 
57 โ  3 
58 ไ  3 
59 ใ   3 
60   ํ   2 
61 ฤ  2 
62 ฦ  2 
63 ๆ  3 
64 ฯ   3 
65      2 
66       2 
67        2 
68    2 

 จากขอมูลชุดสอนจะไดจํานวนขอมูลนําเขารวมทั้งสิ้น 305 ตัว 

ตารางที่ 3.5 จาํนวนโหนดชัน้ซอนและขอมูลนําเขาของเกณฑการทดสอบกองเศษหนิขอบภูเขา 

จํานวนโหนดในชั้นซอน จํานวนขอมลุนําเขา 
152 305 
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3.2.4 เกณฑการทดสอบการแบงกลุม 

 เราไดสังเกตความคลายคลึงของตัวอักษร จํานวนองคประกอบสําคัญของแตละประเภท
สามารถคํานวณไดจากสมการ (2.7) เมื่อรวมจํานวนองคประกอบสําคัญของแตละประเภทจะได
จํานวนขอมูลนําเขาทั้งหมด 262 ตัว ซึ่งสามารถแสดงการจับกลุมและจํานวนองคประกอบสําคัญ
ดังตารางที่ 3.6  

ตารางที่ 3.6 การจับกลุมดวยการสังเกตตวัอักษรที่คลายกัน 

กลุมที ่ ตัวอักษร 
จํานวนตัวอักษรที่
คลายกันในกลุม 

จํานวนองคประกอบ
สําคัญ 

1 ก ถ   2 5 

2 ข ฃ  2 5 

3 ค  ฅ   2 5 

4 ฆ    1 3 

5 ง    1 3 

6 จ    1 3 

7 ฉ    1 3 

8 ช  ซ   2 5 

9 ฌ  ณ   2 5 

10 ญ    1 3 

11 ฎ  ฏ   2 5 

12 ฐ    1 3 

13 ฑ    1 3 

14 ฒ    1 3 

15 ด  ต   2 5 

16 ท    1 3 

17 ธ    1 3 
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ตารางที่ 3.6 การจับกลุมดวยการสังเกตตวัอักษรที่คลายกัน (ตอ) 

กลุมที ่ ตัวอักษร 
จํานวนตัวอักษรที่
คลายกันในกลุม 

จํานวนองคประกอบ
สําคัญ 

18 น   1 3 

19 บ   1 3 

20 ป   1 3 

21 ผ   1 3 

22 ฝ   1 3 

23 พ   1 3 

24 ฟ   1 3 

25 ภ   1 3 

26 ม   1 3 

27 ย   1 3 

28 ร   1 3 

29 ล   1 3 

30 ว   1 3 

31 ศ   1 3 

32 ษ   1 3 

33 ส   1 3 

34 ห   1 3 

35 ฬ   1 3 

36 อ   1 3 

37 ฮ   1 3 
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ตารางที่ 3.6 การจับกลุมดวยการสังเกตตวัอักษรที่คลายกัน (ตอ) 

กลุมที ่ ตัวอักษร 
จํานวนตัวอักษรที่
คลายกันในกลุม 

จํานวนองคประกอบ
สําคัญ 

38 ะ   1 3 

39 า   1 3 

40  ิ   1 3 

41  ี  ึ  ื 3 7 

42  ุ   1 3 

43  ู   1 3 

44  ็   1 3 

45  ั   1 3 

46     1 3 

47 เ   1 3 

48 โ ไ ใ 3 7 

49  ํ   1 3 

50 ฤ   1 3 

51 ฦ   1 3 

52 ๆ ฯ  2 5 

53     1 3 

54     1 3 

55     1 3 

56     1 3 
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3.3 ขอกําหนดตางๆ ของนิวรอลเน็ตเวิรก 

 เมื่อไดขอมูลนําเขาที่จะทําการเรียนรูและรูจําดวยระบบนิวรอลเน็ตเวิรกแลว เรากําหนดให
นิวรอลเน็ตเวิรกเปนแบบแบ็กพรอพาเกชันนิวรอลเน็ตเวิรก ซึ่งมีจํานวนโหนดในชั้นซอนเปน 
คร่ึงหนึ่งของจํานวนขอมูลนําเขายกเวนเกณฑกําหนดลวงหนาที่คากําหนดลวงหนามีคาเทากับ
หนึ่งเทานั้นที่มีจํานวนโหนดในชั้นซอนเทากับจํานวนขอมูลนําเขา 

1. คาเริ่มตนของคาน้ําหนักและคาไบแอส 

 การกําหนดคาเริ่มตนของคาน้ําหนักและคาไบแอส ใชการสุมเลขจํานวนจริงระหวาง       
(-0.5, 0.5)  

2. ฟงกชันการกระตุน 

 ฟงกชันการกระตุนใชฟงกชันซิกมอยด ซึ่งใหคาของฟงกชันอยูระหวาง (0, 1) ทุกโหนด 

3. คาอัตราการเรียนรู (Learning Rate) 

 คาอัตราการเรียนรู เทากับ 0.05 

4. จํานวนโหนดในชั้นทางเขาและชั้นซอน  

 จํานวนโหนดขึ้นอยูกับเกณฑการเลือกองคประกอบสําคัญแตละแบบ ซึ่งสามารถแสดงได
ดังตารางที่ 3.7 

5. จํานวนโหนดในชั้นทางออก 

 เนื่องจากมีจํานวนประเภททั้งหมด 68 ประเภท จึงกําหนดใหจํานวนโหนดในชั้นทางออกมี
จํานวน 68 โหนด  

6. เงื่อนไขในการลูเขา (convergence)  

 กําหนดใหมีคาความผิดพลาดไมตํ่ากวา 0.0001 

7. จํานวนรอบในการเรียนรูสูงสุด  

กําหนดใหมีจาํนวนรอบในการเรียนรูสูงสุดคือ 200,000 รอบ
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ตารางที่ 3.7 จาํนวนโหนดชัน้ขอมูลนาํเขาและจํานวนโหนดใชซอนจากเกณฑการเลอืก
องคประกอบสําคัญแบบตางๆ 

เกณฑการเลอืกจํานวน
ขอมูลที่มลีักษณะสําคัญ 

จํานวนโหนด
ชั้นขอมูล
นําเขา 

จํานวนโหนด
ในชั้นซอน 

เกณฑกาํหนดลวงหนา  

P
n 
= 1 

68 68 

เกณฑกาํหนดลวงหนา  

P
n 
= 5 

340 170 

เกณฑเปอรเซน็ตของความ
แปรปรวน 0.50 

335 167 

เกณฑเปอรเซน็ตของความ
แปรปรวน 0.42 

240 120 

เกณฑทดสอบกองเศษหิน
ขอบภูเขา 305 152 

เกณฑการทดสอบการ
แบงกลุม 

262 131 

 

 



 28

บทที่ 4  
 

การทดลอง 
 

 บทนี้กลาวถึงการทดลองและผลการทดลองที่ไดจากการรูจําตัวอักษรภาษาไทยโดยใชการ
วิเคราะหองคประกอบสําคัญแบบหลายประเภทและนิวรอลเน็ตเวิรก โดยเนื้อหาในบทนี้จะแบง
ออกเปน รายละเอียดของขอมูลที่ใชในการทดลอง วิธีการทดลอง ผลการทดลองและวิเคราะหผล
การทดลอง  

4.1 ชุดขอมูลที่ใชในการทดลอง 

 ขอมูลที่ใชทดสอบการรูจําตัวพิมพอักษรไทยเปนขอมูลภาพที่เก็บไวในแฟมขอมูล 1 แฟม
ตอหนึ่งตัวอักษร การจัดเก็บขอมูลภาพของตัวอักษรจัดเก็บโดยใชวิธีการจัดเก็บแบบ Windows 
Bitmap (BMP) โดยตัวอักษรที่ใชในการวิจัยนี้ใชรูปแบบของทรูไทปที่มีอยูบนระบบปฏิบัติการ
วินโดวส โดยการทดลองนี้ใชตัวอักษร 6 รูปแบบคือ AngsanaUPC, BrowaliaUPC, CordiaUPC, 
DilleniaUPC, EucrosiaUPC และ FreesiaUPC โดยรูปแบบแตละรูปแบบจะมีตัวอักษรทั้งหมด 
68 ตัวแบงออกเปน 2 กลุมใหญๆ ไดดังนี้ 

พยัญชนะ 44 ตัวอักษร ไดแก 

 ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ 
ษ ส ห ฬ อ ฮ 

สระและวรรณยุกตรวม 24 ตัวอักษร  ไดแก 

 ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                  

นอกจากนี้แตละรูปแบบของตัวอักษรจะประกอบดวยตัวอักษรขนาด 16, 18, 20, 22, 24, 26, 28 
และ 36 จุด ดังนั้นในหนึ่งชุดตัวอักษรจะมีทั้งหมด 3264 ตัวอักษร ตัวอยางตัวอักษรที่ใชสามารถดู
ไดที่ภาคผนวก ก  

ขอมูลมีทั้งหมด 3 ชุดดังนี้ 

1. ชุดสอน: ชุดขอมูลตนแบบสําหรับใชสอน ไดมาจากการพิมพตัวอักษรทั้งหมด 3264 
ตัวอักษรจากโปรแกรม Microsoft Word ดวยเครื่องพิมพแบบเลเซอรที่ความละเอียด 600 จุดตอ
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นิ้ว แลวนําเอกสารที่ไดไปทําการอานดวยเครื่องสแกนเนอรโดยใชความละเอียด 200 จุดตอนิ้ว 
แลวทําการตัดตัวอักษรเก็บลงแฟมขอมูล 1 แฟมตอหนึ่งตัวอักษร  

2. ชุดทดสอบที่ 1: ขอมูลสําหรับใชทดสอบชุดที่ 1 ไดมาจากการนําเอกสารที่ไดมาจาก 
ชุดสอนมาทําการถายเอกสารดวยเครื่องถายเอกสารโดยปรับความเขมของการถายใหจางลง  
แลวนําเอกสารที่ไดจากการถายเอกสารไปทําการอานดวยเครื่องสแกนเนอรที่ความละเอียด 200 
จุดตอนิ้ว แลวทําการตัดตัวอักษรเก็บลงแฟมขอมูล 1 แฟมตอหนึ่งตัวอักษร 

3. ชุดทดสอบที่ 2: ขอมูลสําหรับใชทดสอบชุดที่ 2 ไดมาจากการนําเอกสารที่ไดมาจาก 
ชุดสอนมาทําการถายเอกสารดวยเครื่องถายเอกสารโดยปรับความเขมของการถายใหเขมข้ึน  
แลวนําเอกสารที่ไดจากการถายเอกสารไปทําการอานดวยเครื่องสแกนเนอรที่ความละเอียด 200 
จุดตอนิ้ว แลวทําการตัดตัวอักษรเก็บลงแฟมขอมูล 1 แฟมตอหนึ่งตัวอักษร  

4.2 วิธีการทดลอง 

 การทดลองแบงออกเปน 2 ข้ันตอนคือ 

4.2.1 ขั้นตอนการเรียนรู 

1. ทําการประมวลผลภาพเบื้องตนและแปลงขอมูลรูปภาพตัวอักษรเก็บขอมูลในรูปแบบไฟล
ตัวอักษร (text file) โดยจัดเก็บในรูปแบบ 0 แทนจุดขาว และ 1 แทนจุดดํา ในการทดลอง
นี้มีขอมูลแตละประเภทจํานวน 48 ตัวอยางดวยกัน โดยจัดเก็บแยกตามประเภทเปนไฟล
โดยชื่อ 01.txt ถึง 68.txt 

2. ทําการวิเคราะหองคประกอบสําคัญหาเมตริกซคาไอเกนและเวกเตอรคาเฉลี่ย ซึ่งจะได
ไฟลขอมูลที่เก็บคาเมตริกซไอเกนเวกเตอรไฟลชื่อ eval_01.txt ถึง eval_68.txt และไฟลที่
เก็บเวกเตอรคาเฉลี่ยมีชื่อ mean_01.txt ถึง mean_68.txt  

3. ทําการวิเคราะหองคประกอบสําคัญของขอมูลชุดทดสอบของแตละประเภท แลวจัดเก็บ
โดยแยกตามเกณฑในแฟมที่ตางกัน 6 ชนิด ดังนี้ 

• เกณฑกําหนดลวงหนา โดย P
n 
= 1 

• เกณฑกําหนดลวงหนา โดย P
n 
= 5 

• เกณฑเปอรเซ็นตของความแปรปรวน 0.50 

• เกณฑเปอรเซ็นตของความแปรปรวน 0.42 
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• เกณฑการทดสอบกองเศษหินขอบภูเขา 

• เกณฑการทดสอบการแบงกลุม 

4. จากชุดขอมูลสอนทําการแปลงแบบเค-แอลกับขอมูลแตละประเภทดวยเกณฑตางๆ กัน 
จะไดกลุมขอมูลที่ไดทําการแปลงแลวของแตละประเภท เก็บเปนไฟลชื่อ OCR_Train.txt 
ซึ่งในไฟลดังกลาวเก็บขอมูลนําเขาชุดสอนและระบุประเภทที่ถูกตองของขอมูลชุดสอน 

5. ทําการสรางนิวรอลเน็ตเวิรก ซึ่งในงานวิจัยนี้ใชชุดคําสั่งสําหรับการพัฒนานิวรอลเน็ตเวิรก
ที่มีชื่อวา Fast Artificial Neural Network Library (FANN) เวอรชัน 2.0 ดาวนโหลดได
จากเวบไซต http://fann.sourceforge.net ทําการคอมไพลบนระบบปฏิบัติการวินโดว
เอ็กซพี ดวย Microsoft Visual C++ เวอรชัน 6 และจะไดโปรแกรมชื่อ OCR_Trainer.exe 

6. ทําการเรียนรูโดยโปรแกรม OCR_Trainer.exe โดยจะรับไฟลขอมูลนําเขา OCR_Train.txt 
โดยกําหนดเงื่อนไขในการเรียนรูตางๆ ตามที่ไดออกแบบในบทที่ 3 ใหทํางานเรียนรู
อัตโนมัติไปเร่ือยๆ จนถึงเงื่อนไขในการลูเขา หรือจนถึงจํานวนรอบที่กําหนดไว โดย
โปรแกรมไดกําหนดใหโปรแกรมทําการบันทึกคาน้ําหนักและคาไบแอสทุก 1000 รอบ 
จัดเก็บเปนไฟลชื่อ OCR_<จํานวนรอบการเรียนรู>.net เชน OCR_10000.net โดยขอมูล
ดังกลาวจะใชในระบบการรูจําตอไป 

4.2.2 ขั้นตอนการรูจํา 

1. ทําการประมวลผลภาพเบื้องตนและแปลงขอมูลรูปภาพตัวอักษรชุดทดสอบโดยจัดเก็บใน
รูปแบบ 0 แทนจุดขาว และ 1 แทนจุดดํา โดยจัดเก็บแยกตามประเภทเปนไฟลโดยชื่อ 
01.txt ถึง 68.txt 

2. ทําการแปลงแบบเค-แอลกับขอมูลชุดทดสอบแตละประเภทดวยเกณฑตางๆ กัน โดยใช
เมตริกซการแปลงที่ไดจากขั้นตอนการเรียน จะไดกลุมขอมูลที่ไดทําการแปลงแลวของแต
ละประเภท เก็บเปนไฟลชื่อ OCR_Test.txt ซึ่งในไฟลดังกลาวเก็บขอมูลนําเขาชุดสอนและ
ระบุประเภทที่ถูกตองของขอมูลชุดสอน 

3. ทําการสรางโปรแกรมสําหรับการรูจําโดยชุดคําสั่งสําหรับการพัฒนานิวรอลเน็ตเวิรก Fast 
Artificial Neural Network Library ดวยคอมไพลเลอร Microsoft Visual C++ จะได
โปรแกรมชื่อ TestOCR.exe 

4. ทําการรูจํากับขอมูลชุดทดสอบโดยโปรแกรม TestOCR.exe ทํางานจะอานไฟลคา
น้ําหนักและคาไบแอสจากไฟลชื่อ OCR_<จํานวนรอบการเรียนรู>.net โดยเลือกใชไฟลคา
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น้ําหนักและคาไบแอสที่มีคาความถูกตองจากการทดสอบดวยขอมูลชุดสอนมากที่สุด 
และรับขอมูลนําเขาที่ไดทําการแปลงแบบเค-แอลดวยเกณฑแบบตางๆ แลวบันทึกผลการ
รูจําเปนไฟลชื่อ result.txt โปรแกรมจะคํานวณเปอรเซ็นตความถูกตองจากการรูจําขอมูล
ชุดทดสอบ โดยเก็บขอมูลผลลัพธการรูจําเปนเปอรเซ็นตความถูกตองแยกตามตัวอักษร
แตละประเภท และเปอรเซ็นตความถูกตองโดยเฉลี่ยทั้งหมด 

4.3 ผลการทดลอง 

 ผลความถูกตองในการรูจําแตละวิธีแสดงผลในตารางที่ 4.1 และตารางที่ 4.2 สวนจํานวน
ตัวอยางที่รูจําผิดพลาดดวยนิวรอลเน็ตเวิรกแยกตามตัวอักษรแสดงโดยตารางที่ 4.3 และตารางที่ 
4.4 

ตารางที่ 4.1. ผลการทดลองที่ไดจากการใชวิธีการเลือกขอมูลที่มีลักษณะสําคัญดวยวิธีตางๆ กับ
ชุดทดสอบที่ 1 

เกณฑการเลือกจํานวน
ขอมูลที่มีลักษณะสําคัญ 

จํานวนองคประกอบ
สําคัญทั้งส้ิน (ตัว) 

จํานวนตัวอยางที่รูจําผิด  

(เปอรเซ็นตความถูกตอง) 

เกณฑกําหนดลวงหนา  
P

n
 = 1 

68 86 (97.37%) 

เกณฑกําหนดลวงหนา  
P

n
 = 5 

340 81 (97.52%) 

เกณฑเปอรเซ็นตของความ
แปรปรวน 0.50 

335 78 (97.61%) 

เกณฑเปอรเซ็นตของความ
แปรปรวน 0.42 

240 81 (97.52%) 

เกณฑทดสอบกองเศษหิน
ขอบภูเขา 305 73 (97.76%) 

เกณฑการทดสอบการ
แบงกลุม 

262 70 (97.86%) 
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ตารางที่ 4.2 ผลการทดลองที่ไดจากการใชวิธีการเลือกขอมูลที่มีลักษณะสําคัญดวยวิธีตางๆ กับ 
ชุดทดสอบที่  2 

เกณฑการเลือกจํานวน
ขอมูลที่มีลักษณะสําคัญ 

จํานวนองคประกอบ
สําคัญทั้งส้ิน (ตัว) 

จํานวนตัวอยางที่รูจําผิด  

(เปอรเซ็นตความถูกตอง) 

เกณฑกําหนดลวงหนา 
P

n
 = 1 

68 116 (96.45%) 

เกณฑจํานวนของไอเกน 
P

n
 = 5 

340 107 (96.72%) 

เกณฑเปอรเซ็นตของความ
แปรปรวน 0.50 335 108 (96.69%) 

เกณฑเปอรเซ็นตของความ
แปรปรวน 0.42 

240 105 (96.78%) 

เกณฑทดสอบกองเศษหิน
ขอบภูเขา 305 113 (96.54%) 

เกณฑการทดสอบการ
แบงกลุม 

262 104 (96.81%) 

 

ตารางที่ 4.3 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 1 

  จํานวนตัวอยางที่รูจําผิดพลาด   
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
 Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ก 48 0 0 0 3 0 1 
ข 48 5 4 4 4 4 3 
ฃ 48 4 5 3 2 2 3 
ค 48 3 0 2 2 3 1 
ฅ 48 3 4 2 3 4 3 
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ตารางที่ 4.3 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 1 (ตอ) 

  จํานวนตัวอยางที่รูจําผิดพลาด  
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ฆ 48 1 0 0 0 0 1 
ง 48 0 2 0 1 0 0 
จ 48 1 3 1 0 1 1 
ฉ 48 0 0 0 0 2 0 
ช 48 1 0 0 0 1 1 
ซ 48 3 3 3 3 3 3 
ฌ 48 2 2 0 2 2 3 
ญ 48 1 0 0 0 0 1 
ฎ 48 4 3 4 3 3 2 
ฏ 48 4 2 3 4 3 3 
ฐ 48 0 0 0 0 0 0 
ฑ 48 0 0 0 0 0 1 
ฒ 48 0 0 2 0 0 0 
ณ 48 0 0 0 0 0 0 
ด 48 1 2 2 1 3 1 
ต 48 2 2 3 2 1 3 
ถ 48 0 1 0 0 0 0 
ท 48 2 2 2 2 2 2 
ธ 48 2 1 2 2 1 2 
น 48 0 2 1 0 0 0 
บ 48 2 2 2 2 2 2 
ป 48 0 0 0 1 1 0 
ผ 48 0 0 0 1 0 1 
ฝ 48 0 1 1 2 0 1 
พ 48 0 0 0 0 0 0 
ฟ 48 3 2 1 1 2 1 
ภ 48 0 0 0 0 0 0 
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ตารางที่ 4.3 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 1 (ตอ) 

  จํานวนตัวอยางที่รูจําผิดพลาด  
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา 
Pn = 1 

กําหนดลวงหนา 
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ม 48 0 0 0 0 0 0 
ย 48 2 2 2 2 2 1 
ร 48 0 0 0 1 0 0 
ล 48 1 0 2 2 1 1 
ว 48 1 2 2 1 2 1 
ศ 48 0 0 0 1 1 1 
ษ 48 0 1 0 0 0 0 
ส 48 0 0 0 0 0 0 
ห 48 1 0 0 0 0 0 
ฬ 48 0 1 1 1 0 1 
อ 48 1 1 0 0 1 0 
ฮ 48 2 0 1 2 1 1 
ะ 48 2 2 1 1 2 1 
า 48 1 1 1 1 0 1 
 ิ 48 2 2 1 2 2 3 
 ี 48 1 0 1 1 0 2 
 ึ 48 2 2 2 2 2 2 
 ื 48 2 2 2 2 2 2 
 ุ 48 1 1 2 1 2 0 
 ู 48 2 2 1 2 2 2 
 ็ 48 1 0 1 0 1 0 
 ั 48 2 2 2 3 1 1 
  48 0 0 0 0 0 0 
เ 48 2 2 2 1 1 0 
โ 48 0 0 1 3 0 0 
ไ 48 1 1 3 3 2 2 
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ตารางที่ 4.3 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 1 (ตอ) 

  จํานวนตัวอยางที่รูจําผิดพลาด  
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ใ 48 1 2 2 1 0 0 
 ํ 48 2 3 3 2 2 3 
ฤ 48 2 1 2 0 0 0 
ฦ 48 1 1 1 0 0 0 
ๆ 48 2 2 1 1 2 1 
ฯ 48 0 1 0 0 0 0 
  48 2 0 0 1 0 0 
  48 0 1 0 0 1 1 
  48 0 1 0 0 1 0 
  48 5 2 3 3 2 3 

รวม 3264 86 81 78 81 73 70 

 
ตารางที่ 4.4 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 

ชุดทดสอบที่ 2  

  จํานวนตัวอยางที่รูจําผิดพลาด   
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ก 48 0 1 1 0 2 2 
ข 48 4 4 3 4 4 3 
ฃ 48 5 4 5 6 5 3 
ค 48 5 2 3 4 3 1 
ฅ 48 2 3 4 4 4 3 
ฆ 48 0 4 0 3 2 2 
ง 48 2 1 0 0 2 0 
จ 48 3 2 2 2 3 2 
ฉ 48 2 2 2 1 2 3 
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ตารางที่ 4.4 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 2 (ตอ) 

  จํานวนตัวอยางที่รูจําผิดพลาด   
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ช 48 4 3 2 2 2 4 
ซ 48 2 2 3 1 3 1 
ฌ 48 0 0 0 0 0 1 
ญ 48 0 1 0 0 0 0 
ฎ 48 3 2 3 1 3 2 
ฏ 48 2 1 2 2 2 4 
ฐ 48 0 2 1 1 0 0 
ฑ 48 0 1 0 1 0 0 
ฒ 48 0 1 3 0 2 0 
ณ 48 0 1 0 1 2 2 
ด 48 4 3 3 2 2 1 
ต 48 4 3 3 3 3 3 
ถ 48 3 2 2 2 2 3 
ท 48 1 1 1 0 2 0 
ธ 48 2 1 2 1 2 2 
น 48 2 2 2 3 2 2 
บ 48 0 0 0 1 0 0 
ป 48 0 0 0 0 1 0 
ผ 48 2 2 2 2 2 2 
ฝ 48 0 0 1 1 1 0 
พ 48 1 1 2 2 2 3 
ฟ 48 0 1 0 2 2 0 
ภ 48 0 1 2 1 0 0 
ม 48 2 1 2 1 2 4 
ย 48 2 3 2 2 2 3 
ร 48 2 2 2 2 2 2 
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ตารางที่ 4.4 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 2 (ตอ) 

  จํานวนตัวอยางที่รูจําผิดพลาด   
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ล 48 0 1 2 1 1 0 
ว 48 2 2 2 2 2 5 
ศ 48 1 1 2 2 1 0 
ษ 48 2 1 2 1 2 2 
ส 48 1 2 2 1 2 1 
ห 48 1 0 1 0 2 0 
ฬ 48 0 0 0 1 0 1 
อ 48 1 1 2 2 2 3 
ฮ 48 1 1 1 2 1 1 
ะ 48 2 2 2 1 2 2 
า 48 1 2 1 2 2 1 
 ิ 48 0 0 0 1 1 0 
 ี 48 0 0 0 1 0 0 
 ึ 48 1 1 1 1 2 1 
 ื 48 0 0 0 0 0 0 
 ุ 48 3 2 1 1 1 1 
 ู 48 3 2 2 1 2 2 
 ็ 48 4 2 3 3 2 2 
 ั 48 4 2 2 1 2 2 
  48 3 2 3 2 2 3 
เ 48 4 3 3 2 1 5 
โ 48 0 1 0 0 0 4 
ไ 48 0 0 0 0 0 0 
ใ 48 3 2 3 2 2 2 
 ํ 48 3 1 0 1 1 0 
ฤ 48 2 1 0 1 0 0 
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ตารางที่ 4.4 จาํนวนตวัอยางที่รูจําผิดพลาดดวยนวิรอลเน็ตเวิรกแยกตามตัวอักษรบน 
ชุดทดสอบที่ 2 (ตอ) 

  จํานวนตัวอยางที่รูจําผิดพลาด   
ตัวอักษร 

จํานวน
ตัวอยาง
ทั้งหมด 

กําหนดลวงหนา  
Pn = 1 

กําหนดลวงหนา  
Pn = 5 

เปอรเซ็นตความ
แปรปรวน 0.50 

เปอรเซ็นตความ
แปรปรวน 0.42 

การทดสอบกองเศษ
หินขอบภูเขา 

การทดสอบ 
การแบงกลุม 

ฦ 48 3 2 2 3 1 2 
ๆ 48 3 3 4 4 3 3 
ฯ 48 2 2 2 1 2 0 
  48 2 2 1 2 0 2 
  48 0 2 1 2 2 0 
  48 1 1 1 1 1 0 
  48 3 3 2 2 3 1 

รวม 3264 116 107 108 105 113 104 

4.4 วิเคราะหผลการทดลอง 

 ดังแสดงในตารางที่ 4.4 ตัวอักษรที่คลายกัน (เชน  ข-ฃ, ฎ-ฎ และ ด-ต เปนตน) มักมีอัตรา
ผิดพลาดที่สูงกวาตัวอักษรอื่น ตัวอยางเชนตัวอักษร ข มีความถูกตองในการรูจําเฉลี่ยที่ตํ่าเพียง 
91.84% เนื่องจากตัวอักษรมีความคลายคลึงกันมากทําใหเปนปญหาในการจําแนกประเภท แต
เมื่อมีการเพิ่มจํานวนองคประกอบสําคัญโดยเฉพาะในประเภทที่มีลักษณะคลายกันเหลานี้ ดวย
วิธีการทดสอบการแบงกลุมจะพบวามีความถูกตองในการรูจําที่สูงขึ้น ในการทดลองของตัวอักษร 
ข เกณฑการทดสอบการแบงกลุมมีเปอรเซ็นตความถูกตอง 93.75% ทั้งนี้เนื่องจากมีจํานวน
องคประกอบสําคัญมากขึ้น ทําใหความถูกตองในการรูจําประเภทตัวอักษรที่คลายกันมีความ
ถูกตองมากยิ่งขึ้น 
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ตารางที่ 4.5 คาความถูกตองของการรูจําจากการวิเคราะหองคประกอบสําคัญแบบดั้งเดิม
เปรียบเทยีบกบัการวิเคราะหองคประกอบสําคัญแบบหลายประเภท 

เกณฑที่ใช ชุดทดสอบที่ 1 ชุดทดสอบที่ 2 คาเฉล่ีย 

การวิเคราะหองคประกอบสําคัญแบบดั้งเดิม 97.15% 96.54% 96.86% 
เกณฑกําหนดลวงหนา P

n
 = 1 97.35% 96.45% 96.80% 

เกณฑกําหนดลวงหนา P
n
 = 5 97.51% 96.73% 97.12% 

เกณฑเปอรเซ็นตของความแปรปรวน 0.50 97.59% 96.67% 97.13% 
เกณฑเปอรเซ็นตของความแปรปรวน 0.42 97.51% 96.79% 97.15% 

เกณฑทดสอบกองเศษหินขอบภูเขา 97.77% 96.53% 97.15% 
เกณฑการทดสอบการแบงกลุม 97.85% 96.82% 97.34% 

 ผลการทดลองของงานวิจัยนี้ดังตารางที่ 4.5 เมื่อเทียบกับวิธีการวิเคราะหองคประกอบ
สําคัญโดยนิวรอลเน็ตเวิรกแบบดั้งเดิม พบวาผลการทดลองดวยวิธีตางๆ โดยสวนใหญแลวใหผล
การรูจําเฉลี่ยที่ดีข้ึนเมื่อเทียบกับวิธีด้ังเดิม สวนวิธีที่ใหความถูกตองในการรูจําตัวอักษรภาษาไทย
สูงที่สุดคือเกณฑการทดสอบการแบงกลุมที่ถึงแมจํานวนขอมูลนําเขานอยกวาวิธีเปอรเซ็นตความ
แปรปรวน 0.50 (นอยกวา 30 ตัว) แตก็มีความถูกตองในการรูจําที่สูงกวา ซึ่งไดเปอรเซ็นตความ
ถูกตองสําหรับชุดทดสอบที่ 1 คือ 97.85% เปอรเซ็นตความถูกตองสําหรับชุดทดสอบที่ 2 คือ 
96.82% เปอรเซ็นตความถูกตองเฉลี่ยคือ 97.34%  

 จากการทดลองเราสามารถสรุปขอดี-ขอเสียของเกณฑการวิเคราะหองคประกอบสําคัญ
แบบตางๆ ไดดังตารางที่ 4. 6 

ตารางที่ 4. 6 ขอดี-ขอเสียของเกณฑการวเิคราะหองคประกอบสําคัญแบบตางๆ 

เกณฑในการเลือก
องคประกอบสําคัญ ขอดี ขอเสีย 

กําหนดลวงหนา  เปนกระบวนการที่งายที่สุด อาจมีประสิทธิภาพนอยกวาวิธี
อ่ืน 

เปอรเซ็นตของความ
แปรปรวน 

มีเกณฑในการที่เลือกทีง่าย 
รูจําตัวอักษรทีม่ีความซับซอน
ไดดี 

ตัวอักษรที่คลายกนัอาจใหการ
รูจํามีประสิทธภิาพที่ไมดี 
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ตารางที่ 4. 6 ขอดี-ขอเสียของเกณฑการวเิคราะหองคประกอบสําคัญแบบตางๆ (ตอ) 

เกณฑในการเลือก
องคประกอบสําคัญ ขอดี ขอเสีย 

การทดสอบกองเศษหนิขอบ
ภูเขา 

มีเกณฑในการที่เลือกทีง่าย 
รูจําตัวอักษรทีม่ีความซับซอน
ไดดี 

เสียเวลาในการพล็อตกราฟและ
สังเกตตัวอักษรทั้ง 68 ประเภท 
และตัวอักษรที่คลายกันอาจให
ประสิทธิภาพในการรูจาํที่ไมดี 

การทดสอบการแบงกลุม มีประสิทธิภาพมากที่สุด โดยที่
ตัวอักษรที่คลายกนัใหความ
ถูกตองในการรูจําดีที่สุด 

เสียเวลาในการเลือกตัวอักษร 
และถาเลือกไมดีอาจทาํให
ประสิทธิภาพในการรูจาํไมดี 
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บทที่ 5  
 

สรุปผลการวิจัยและขอเสนอแนะ 
 

5.1 สรุปผลการวิจัย 

 งานวิจัยนี้ไดนําเสนอวิธีการวิเคราะหองคประกอบสําคัญแบบหลายประเภทซึ่งเปนวิธีใหม
ในการรูจําตัวอักษรภาษาไทย มีขอดีคือสามารถใชเกณฑการเลือกจํานวนองคประกอบสําคัญของ
ขอมูลแตละประเภทแบบตางๆ ทําใหมีความยึดหยุนในปรับจํานวนขอมูลที่มีลักษณะสําคัญที่
เหมาะสมโดยสวนใหญจํานวนขอมูลองคประกอบสําคัญในแตละประเภทถามีจํานวนมากกวาจะ
ใหผลการรูจําที่ถูกตองมากกวาแตทั้งนี้ยังขึ้นกับเกณฑการเลือกองคประกอบสําคัญดวย 

 ข้ันตอนการทดลองแบงออกเปน 2 ข้ันตอน คือ ข้ันตอนการสอนและขั้นตอนการทดสอบ 
ในขั้นตอนการสอนใชขอมูลชุดสอนซึ่งประกอบดวยตัวอักษรตนแบบจํานวน 3264 ตัว ทําการ
วิเคราะหองคประกอบสําคัญแบบหลายประเภทดวยเกณฑตางๆ โดยเราไดเสนอเกณฑที่แตกตาง
กัน 4 วิธีและทําการเรียนรูดวยนิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชัน  สวนขั้นตอนการเรียนรูใช
ขอมูลชุดทดสอบซึ่งประกอบดวยตัวอักษร 2 ชุด ซึ่งไดจากการนําตัวอักษรตนแบบไปถายเอกสาร
ใหจางลงและเขมข้ึนแตละชุดมีจํานวน 3264 ตัว รวมทั้งหมด 6528 ตัว ทําการวิเคราะห
องคประกอบสําคัญแบบหลายประเภทโดยใชเวกเตอรคาเฉลี่ยและเมตริกซไอเกนเวกเตอรที่ไดจาก
ขอมูลชุดสอนดวยเกณฑตางๆ แลวทําการรูจําดวยนิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชันที่ไดจาก
ข้ันตอนการเรียนรู เพื่อวัดความถูกตองในการรูจํา 

 โครงสรางของระบบการรูจําตัวอักษรภาษาไทยโดยใชวิธีการวิเคราะหองคประกอบสําคัญ
แบบหลายประเภทสามารถแบงออกเปน 2 สวน คือ สวนการวิเคราะหองคประกอบสําคัญแบบ
หลายประเภท และสวนการรูจําตัวอักษรดวยนิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชัน ในสวนของ
การวิเคราะหองคประกอบสําคัญแบบหลายประเภทเราไดเสนอวิธีการในการเลือกองคประกอบ
สําคัญที่แตกตางดวยกัน 4 วิธี ซึ่งแตละวิธีมีขอดีขอเสียดังตารางที่ 4. 6 โดยเกณฑกําหนดลวงหนา
เปนวิธีการที่งายที่สุดแตมีประสิทธิภาพในการรูจํานอยที่สุดเนื่องจากไมมีการพิจารณาความ
ซับซอนหรือความคลายคลึงของตัวอักษร เกณฑเปอรเซ็นตความแปรปรวนและเกณฑกองเศษหิน
ขอบภูเขามีการวิเคราะหความซับซอนของตัวอักษรทําใหมีประสิทธิภาพดีข้ึน เกณฑการทดสอบ
การแบงกลุมมีการวิเคราะหความคลายคลึงตัวอักษรทําใหมีประสิทธิภาพที่ดีเชนกัน ในสวนการ
รูจําตัวอักษรดวยนิวรอลเน็ตเวิรกแบบแบ็กพรอพาเกชัน นิวรอลเน็ตเวิรกมีจํานวนโหนดของชั้น
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นําเขาที่นอยที่สุดคือ 68 โหนดและมากที่สุด 335 โหนด จํานวนโหนดชั้นซอนเปนครึ่งหนึ่งของ
จํานวนโหนดชั้นนําเขายกเวนเกณฑกําหนดลวงหนา P

n
 = 1 ที่มีจํานวนโหนดชั้นซอนเทากับจํานวน

โหนดชั้นนําเขา  

 ผลความถูกตองของการรูจําโดยใชการวิเคราะหองคประกอบสําคัญแบบหลายประเภท
ใหผลการรูจําเฉลี่ยที่ดีข้ึนเมื่อเทียบกับการวิเคราะหองคประกอบสําคัญแบบดั้งเดิม ผลความ
ถูกตองของการรูจําขึ้นอยูกับ เกณฑการเลือกองคประกอบสําคัญ จํานวนโหนดในชั้นนําเขา 
จํานวนโหนดในชั้นซอน และขอกําหนดอื่นๆ ของนิวรอลเน็ตเวิรก โดยเกณฑการทดสอบการ
แบงกลุมมีผลการรูจําโดยเฉลี่ยดีที่สุดคือ 97.34%  

5.2 ขอเสนอแนะ 

งานวิจัยนี้มีจุดประสงคเพื่อเพิ่มประสิทธิภาพการรูจําซึ่งมีขอเสนอแนะดังตอไปนี้ 

1. การใชเกณฑการเลือกองคประกอบสําคัญแบบอื่นซึ่งตองมีการคนควาหรือวิจัยเพิ่มเติม 
เพื่อเพิ่มประสิทธิภาพในการรูจําใหดียิ่งขึ้น  

2. การปรับเพิ่มหรือลดจํานวนองคประกอบในแตละเกณฑการเลือกองคประกอบสําคัญ ให
มากข้ึนหรือนอยลงตามความเหมาะสม เชน เมื่อตองการความรวดเร็วมากขึ้นและใช
หนวยความจํานอยลง เราอาจลดจํานวนองคประกอบสําคัญลงได เปนตน 

3. การปรับปรุงจํานวนโหนดในชั้นซอนของนิวรอลเน็ตและจํานวนรอบการเรียนรู เพิ่ม
ประสิทธิภาพในการรูจําใหดียิ่งขึ้น 

4. การใชจํานวนตัวอักษรชุดสอนจํานวนมากขึ้น และมีความหลากหลายที่มากขึน้กวาทีใ่ชใน
การวิจัยนี้ (การวิจัยนี้ใชจํานวน 3264 ตัวอักษร) ในการเรียนรูเพื่อใหการเรียนรูทําไดดีข้ึน 
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ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ  
ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ  
ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ ะ  
า    ิ     ี     ึ     ื     ุ    ู     ็    ั      เ โ ไ ใ   ํ  
ฤ ฦ ๆ ฯ                   

 

ตัวอักษรตนแบบรูปแบบ BrowaliaUPC 

 

ขนาด 16 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 
ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 18 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
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ขนาด 20 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 22 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 24 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 26 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                 
  
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ขนาด 28 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต 
ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ           
      
ขนาด 36 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ  
ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ  
ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ ะ  
า    ิ     ี     ึ     ื     ุ    ู     ็    ั      เ โ ไ ใ   ํ  
ฤ ฦ ๆ ฯ                   
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ตัวอักษรตนแบบรูปแบบ CordiaUPC 

 

ขนาด 16 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  

ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 18 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 20 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 22 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
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ขนาด 24 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 
ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
 

ขนาด 26 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                 
  
ขนาด 28 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต 
ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ             
      
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ขนาด 36 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ  
ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ  
ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ ะ  
า    ิ     ี     ึ     ื     ุ    ู     ็    ั      เ โ ไ ใ   ํ  
ฤ ฦ ๆ ฯ                   

 

 

ตัวอักษรตนแบบรูปแบบ DilleniaUPC 

 

ขนาด 16 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  

ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 18 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
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ขนาด 20 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 22 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 24 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
 

ขนาด 26 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
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ขนาด 28 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ             
      
ขนาด 36 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ  
ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ  
ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ ะ  
า    ิ     ี     ึ     ื     ุ    ู     ็    ั      เ โ ไ ใ   ํ  
ฤ ฦ ๆ ฯ                   
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ตัวอักษรตนแบบรูปแบบ EucrosiaUPC 

 

ขนาด 16 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 
ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 18 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 20 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 22 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
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ขนาด 24 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
 

ขนาด 26 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                 
  
ขนาด 28 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ           
      
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ขนาด 36 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ  
ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ  
ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ ะ  
า    ิ     ี     ึ     ื     ุ    ู     ็    ั      เ โ ไ ใ   ํ  
ฤ ฦ ๆ ฯ                   
 
 

ตัวอักษรตนแบบรูปแบบ FreesiaUPC 

 

ขนาด 16 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 
ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   

ขนาด 18 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
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ขนาด 20 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 22 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 24 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                   
ขนาด 26 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ                 
  
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ขนาด 28 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ ฐ ฑ ฒ ณ ด ต 
ถ  
ท ธ น บ ป ผ ฝ พ ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ 

ะ า    ิ    ี    ึ    ื   ุ    ู    ็    ั      เ โ ไ ใ   ํ ฤ ฦ ๆ ฯ           
      
ขนาด 36 จุด 

ก ข ฃ ค ฅ ฆ ง จ ฉ ช ซ ฌ ญ ฎ ฏ  
ฐ ฑ ฒ ณ ด ต ถ ท ธ น บ ป ผ ฝ พ  
ฟ ภ ม ย ร ล ว ศ ษ ส ห ฬ อ ฮ ะ  
า    ิ     ี     ึ     ื     ุ    ู     ็    ั      เ โ ไ ใ   ํ  
ฤ ฦ ๆ ฯ                   
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