APPENDIX D

SOLVING LINEAR RATIONAL EXPECTATION AND THE
KALMAN FILTER

D.1 Writing Equations as Linear Rational Expectation System.

Linear rational expectations system (LRE System) as:

0= Ax, +Bx,_, +Cy, + Dz, (D11)
0=FE, (X, )+Gx + HX_ + JE (V1) + Ky, + LE (2., ) + Mz, (D1.2)
Et(ZHl): Nz, +Et(‘§t+l)’Et(§t+l):0 (D1.3)

fort=0,12,...
We can write all equations in terms of the linear rational expectations

system as following:

NON-EXPECTATIONAL EQUATIONS (6.1):

0=-y,—[(1-a)s +q] (D1.4)
0=—(S, =Sy )+ 7r, — 7y, +& (D1.5)
0=-m+(1-a)m, +ar., (D1.6)
0=-mc, +ﬁ(cI —hc, )+ oy, +as,—(1+9¢)a, (D1.7)
0=-y, +(2-a)ans, +(1-a)c +any, +ay; (D1.8)
Oz_rt+prrt—l+(1_pr)(¢l7z.t+¢2yt)+gr[ (D1.10)
O=—y, + Ay, +& (D1.11)
O=—1 +p.r, +& (D1.12)
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EXPECTATIONAL EQUATIONS (6.2):
0=E {Q,—0 -1 +5 -7, +&} (D1.13)

0=FE {_”F,t + B (1= O ) g1 + Ot oy + A, + 6 } (D1.14)

0=E {7y, + B(L=BOy ) T 1 + O Ty o + Ay MC, + 5 | (D1.15)

1_h l_h * * 1_h

0=E, {cm—hct —( )rt+( )7zt+1—yt +hyt1+—qt} (D1.16)
o) o o)

EXOGENOUS EQUATIONS (6.3):

A, = 0.8, +Vey with  E, =0 (D1.17)

&, =08 +v], with  E, =0 (D1.18)

ety =0e +v, with E =0 (D1.19)

g =0g™ +v  with E =0 (D1.20)

r_ r r H
&, =0g +Vv 4 with E

=0 (D1.22)

Y _ eV y i
&, =0&" +v, with E

=0 (D1.23)

=0 +V/. with  E

~
& t+1

t+1

(v)
(v2)
()
(v3)
gl =0 +v5  with  E (v7)=0 (D1.21)
(vis)
()
( ):o (D1.24)

forall t and every v,,, with E (v,,,)=0

The vector x, is the endogenous state vector, Y, is the endogenous vector
of unobservable variables (control variable) and z, is the exogenous stochastic

process.

It can descript simply that in equation (D1.1) there are non-expectational
equations, in our model, equation (5.1), (5.2), (5.4), (5.7), (5.11), (5.12), (5.13) and
(5.14). In equation (D1.2) there are expectational equations, in our model, equation
(5.3), (5.5), (5.6), (5.9), (5.10). The equation (D1.33) is for exogenous equations

connected to the shocks and innovation in the model with respect to the restriction of

E, (§t+1) =0.
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The vector x, is the endogenous state vector, Y, is the endogenous vector
of unobservable variables (control variable) and z, is the exogenous stochastic
process. The matrices of system A, ,, B0 Cons Dags Frsor Guuor Haaor Jaes

|<4><2’ L4><8 M4><8 and N8><8'

Co0 10 0 0 —(1-¢) 0 0 0 0 |
-1 0 0 0 0 (2-a)an 1-a 0 a 0
(1-p,)9, 0 1 (1-p)¢ O 0 0 0 0
0 0 0 0 1 -1 0 0 0 -1
A= o
9 0 0 0 0 a — 0 0 0
1-h
0 0 0 -1« 0 0 0 0 1l-a
0 0 0 0 0 0 0 0 -1 0
o 0 0 0 0 0 0 -1 0 0
K 0 0 0 0 0 0 0 0 0]
0 0 0 0 0 0 0 0 0 0
0 0 P 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
B= —-oh
0 0 0 0 0 0 — 0 0 0
1-h
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 A 0
0 0 0 0 0 0 0 p. 0 0
o
an 0
0 0
c_|0 0
0 -1
0 0
0 0
_0 O_
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0 0 1 0 0 0 0 0
M = 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
[ p, 0 0 0 0 0 0 0]
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
|0 0 0 0 0 0 0 0
N=1o 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
|0 0 0 0 0 0 0 0]
The matrix J and L are matrices of zeros.
What one is looking for is the recursive equilibrium law of motion as Uhlig
(1995)
X = Px_, +Qz,
Yo =Rx + Szt
z, =Nz, +¢

In our model, we can set it as following
X :{ynqt'rt’”t’”F,uSt’Ct’rt*1yt*JTH,t}
Yi :{l//t’mct}
Zt = {a-tvgtsvgtq’gt”H !gt”F ,gtr’gty* ) gtr*}

Next, how we can get the structural parameter (P, Q, R, S) is a routine of

DYNARE for solving a matrix quadratic equation.
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D.2 An Alternative Expression for The Likelihood Function

Let’s suppose the full set of observations in a (Tx1) vector.
y=(yLy2,.., yT)'

This vector could be viewed as a single realization from a T-dimensional

Gaussian distribution. The mean of this (Tx1) vector is

_E(Yl)_ H
Ea) 4|
_EO@X H

or it could be written as
E(Y)=u,

where x denotes the (Tx1). The variance-covariance matrix of Y is given by
E[(Y —u)(Y —u)’} -Q.

Viewing the observed sample of y as a single draw from a N(y,Q)

distribution, the sample likelihood could be written down immediately from the
formula for the multivariate Gaussian density:

1/2

f(i6)=(2) "l o S (- 2 (y-s)|

with log likelihood Hamilton (1994)
1 g0 1 "o
L(e):(—T/2)Iog(27z)+§log‘§2 1‘—E(y—y) QY (y-p);
or in terms of innovations representation:

L(8)=(-T/2)log(2x) +%Iog oy —%V'Q_lv
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D.3 From the Kalman Filter to the Formulation of Likelihood Function

The state-space can be represented as
S, =08, +T,W,,, (State Eq.)

Y, =As +v, (Measurement Eq).

v, =Dv . +n,
where D is a matrix whose eigenvalues are strictly below unity in modulus and
Enn’ =R and Ew_,n, =0 (No serially correlated shocks) for all t and s.

It can be useful to transform the observed vector as a quasi-differenced
process:

Y_tE '~ DY,

Using measurement equation at t+1 and the definition of state equation, it
follows that

Y,=(AT,=DA)s + AT W, +77,,,

Thus, (st \Z) is governed by the state space system

St = rlst +r2Wt+l

Y. =As +AT,W, +77t+1,

t+1

where A = (AT, - DA)

By applying the Kalman filter, we can obtain a gain sequence K; with

which to construct the associated innovations representation (proof in Hansen and
Sargent, 2005: chapter 9)

D.4 Recursive Formulation of Likelihood Function

The likelihood function {ys};o is defined as the density f (y;, Y, Yo)-

It is convenient to factor the likelihood function

(Ve Ve Yo) = T (Yo [Yroooon Yo ) Froa (Ve s [Yr—oreons Yo ) By (V2] ¥0 ) Fo (Vo)

The Gaussian likelihood function for an nx1 random vector y with mean
4 and covariance matrix V is
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n -1/2 1 "o
N(,u,V):27r /2|V| exp(—z(y—,u)v 1(y—,u))
Therefore, the above series of u, and the metrix Q, are use to construct the

logarithm of the likelihood functionY [J N(v,Q). This is given by (Hansen and

;

Sargent: 2005)

log L(YT |®) :%i[N log 27 + log Qs
t-1

.
.
t-1

-1
Qt\t—l

where:
©={I,,I',,A,E,Y}
Q= A’Zt‘HA +Y
me ry. ya L+ TED
For the sequence of draws holds:
{o'}, 0 p(oN7)
and then it is used the law of large numbers:
(90 T) =1 2900
where g(.) is a suitable function
The sequence of posterior draws {01 }lN used in the law of the large

numbers is obtained using Markov Chain which is generated by the Monte Carlo
method (MCMC).



