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Abstract

Split range control design of heat exchanger networks is widely used for heat integrated
plants. This design provides a stable and optimal operation for targeted temperatures,
while the utility cost is minimized for all possible disturbance variations. Concerning to
the performance of stability, an effective controller design named passivity method is
presented to regulate the stability for split range control of heat exchanger networks in
this work. The dynamic models of the proposed system are developed in state space
formulas. The state space models of heat exchanger networks can represent both the
process transfer function and the disturbance transfer function. These transfer functions
are formulated to determine whether the heat exchanger networks is passive by
analyzing the passivity index. As a result, the split range control of heat exchanger
networks is a non-passive system. Therefore, the introduction of the weighting function
is proposed to adapt the heat exchanger networks into strictly a passive system. The
passive controller is then designed in order to keep the heat exchanger networks at the
stable operation. The proposed method is tested and compared with Pl controller and
illustrates that the passivity approach can give better performance over conventional Pl
controllers. In addition, the dynamic responses of target temperature with passive
controllers have a lower oscillation when compared to PI controllers.

Keywords: Split control / Heat exchanger networks / State space / Passivity method
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CHAPTER 1 INTRODUCTION

1.1 Background

Currently, heat exchanger networks (HEN) are widely used in many industries and also
published in many researches. However, there are a few literatures, which considers
about the minimizing utility consumption and the control system of heat exchanger
networks. Nevertheless, a suitable control strategy is needed in the control system of
heat exchanger networks. The control system of heat exchanger networks should be
optimal operation, which can regulate the temperature at their certain level while utility
cost is minimized for all possible disturbances. This is the main motivation of this
thesis.

Heat exchanger is the device, which facilitates the heat transfer between hot side stream
and cold side stream that have different temperature. The single heat exchanger is
commonly used in a wide range of application as heaters or air conditioners in a
household. Conversely, the single heat exchanger cannot support for the chemical
processing plant or power production plant. Therefore, the heat exchanger networks are
required to operate systems. Glemmestad [1] proposed three requirements for the
optimum operation of heat exchanger networks; the satisfied target temperatures, the
minimum utility cost, and the robust dynamic behavior. In order to control the target
temperature of heat exchanger networks, the bypassed heat exchanger is required by
varies split fractions. In some case studies, these split fractions of bypassed heat
exchanger may be saturated and cannot be maintained the target temperatures. These
problems can handle by attempting to find a simple operation policy for split range
control as presented by Lersbamrungsuk [2]. The split range control is the policy for
switching between regions. The second requirement is minimized utility cost as studied
by Aguilera [3] and Glemmestad et al. [4]. Not only the satisfied target temperature and
the minimized utility cost are interesting but also the stability of heat exchanger
networks is very important.

Recently, the one technique to analyze the stability of general processes is the passivity
method as presented by Bao [5] and Bao and Lee [6]. The passive systems are the
systems that do not generate energy with respect to the given input and output ports. It
is attractive to apply passivity method with split range control of heat exchanger
networks to achieve both stable and controllable process. Moreover, the stability
analysis of split range control of heat exchanger networks using the passivity method
has not been researched yet.



1.2 Objectives

1.

To study and develop the state space models for split range control of heat
exchanger networks.

2. To apply passivity method for split range control of heat exchanger networks.

1.3 Scopes of work

1.
2.

Only water is used as the component and no phase change.
The pairing between controlled and manipulated variables using split range
control design are solved by GAMs [7].

. The transfer function equations are solved via MATLAB™.
. The passivity method is applied to check the passive of the system and to design

passive controller for split range control of heat exchanger networks.

. The results are verified and compared with Pl controller by MATLAB-

SIMULINK [1].



CHAPTER 2 THEORY AND LITERATURE REVIWES

This chapter is separated into two sections; the theory and the literature. Each section
composes of three main parts which are the heat exchanger networks, the split range
control of heat exchanger networks, and the passivity method.

2.1 Theory reviews

The first part reviews the related works to the heat exchanger networks. The split range
control of heat exchanger networks is reviewed in the second part and the following part
is the review of the passivity method.

2.1.1 Heat exchanger networks [1]

This part describes the development of the dynamic model of heat exchanger networks.
The general heat exchanger model is applied to simplify the equations. Some
fundamentals of heat transfer and steady state properties of ideal countercurrent heat
exchanger are described. The formulations of dynamic equations of controlled heat
exchanger networks are performed.

The dynamic model of a single heat exchanger is developed from a general heat
exchanger model in forms of ordinary differential equations (ODE). The following
assumptions are made for the general heat exchanger model:

Constant densities of the two fluids ( p,).
Constant specific heat capacities of the two fluids (C, ,).

Constant thermal efficiency (Py, ,).

Constant flow independent heat transfer coefficient.
Lumped models.

No phase changes.

ok wWw NP

A countercurrent heat exchanger networks can be modeled from the assumption as
shown in Figure 2.1.

F F F F
1 QJ 1 1 qi |QJ+1
¥ Y 07
4_ Tc.f-l 4 Tcr <_ Tc:—l 4_
F, T, F, F,

Figure 2.1 The countercurrent heat exchanger networks model [1].



The dynamic equations for each stage becomes

oT, . ‘
o ZQ(I}:,[—l_Th,i)_LAT;n,i (2.1)
ot Vii PVuiCr,
oT. . _
o« Lor o1 ) +—2ar, 22)
at I/c,i Y ’ pcI/c,iCV,c ’

Where A; is the heat exchanger area at stage i. V}, ; and V. ; are the volumes of each
compartment at the hot side and the cold side streams. The number of each stage is
arranged from 1 to i, and the heat exchanger model consists of 2; ordinary differential
equations. At the inlet, the boundary conditions are such that 7}, equal to 7}, ;, and T,
i+ €qual to T ;,, and at the outlet we have T}, ; equal to 7}, and T}, ; equal to T}, pur. AT,
; Is the temperature driving force at stage i. Three alternatives for this expression are:

1. Lumped models: AT, . =T, -T,, (2.3)

m C,

2. AMTD: AT, = 05[(T, 4 —T,)+ (T, =) ] (2.4)

m,i C,i

T = (Th,i—l - Tu) - (Thz - Tc,i+1)
" n I:(T;z,i—l - Tcz) / (7;1,:' - 77:,141)]

3. LMTD: (2.5)

In order to control the target temperature, the bypassed heat exchanger is required by
suitable split fractions. This is implemented directly into the heat exchanger model. The
variable u denotes the split fraction of the inlet stream being bypassed heat exchanger
on the hot side or the cold side streams. The outlet temperature after mixing as follows:

T = uT" + (1-u) T (2.6)

Where T°“is the outlet temperature of heat exchanger before mixing with the bypassed
stream.

2.1.2 Split range control of heat exchanger networks [2]

The operation of heat exchanger networks is optimal if the following three main goals,
which are:

1. Primary goal: Target temperature is satisfied
2. Secondary goal: Utility cost is minimized
3. Third goal: Dynamic behavior is satisfied

In order to perform optimization during operation, there has to be degree of freedom
(DOF) after regulatory control is implemented. [1]



The number of degrees of freedom (Npor, u) for heat exchanger networks, which is used
for utility cost optimization, is given by:

Npor,u=R + Ny—N, (2.7)

Where R is the dimensional space spanned by the manipulated variables in the inner
heat exchanger networks. Ny is the number of utility exchanger unit and M; is the
number of target temperatures.

Nporu<0: The operation of the heat exchanger networks is not feasible.

Nporv=0: The operation of the heat exchanger networks is structurally feasible.
There is no degree of freedom available for utility cost
optimization.

Npor.u>0: The operation of the heat exchanger networks is structurally feasible.
There are some degrees of freedom for utility cost optimization.

There are two important manipulated variables of heat exchanger networks:

Single bypasses: Target temperatures are controlled by the split fraction of
the bypassed heat exchanger.

Utility duties:  Target temperatures are controlled by the duty of the final
utility exchanger.

The corresponding steady state optimal operation of heat exchanger networks can be
formulated as a linear programming (LP) problem: [3]

Obijective function:
Min ¢"x
Subject to:
Ax<b

Aeqx = beq

Xin S X< Xy

Where x consists of the inlet and outlet temperatures on the hot side stream
(7,"and ;") and cold side stream (7. and 7.’") of all exchangers, as well as the duties

of all exchangers, which are duties transfer in heat exchanger (Q,), utility duties of
cooler (Q.;), and utility duties of heater (Q,;). The equality constraints include the
process models, the internal connections, the supplied temperatures (7 ;) and the target

temperatures (7;,). The inequality constraints include the lower and upper bounds on

the duties of all heat exchangers. In this part, the objective function is minimizing the
utility cost. Where C is cost parameter related to the utility duties of cooler and heater.



The LP problem formulation for optimal operation of heat exchanger networks is given
in equations 2.8-2.22: [4]

Obijective function:

Min > C.,.0.,+ 2. C. .0, (2.8)

ieCU jeHU
Subject to:
a) Conservation of heat transfer

Heat exchanger i:

0,~(mC,),, (T - 1) =0 i € PHX (29)
0, -(mC,),, (T 1) =0 i € PHX (2.10)
Cooler i
0., -(mC,),, (T -T)=0 i eCU (2.11)
Heater i:
0,,—(mC,),, (T2 -1")=0 i e HU (2.12)
b) Connecting equations
Supply connection:
T,"=T, i € HXHS (2.13)
" =T, i € HXCS (2.14)

Internal connection:

out in __
EJ_EJ_O

out in __
Iy -1 =0

Target connection:

out __
T =T,

t,i

out __
i =1,

| € HXHO, j € HXHI (2.15)
i € HXCO, j € HXCI (2.16)

i e HYHTUCUT — (2.17)
i e HXCTUHUT ~ (2.18)



c¢) Lower and upper bounds of heat exchanger

Lower bound:

-0, <0 i € PHXUCUUHU (2.19)
Upper bound:
O <P, (mC,), (T):—T") i e PHXUCUUHU (2.20)
NTU (1 _ e(NTUC‘,-—NTU,,J))
hi

fii = NTU,  — NTU, ™"V N10) 21)
h,i c,i

vru,, =Dy - O (2.22)
(m Cp )i (m Cp )i

Where PHX: set of all process heat exchangers

CU: set of utility duties of cooler

HU:  set of utility duties of heater

HXHT: subset of PHX with hot side outlet is a controlled target

HXCT: subset of PHX with cold side outlet is a controlled target

CUT: subset of CU with outlet is a controlled target

HUT: subset of HU with outlet is a controlled target

HXHO:subset of PHX with hot side outlet entering a hot side inlet of the
adjacent exchanger

HXCO:subset of PHX with cold side outlet entering a cold side inlet of the
adjacent exchanger

HXHI: subset of PHX with hot side inlet coming from a hot side outlet of the
adjacent exchanger

HXCT. subset of PHX with cold side inlet coming from a cold side outlet of
the adjacent exchanger

HXHS: subset of PHX with hot side inlet directly coming from a hot supply

HXCS: subset of PHX with cold side inlet directly coming from a cold supply

The LP formulation implies that the optimal solutions are always at an intersection of
constraints. The inequality constraints in the above LP formulation imply that active
constraints occur on manipulated variables (i.e. Lower boundary of utility duties of
cooler or heater, lower and upper boundary of split fraction of bypassed heat
exchanger). After the target temperatures are controlled by the manipulated variables
and the result of optimal operation to keep all remaining manipulated variables at
constraints. However, under the variation of operating conditions, the optimal vertex
(set of active constraints) may change. For a given operating window, it may have
several optimal vertices for active constraint regions. Therefore, to obtain optimality,
one needs a good control policy for disturbance tracking to the change of active



constraints during the operation. One solution is the switching between active
constraints regions called split range control. [8]

The split range control describes the possible methods to implement optimal policy by
disturbance tracking to set of active constraints. The assumptions are: [2]

1) The target temperatures are feasible for the given disturbance window.

2) The output constraints do not change and are always active. The optimal point
is a vertex and a certain number of inputs are at the constraints.

From the assumptions, the optimal solution has the following properties:

a) The set of active constraints remains constant in a certain region of the
disturbance space.

b) The system has two or more critical regions in the disturbance window, it
follows that the set of constraints are different.

The optimal solution can be achieve by the following properties:

a) In a given critical region R,, it is possible to operate the heat exchanger
networks optimally using a control structure where the output constraints are
controlled some manipulated variables by using SISO control loops with zero
steady state error, for example, PI controllers.

b) The system is switched form R, to a different region R; or change active
constraint, when the system has disturbance.

The example of split range control has three manipulated variables (MV1, MV, and
MV3) and two controlled variables (CV; and CVy). In general, two manipulated
variables are needed to control two controlled variables as SISO control loop.
Furthermore, since one optimal solution is always at input constraints, the remaining
one manipulated variables may be at active constraints or saturated. For operating
window, the active constraint regions can be found by parametric programming and the
results are shown in Table 2.1 and Figure 2.2.

Table 2.1 The set of active constraints for example.

Region MV, MV, MV;
1 S U U
2 U U S
3 U S U

U-Unsaturated manipulated variable (inactive constraint)
S-Saturated manipulated variable (active constraint)




d, disturbance window

Figure 2.2 The active constraint regions [7].

According to these, the manipulated variable one (MV;) is saturated as an active
constraint in region 1. The manipulated variable two and three (MV, and MV;) are
therefore used in order to control the controlled variables one and two (CV; and CV,) as
SISO control loop. Moreover, the system will be switched form R; to a different region
R> or change active constraint, when the system has disturbance.

The split range control is the technique of using structural information to find a control
structure for optimal operation of heat exchanger networks was proposed by Mathisen
and Glemmestad [9]. Figure 2.3 shows split range control that are commonly used to
control two or more manipulated variables with a single controller, one of them is
referred as primary manipulated variable and the other as a secondary manipulated
variable. The primary manipulated variable is used to control a target under the
nominal condition. However, the final choice of primary and secondary manipulated
variables can be based on other considerations also. This flexibility will be exploited in
the final control structure design.

Figure 2.3 The split range control (SR-TC is split range temperature controller) [7].

For determination of optimal split range control structure is used for paring between
controlled variables and manipulated variables. The approaches for determining optimal
split range control structure identifies the set of active constraints and uses the
information of directional effects between controlled variables and manipulated
variables. However, the approach must be based on an optimization formulation to
determine an optimal split range control structure.
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Integer linear programming (ILP) formulation [7], which is the approach based on an
optimization formulation, is used to determine split range control structure. The
assumptions are:

1) Target temperatures are feasible for the given disturbance window.

2) The output constraints do not change and are always active. The optimal point
is a vertex and a certain number of inputs are at the constraints.

3) One split range combination contains only two manipulated variables.

4) Only one manipulated variable is saturation.

The integer linear programming (ILP) formulation for the design of an optimal split
range control structure can be formulated as follows:

Definition 1: Set of controlled and manipulated variables

Ccr. set of controlled variables

MV set of manipulated variables

RS: set of active constraint regions

MVAAT: subset of MV with manipulated variables which are always active

constraints

MVINAT: subset of MV with manipulated variables which are always
inactive constraints

MVAT: subset of MV with manipulated variables which change between
being active and inactive constraints

Definition 2: Primary and secondary manipulated variables

Primary manipulated variable is a manipulated variable that is used for
controlling a target, except when it is saturated. Secondary manipulated variable
is used to control the target when primary manipulated variable is saturated.

Definition 3: Relationship between primary and secondary manipulated variables

Let x, ; be a binary variable that relationship between MV; and MV;
For i=j, x,; = 1 implies MV; is a primary manipulated variable

x;, = 0 implies MV; is a secondary manipulated variable or unused
For i#j, x, , = 1 implies MVj is a secondary manipulated variable for MV;

x; ; = 0 implies MV; is not a secondary manipulated variable for MV;

Definition 4: Relative order between controlled variables and manipulated variables

Let 7, ; be relative order between CVy and MV;.
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Definition 5: Relationship between controlled variables and manipulated variables

Let z, ; be a binary variable that relationship between CVy and MV;
z,; = Limplies CVy is paired with MV
z,; = 0 implies CV( is not paired with MV;

Obijective function I: Minimizing the number of complexity of control structure

minJ, =Y >x, (2.23)

ieMV jeMV,j#i
Constraint 1: Assign one primary manipulated variable to each control objective

The number of primary manipulated variables is equal to the number of
controlled variables (N¢y)

in,i =N¢y (2.24)

ieMV
Constraint 2: MV; is always an active constraint
Manipulated variable MV; is active constraint

x,, =0 i € MVAAT (2.25)

Manipulated variable MV; has no need for a secondary manipulated variable

D x,, =0 i € MVAAT (2.26)

JeEMV, j#i

Manipulated variable MV; is not used as a secondary manipulated variable

>x,, =0 i € MVAAT (2.27)

jeMV, j#i

Constraint 3: MV; is never an active constraint is used as a primary manipulated

variable with no need for a secondary manipulated variable
Manipulated variable MV; is a primary manipulated variable

x,. =1 i € MVINAT (2.28)
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Manipulated variable MV; has no need for a secondary manipulated variable

>x,, =0 i € MVINAT (2.29)

JEMV , j#i
Manipulated variable MV; is not used as a secondary manipulated variable

>x,, =0 i € MVINAT (2.30)

JjeMV ,j#i

Constraint 4: MV; changes between active and inactive constraint may be a primary or

secondary manipulated variable.

Manipulated variable MV; is chosen as a primary manipulated variable that can

be active constraint, and then a secondary manipulated variable is needed

x,=1Then > x,,=1 ieMVAT (2.31)

JEMVAT, j#i

Manipulated variable MV; is not chosen as a primary manipulated variable, and

then it has no need for a secondary manipulated variable

x,=0Then Y x,=0 ieMVAT (2.32)

JEMVAT, j#i
The above two statements can be written

-x,+ D.x,;=0 i € MVAT (2.33)
JEMVAT, j#i

Manipulated variable MV; is chosen as a primary manipulated variable, and then

it is not used as a secondary manipulated variable for other manipulated

variables

x,;=1Then Y x,,=0 jeMVAT (2.34)

ieMVAT i#j

Manipulated variable MV; is chosen as a secondary manipulated variable, and

then it is used for at least one primary manipulated variable
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x,,=0Then D x, 21 jeMVAT (2.35)

ieMVAT i#]

The above two statements can be written

X+ X2l j € MVAT (2.36)

' ieMVAT,i# ]

M(x,, -+ > x,,<0 jeMVAT (2.37)
ieMVAT i j

Where M is a positive integer which is greater than the number of members in

MVAT

Constraint 5: Possible and impossible split range combination of manipulated variables

a)

b)

Impossible split range combination of manipulated variables, two manipulated
variables which are active constraints or saturated at the same time cannot be

combined as a split range pair.

For an active constraint region R, we have

> D> x,, =0 R €RS (2.38)

ieMVAT AR jeMVATA R j=i

Where MVAT*®is the subset of MVAT with manipulated variables being active

constraints in region R.

Possible split range combination of manipulated variables, two manipulated
variables which are not active constraint at the same time may be combined as a

split range pair.

For an active constraint region R, we have

X+ oox, =1 j e MVAT*® R €RS (2.39)
ieMVAT R

X+ x>l i e MVAT'® R € RS (2.40)
JEMVATHR

Where MVAT"" is the subset of MVAT with manipulated variables being inactive

constraints in region R,
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Combining objective function I and constraints 1-5, Problem P1 can be written,

Problem P1
minJ, =Y >x, (2.41)
iEMV jeMV, j#i
Subject to
Equations 2.23 to 2.40

By solving Problem P1, one obtains split range pairs that can provide optimal switching
between active constraint regions. However, the solution of Problem P1 may be non
unique. Therefore, relative orders are introduced as an additional criterion for screening
the set of poorly controllable structure solutions. The additional objective function and

constraints are as follows:

Obijective function Il: Minimizing the sum of relative orders of the control pairs

minJ, = > >r .z, (2.42)

keCV jeMV

Constraint 6: One manipulated variable to each control objective

Dz, =1 kecCv (2.43)

jeMV
Constraint 7: Only primary manipulated variables are paired with controlled variables.

Manipulated variable MV; is a primary manipulated variable, it must be paired

with a controlled variable

x,,=1Then >z, . =1  jeMV (2.44)

keCV

Manipulated variable MV; is not a primary manipulated variable, it must not be

paired

x; ; =0then szyj =0 jeMV (2.45)

keCV
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Therefore,

—x;,+ 2,7, =0 jeMv (2.46)

The ILP problem now concerns two objective functions that can be solved using
lexicographic optimization. In lexicographic optimization, the objectives are arranged in
decreasing order of preference; and objectives with a higher preference are considered
to be infinitely more important than those with lower orders. Among the solutions that
are optimal with respect to the first objective, solutions that are optimal with respect to

the second objective are chosen.
Using the idea of lexicographic optimization, we first solve Problem P1:

J; =min J,(x) xes (2.47)

Where S is the feasible set and then solves an associated Problem P1';

minJ, (x) xeS, J, =J,(x) (2.48)

This ensures that among the minimized JI solutions, the minimized J;; solutions are
chosen. In principle, we need to solve 2 optimization problems in sequence. However, it
is possible to solve P1 and P1' as a single optimization problem by minimizing a
weighted objective function wJ; + J;, where w is a sufficiently large positive number

chosen appropriately. Hence, we solve the following Problem P2:

Problem P2
J=min(wJ, +J,) (2.49)
Jr=Y x Jp=D Dz, (2.50)
ieMV jeMV, j#i KeCV jeMv
Subject to
Equations 2.23 to 2.46

It can be seen that constraints 6 and 7 do not alter the feasible set for the ILP Problem

P1. The ILP Problem P2 consists of two objective functions with a weighting factor (w)
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between the two. The first objective is used to minimize complexity when changing
between active constraints whereas the second objective is used to select the most
controllable control structure. A large value of w will imply that the second objective

will only be considered when there are multiple solutions.

It is possible for the ILP to have no feasible solution, that is, no optimal split range
control structure can be found. This may happen when there are conflicts among the
equations in constraint 5. In this case, an online optimization may be suggested for

implementing optimal operation.

2.1.3 Passivity method [6]

The basic of passivity method are introduced in this section and developed to a major
role in stability theory, the passive system is guarantee asymptotically stable. The
concept of passivity is fundamentally connected with dissipative and is a special case of
dissipative. First of all, the state apace model is explained in passivity method.

1) State space [10]

Dynamic models derived from physical principles typically consist of one or more
ordinary differential equations (ODES). If the dynamic model is nonlinear, then it must
be linearized first, as will be demonstrated in Taylor Series method [10]. The linear
ODEs models referred to as state space models. State space models have an important
advantage, they provide a compact and useful representation of dynamic model that are
in the form of a set of linear ODEs

The linear state space model:

).( = Ax + Bu + Ex, (2.51)
y=Cx+ Du (2.52)
Where xeXcR" = State vector

ueUcCR" = Manipulated vector
x, € X, R Disturbance vector
yeYc R/

A,B,C,DandE

Controlled vector
Constant matrix

The representation x(¢) = ®(¢,¢,, x,,u) is used to denote the state at time t reached from
the initial state x, atz, .
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The state space models can be converted to transfer function models. The equations
2.51-2.52 are represented in the form of standard state space model which is normally
used in the modern control system.

Where the process transfer function matrix, G,(s) is defined as
-1
G,(s)=C(sI—A)"B+D (2.53)
Where the disturbance transfer function matrix, G4(s) is defined as
G,(s)=C(sI-A)E (2.54)

According to passivity method [11], the process transfer function matrix must be nxn
matrix in the form of equation 2.53 is said to be passive system if the process transfer
function matrix is positive real (PR). There are three conditions:

(1) G(s)isanalytical in Re>0
(2) G(jw)+G*(jw)=0for all frequency @ that @ is not a pole of G(s)

.....

repeated and the residue matrices at the poles lim(s — p,)G(s)are Hermitian
S p;

and positive semi definite.

In addition, the process transfer function matrix is said to be strictly passive or strictly
positive real (SPR) when the above two conditions are changed to:

(1) G(s)isanalytical in Re>0
(2) G(jw)+G*(jw)>0for @ e (—w,+w)

To analyze the stability of the linear system, based on the passivity method, the
feedback system comprises of a passive system and strictly passive system is
asymptotically stable. This method is used for the multi loop control system as show in
Figure 2.4.

Multi-loop Multivariable process

K(s) G(s)

v

A 4

Figure 2.4 The multi loop control systems [5].

The system can be verified by using passivity index (v.) from the passivity method in
order to analyze whatever the system is passive or not.
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2) Passivity Index (v,.)[5]

Passivity index v,.[G, @] indicates how far the system G(s) is from being passive the
system is passive or stable when the passivity index v.[G,®]is negative. The passivity
index can be defined as follows:

VF (G’ C()) = _ﬂ“min (%[G(Ja)) + G* (]a))]j (255)

Where G (jw) is the complex conjugate transpose of process transfer function G(jw).

However, if the system is non-passive with positive of passivity index, the weighting
function w(s) or minimum phase transfer function is needed to add into the system in

order to change non-passive system to strictly passive system. The equation 2.57 shows
the strictly passive system H (s) after the system is added by weighting function.

v(w(s),®) < —v(G(s), ) (2.56)
H(s)=G(s)+w,(s)] (2.57)

Where [ is the identity matrix of size n which is the nxn square matrix with ones on
the main diagonal and other is zeros.

Then w, (s) can be chosen to have the following form,

_ ks(s+a)
") = TG ) (2:58)

Where a, b, ¢ and k are positive real parameters to be determined by solving the
following optimization obtained from the passivity concept.

Obijective function
min X (Re(w, (jo,)) - v,(G" (s),®,))* (2.59)

Subject to

Re(w,(j®,))>v (G (s), @) Vi=l..m (2.60)
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3) Passive controller [6]

For the passive system, the controller achieves the following condition will be the
passive controller with decentralized unconditional stability.

Re{ k (o) }20 VYoeRi=1..n (2.61)
1-v(G(s), )k, (jo)
2. K(s)is analytic in Re(s) >0 (2.62)

The decentralized unconditional stability condition given in equations 2.61-2.62
implies:

1. &, (s)is passive and

1 | YoeR,i=1..n (2.63)

2. | S|
2v,(G(s), )| |2v,(G(s), )|

k. (jo) -

For multi loop control system, the multi loop controllers can be designed based on the
proposed stability condition. To achieve decentralized unconditional stability of the
close loop system as well as good performance, a controller tuning method is proposed
to minimize the sensitivity function of each loop, subject to equations 2.61-2.62. For
multi loop PI controller synthesis, this tuning problem is converted into the following
optimizations:

Obijective function

min (-y,) (2.64)
k:,fle,f
Such that
1 :
| S— __tilg (2.65)
1+ G, (jo)k. 1+11 7, % jo)] jeo
2 k:lvv(a)) .
5. > : YoeR,i=1..,n (2.66)

"=k v (o))

ci’s

For the multi loop control system as shown in Figure 2.4 comprising a stable subsystem
G(s) and a multi loop controller K (s) = diag{k,(s)} , i = 1,.., n, if a stable and
minimum phase transfer function w(s) is chosen such that equation 2.58, then the

closed loop system will be stable. For any loop i = 1,..., n, the passive controllers are
design as follow:

ki(s) =k, ()[L—w(s)k, ()] (2.67)
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2.2 Literature reviews

For the literature reviews section, the first part is reviewed the works related the heat
exchanger networks, the split range control of heat exchanger networks, and the
passivity method.

2.2.1 Heat exchanger networks

Wolff [12] presented various dynamic models of single heat exchangers and the heat
exchanger networks which may also include stream splitting, mixing and bypasses.
They studied where bypasses should be placed in the network by dynamics
considerations.

Glemmestad [1] discussed a procedure for optimal operation of heat exchanger
networks. This procedure is based on structural information of the heat exchanger
networks, and is used to find which bypass manipulation that should be adjusted in
order to compensate for deviation in the output temperature so that utility consumption
is minimized.

2.2.2 Split range control of heat exchanger networks

Lersbamrungsuk [2] studied a simple split range control structure to implement the
optimal operation of heat exchanger networks when only single bypasses and utility
duties of cooler and heater are used as manipulated variablrs. The optimal operation of
heat exchanger networks can be formulated as a linear programming implying the
operation always lies at some input constraints.

2.2.3 Passivity method

Guillemin [13] and Weinberg [14]. The concept of passive systems originally arose in
the context of electrical circuit theory. In such electrical systems, no energy is
generated, e.g. a network consisting of only inductors, resistors and capacitors.

Bao [5], Bao and Lee [6], Bao et al. [11] provided a new approach to stability analysis
for multi loop control systems based on passivity theorem. The destabilizing effect of
interactions of a multi input multi output system was studied using the passivity index.
The decentralized unconditional stability condition which implies closed loop stability
of decentralized control systems under control loop failure was derived. An easy to use
stability test was performed on open loop stable process transfer matrices, independent
of controller design.



CHAPTER 3 METHODOLOGY

The aims of this work are to apply the stability analysis based on passivity method to
split range control of heat exchanger networks and to design the passive controller for
this process. There are 8 steps in the analysis as shown in Figure 3.1. The details of each
step are described below.

Understanding the split range control design of heat exchanger
networks and the passivity method

A\ 4
Determining the controlled variables and the manipulated variables

\4
Pairing the controlled variables and the manipulated variables using
split range control design

A\ 4
Developing the dynamic model for split range control of
heat exchanger networks

\4

Determining the transfer function based on the passivity method

\ 4

Analyzing the passive system by using the passivity index

A 4

No

Y

Determining weighting function to add
Yes into transfer function for passive system

Yes

\ 4

Designing the passive controller

A\ 4

Analyzing and concluding the results

Figure 3.1 The methodology.
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3.1 Concept of the split range control design of heat exchanger networks
and the passivity method.

First of all, the overview of split range control design of heat exchanger networks was
studied from the literature reviews. There were two sections in split range control
design of heat exchanger networks which are heat exchanger networks concept and split
range control of heat exchanger networks concept. Then, the dynamic behavior of heat
exchanger networks was studied from the thesis of Glemmestad [1], which is optimal
operation of integrated processes, and simulation using MATLAB™. Moreover, split
range control design of heat exchanger networks theories was studies from the thesis of
Lersbamrungsuk [2]. The split range control was applied in heat exchanger networks,
describes possible methods to implement the optimal policy. After that, the overview of
passivity method was studied, which is developed by Bao and Lee [6]. Passivity method
has played a major role in stability theory that passive system is stable.

3.2 Determination the controlled variables and the manipulated variables.

In this step, the controlled variables and manipulated variables for split range control
design of heat exchanger networks were determined. In this work, the controlled
variables are studied by target temperatures. The manipulated variables are split fraction
of bypassed heat exchanger and utility duties of cooler and heater.

3.3 System pairing the controlled variables and the manipulated variables
by split range control design.

After the controlled variables and manipulated variables were obtained, the split range
control of heat exchanger networks was proposed. The optimal split range control
structure is used for suitable pairing the controlled variables and the manipulated
variables via GAMs.

3.4 Development the dynamic model for split range control of heat
exchanger networks.

After the pairing the controlled variables and the manipulated variables were obtained,
the dynamic models of heat exchanger networks were proposed. The dynamic model of
heat exchanger networks was presented in the form of energy balance equation.
However, there were some assumptions used in this work in order to derive a simplified
nonlinear dynamic model of the heat exchanger networks as follows:

Assumption:

Constant densities of the two fluids (p,).
Constant specific heat capacities of the two fluids (C,, ;).

Constant thermal efficiency (Py,,).
Constant flow independent heat transfer coefficient.

Mo d e
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5. Lumped models.
6. The water is used as the only one component and no phase changes.

The dynamic models of heat exchanger can be illustrated as follows:

| or,. |
Hotside: =L o1 ) - (q 1) (3.)
ot Vii PV Cr
. or. .
Cold side: v Lop r)e—H @ -1 (3.2)
at I/c,i h pch,iCV,c Y Y

The dynamic models of utility exchanger can be illustrated as follows:

oT, .
Cooler: D LBq o1 )+ 33)
ot Vii oG
oT .
Heater: JZQ(TCH_T”)_ 0, (3.4)
at I/c,[ ' Y pcV;,iCV,E

Where 4; is the heat exchanger area at stage i. V), ; and V. ; are the volumes of each
compartment at hot side stream and cold side stream, respectively. The numbering of
each stage from 1 to i, the heat exchanger model consists of 2i ordinary differential
equations.

3.5 Determination the transfer function based on the passivity method.

Since the dynamic models of heat exchanger networks were one or more ordinary
differential equations (ODES). If the dynamic model is nonlinear system, linearization
of all equations should be done before finding the transfer function. First of all, the
linear dynamic models were written in the form of the state space model using
equations 2.51-52. After that, the process and disturbance transfer functions of heat
exchanger networks in matrix form were found out using MATLAB.

3.6 Consideration of the passive system by passivity index.

The passivity index was used to indicate that the system was passive or not by using
equation 2.57. If the system is non-passive, it was necessary to add a stable and
weighting function w,(s) into process transfer function of the system for passive

system. Therefore, this process would be guaranteed stable from the passive method.
3.7 Designing the passive controller.

After the heat exchanger networks were passive system, the multi loop PI controller was
designed for each loop control. The parameters of PI controller that make the heat
exchanger networks be stable are obtained by minimizing the sensitivity function. Then,
the weighting function was absorbed into the controller to make system was stable.
Finally, the process was analyzed and verified via MATLAB-SIMULINK.



CHAPTER 4 RESULTS AND DISCUSSION

In this chapter, two classical case studies of heat exchanger networks from Glemmestad
[1] and Biegler [15] are further implemented with the proposed method.

4.1 Case study 1

4.1.1 The split range control of heat exchanger networks

The heat exchanger networks from Glemmestad [1] as shown in Figure 4.1 are studied.
This network has two heat exchangers and two utility exchangers. In addition, four
manipulated variables are the split fraction of bypassed heat exchangers 1 and 2 (u,; and
upz) and utility duties of cooler and heater (Q. and Q,). These are available for control of
target temperatures including outlet temperature of stream H1, outlet temperatures of
stream C1 and C2. The disturbance is varied +10 °C in the inlet temperature of stream
H1.

tos cp
Hl 1900C /D O /;\ 3OOC> (k\/::.//gc)
UA=0.523 \_/
KW/°C

160°C ™\ 80°C

h 1.5
«— 1

UA=1.322

130°C kwr'e 20°C
« W C2 05

Up2
Figure 4.1 The heat exchanger networks in case study 1.

The optimal operation is provided to analyze the split range control of heat exchanger
networks. The degrees of freedom must be firstly checked. These are two manipulated
variables in the inner and outer heat exchanger networks while there are three for the
dimensional spaces spanned by the controlled variable. Therefore, the degree of
freedom is one. This can imply that the operation is structurally feasible.

The heat exchanger networks are generated into two active constraint regions after a
step change the inlet hot temperature of stream H1 in this case study as shown in Table
4.1.
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Table 4.1 The set of active constraints in case study 1.

Region Manipulated variables
’ QC Qh Up1 Up2
L U U SL U

U — Unsaturated manipulated variable (inactive constraint)
S, — Saturated manipulated variable (active constraint) at the lower bound

According to this table, the manipulated variables; u;; and up,, can become the active
constraints and implies that these two manipulated variables should be combined as a
split range control. On the other hand, the manipulated variables Q. and Q, cannot be
the active constraints; therefore, these two manipulated variables should not be
considered into split range control.

4.1.2 Pairing system for split range control.

In case study 1, the integer linear programming will be used to propose an optimal split
range control structure using GAMSs; an optimization software. The solutions from split
range control structure identify in terms of the sum of relative orders. The result of
optimal split range control structure is shown in Figure 4.2. There are three control
loops as follows:

- First loop: Outlet hot temperature of stream H1 is controlled by utility duties
of cooler.

- Second loop: Outlet cold temperature of stream C1 is controlled by utility
duties of heater.

- Third loop:  Outlet cold temperature of stream C2 is controlled by switching
between split fraction of bypassed heat exchanger 1 and bypassed
heat exchanger 2.

1y o LA T 5 T ? T

< Tt h T1ic () Tciin c1
Tcot Tcon Tcoin

C2

“ T\
‘ Up2

Figure 4.2 The split range control structure of heat exchanger networks in case study 1.
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4.1.3 The dynamic model for split range control of heat exchanger
networks.

The heat exchanger networks can be classified into 2 networks; the inner and outer heat
exchanger networks. Outer heat exchanger networks include cooler and heater.

The dynamic models of heat exchanger are considered to transfer the heat between hot
side stream and cold side stream as follows equations 3.1-2. The dynamic model of
cooler and heater can be illustrated as follows equations 3.3-4; respectively. The
dynamic models are developed based on the controlled, manipulated and disturbance
variables of the unit. Since the dynamic models of heat exchanger are the non-linear
model, a linearization by using Taylor’s series expansion is necessary before generating
the state space of heat exchanger. The linear dynamic models are derived in Appendix
A.l

4.1.4 The transfer function based on the passivity method.

The transient response of heat exchanger networks are studied by using the passivity
method, the linear dynamic model is first represented in the state space form. State
space models are proved by rearranging linear dynamic modes and substituting the
numerical values at steady state into matrix A, B, C, D and E of the state space form
which can be illustrated in Appendix B.1 in order to find out the transfer function of the
system as follows:

- The state space model of inner heat exchanger networks

Tin -0.003626 0.001245 0 0 1,
T,, | | 0001245 -0.004817 0 0 7,
T. 0.002381 0 —0.005529 0.003148 || 7,
ic 0 0 0.003148 —0.004338 || 7.,
_TCZb_
0 0.0024
0 0
+ 0 [fC2]+ O [THlin] (41)
0.1320 0
Ly
T
[7..]=[0 0 0 09999]) "*" |+[-110.9][ ] (4.2)
1c

TC2b
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- The state space model of cooler

[T;m} _ [-0.002381][7,,, ] +[0.002381][0, ] + [0.0024][ ;] 4.3)
[THlt] = [1][THlt] (4.4)

- The state space model of heater

[T;hJ _ [-0.003571][7,., ] +[0.002381][0, ] + [0.0036][ 7. ] (45)
[Tcn] = [1] [Tcn] (4.6)

The characteristics of heat exchanger networks are analyzed. The transfer functions
including the process transfer function and the disturbance transfer function are solved
by using equations referred from

G,(s)=C(sI —A4)"B+D
G,(s)=C(sI-A)'E

The matrix transfer function can be determined via MATLAB as follows:

- The transfer function of inner heat exchanger networks

—~110.952 - 0.9621s — 0.0008311
52 +0.009867s +1.408¢7°%

Process: [T, ] ={ j|[fc2] (4.7)

Disturbance

T.]- 1.7846™® s + 8,594
1 §* +0.01831s5° +0.0001133s% +2.759¢ 75 + 2.24¢ 0

}[Tm] (4.8)

- The transfer function of cooler

-0.002381
P : T, |=| —77 49
rocess [ Hlt] |:S + 0002381}[QC] ( )
) 0.002381
Disturbance: [T, |=| ————||T 4.10
> [Tin] L+0.00238J[ on (4.10)
- The transfer function of heater
0.002381
P : = — 411
rocess [ Clt] |:S + 0003571:|[Qh] ( )
0.003571
Disturb |\ T, = —————— || T, 412
isturbance:  [7.,,] L N 0.003571}[ el (4.12)
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After the process and disturbance transfer functions are obtained from MATLAB, the

passivity index is employed to analyze the passivity behavior of the process.
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Figure 4.3 The passivity index in case study 1 (a) Inner heat exchanger networks,

(b) cooler and (c) heater.

Figure 4.3 shows the individual passivity index. The passivity index of heater is a
negative value, the system is passive system. On the other hand, the inner heat
exchanger networks and cooler are non-passive due to positive values of passivity
index. According to the passivity concept, these non-passive processes can be shifted to
the passive regions by adding weighting functionw, (s). The results of the weighting

functions make the processes shift into the passive system presented following:

- The weighting function of inner heat exchanger networks

. (5) = LLLA442 5 - (5+0.6338)
P77 (5 +0.000093) - (s + 0.6373)

(4.13)
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- The weighting function of cooler

0.1309- s - (s + 0.2539)

- (4.14)
(s+1.2x107")- (s +0.0333)

w,(s)

The weighing functions from equations 4.13-14 are added to the transfer function of
inner heat exchanger networks and cooler; respectively, as presented by
H(s)=G(s)+w,(s)I.As aresult, the non-passive cooler shifts to the passive system

and the passivity index of passive system is illustrated in Figure 4.4.
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Figure 4.4 The passivity index of passive system in case study 1
(a) Inner heat exchanger networks and (b) cooler.

In principle, the weighting function cannot be added into the system directly because
the system must be the same. Therefore, the weighting function will be absorbed into
the controller to design the passive controller; instead.

4.1.6 The passive controller.

Based on the passivity concept, the feedback system comprises of a passive system and
strictly passive system is asymptotically stable. In this work, the heat exchanger
networks are already shifted to passive system; therefore, the passive controller for each
loop control is designed to make the heat exchanger networks asymptotically stable.

Based on the split range control, the passive controller of third loop, which is control
outlet cold temperature of stream C2 by manipulating between split fraction of bypassed
heat exchanger 1 and bypassed heat exchanger 2, is used only one controller.

The passive controllers with PI controller are designed from the optimization. The
results of the &, and z,, for each control loop is shown in Table 4.2.
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Table 4.2 The results of the & ,and 7;; for each control loop in case study 1.

Loop k., 7, (second)
1. Qc-T,,, 0.6000 10.0000
2. Qn-Ty, 0.7098 0.2200
3. Up2- T, 0.0080 49.9826
3. Up1-T,, 0.0080 49.9826

Since the controllers used in multi control system are PI controller, the values of k_;

and z, , from Table 4.2 are plugged in the simple form of PI controller as follow:

k, =k“.(1+ L j
’ T,

The result for &, of each loop control is shown in the following.

1
k, . =0.6000]1+———— 4.15
O~ ( 1o.oooosj (4.15)
1
k, . =0.7098| 1+ 4.16
O Thas ( o.2zoosj (4.16)
k, . =0.0080 14—t (4.17)
T 49.9826s
k . =0.0080 14—t (4.18)
vtz 49.9826s

According to the passivity method, the closed loop system of inner heat exchanger
networks and cooler will be stable when the weighting function is absorbed into the
controller.

ki(s) =k, ($)[L—w,()k ()]
As a result, these three passive controllers will be used in the system.

6.0000s + 0.7998

. ) 4.19

01 = g 425 + 0,055 )

(o) 0.3999s + 0.2629 (4.20)
5.4204s + 2.7221

£ - 0.3999s +0.2629 (4.21)

5.4204s +2.7221
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4.1.7 Verification of heat exchanger networks model.

Heat exchanger networks model verification are separated into 3 parts: 1) opened loop
control of heat exchanger networks, 2) closed loop control of heat exchanger networks,
and 3) closed loop control of heat exchanger network with noise and time delay.

1) Opened loop control of heat exchanger networks.

The developed heat exchanger networks model is an integration of all possible dynamic
equations by including the dynamic models of lump heat exchangers, cooler, and heater.
This model can descript the transient responses of target temperature. The dynamic
models of heat exchanger networks are implemented by MATLAB-SIMULINK.

Figure 4.5 shows the opened loop control of heat exchanger networks including two
heat exchangers and two utility exchangers (one cooler and one heater). This network is
three inputs (Thsin, Terimy, @nd T.»;,) and three outputs (7, T.;, and T.,) with one
disturbance (7};:,). In this part of study, the results of outlet hot temperature of stream
H1 profile, outlet cold temperature of stream C1 and C2 profile are shown in Figure 4.6.

After changing of inlet hot temperature of stream H1 form 190 to 200 °C at the time of
1,500 seconds, the outlet hot temperature of stream H1, the outlet cold temperature of
stream C1, and the outlet cold temperature of stream C2 are increased suddenly to their
new steady state, as seen in Figure 4.6. Moreover, the outlet hot temperature of stream
H1 profile, outlet cold temperature of stream C1 profile, and outlet cold temperature of
stream C2 are decreased suddenly to their new steady state after the inlet hot
temperature of stream H1 is changed from 200 to 180 °C at the time of 3,000 seconds.
Therefore, there is no need to establish the control system. This result shows that the
model under identical conditions can predict the system behavior accurately.
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Figure 4.6 The transient responses of opened loop control in case study 1.
2) Closed loop control of heat exchanger networks.

In case study 1, there are 4 available manipulated variables for controlling of all target
outlet temperatures, the bypasses of heat exchangers 1 and 2 (u;; and u;) and the utility
duties of cooler and heater (Q. and Q). Next, the passive controllers will be designed
by using the passivity concept. In order to stabilize the closed loop system, the process
system (G(s)) must be strictly passive and the multi loop controller (K(s)) must be
passive too. For heat exchanger networks, the process renders strictly passive and the

controller renders passive by absorbing the minimum phase transfer function (wp (), to
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stabilize this system. The stability of heat exchanger networks is verified with the
disturbance. For this study, the disturbances are both increasing and decreasing of
temperatures of inlet hot temperature of stream H1 at time 1,500 and 3,000 seconds;
from steady state condition. Figure 4.7 shows the closed loop control of heat exchanger
networks with passivity concept.

According to Figure 4.7, there are three control loops. The outlet hot temperature of
stream H1 is controlled by utility duties of cooler for the first loop. In the second loop,
the outlet cold temperature of stream CL1 is controlled by utility duties of heater. The out
cold temperature of stream C2 is controlled by the split fraction of bypassed heat
exchanger 1 and bypassed heat exchanger 2 in last loop.

The result from passive controller process will be compared with Pl auto tuning via
MATLAB-SIMULINK in every control loops. As follow in Figure 4.8, the disturbance
is applied to the process. The transient responses are presented in Figure 4.9. Figure
4.10 shows also the result of manipulated variables compared between passive
controller and PI controller.

The results of controlled variable responses are considered after changing the inlet hot
temperature of stream H1 at the time of 1,500 and of 3,000 seconds, respectively. Both
controllers can adjust the target temperatures. When system is a disturbance at time of
1,500 seconds, the system will be changing from steady state operation to active
constraint region 1 as shown in Figure 4.10. Therefore, the split fraction of bypassed
heat exchanger 1 will be operated from the saturated or active constraint in order to
control the outlet cold temperature of stream C2. Likewise, after system operate at the
time of 3,000 seconds, the system will be switched from active constraint region 1 to the
active constraint region 2. Figure 4.10 shows the split fraction of bypassed heat
exchanger 1 becomes the saturated or active constraint. On the other hand, the split
fraction of bypassed 2 is operated in order it control the outlet cold temperature of
stream C2. The responses of outlet hot temperature of stream H1, the outlet cold
temperature of stream C1, and outlet cold temperature of stream C2 with PI controller
are appear to be more oscillated than passive controller. Moreover, the rising time of
system with PI controller is more than passive controller. As a result, the split range
control of heat exchanger networks designed by the passivity method can be adjusted
the target temperature and guarantee stable.
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After load disturbance are studied for closed loop system of the heat exchanger
networks, the passive controller shows better than PI controller. In addition, the set
point tracking are considered in order to verify the performance of the designed closed
loop system. For this study, the set points are step up and step down 10°C of all target
temperatures (H1, C1, and C2) at the time of 1,000, 1,500, 2,500, 3,000, 4000 and 4,500
seconds.

The result from passive controller process will be compared with Pl auto tuning via
MATLAB-SIMULINK. Figure 4.11 shows the results of controlled variable responses
after step change tracking of outlet hot temperature of stream H1, outlet cold
temperature of stream C1, and outlet cold temperature of stream C2 at the time of 1,000,
1,500, 2,500, 3,000, 4000 and 4,500 seconds, respectively. Figure 4.12 shows the result
of manipulated variables that are compared between passive controller and PI controller.

According to Figure 4.11, the closed loop system of heat exchanger networks from
passivity method and PI auto tuning can control the all target temperature and guarantee
the stability. In addition, all controlled variable responses with passive controller are
similar to PI controller and provide the low overshoot and move to its set point quickly
after step up and down 10°C for all set point tracking.

According to Figure 4.12, the manipulated variables do not use the split range control
policy when the closed loop system of heat exchanger networks are verified with set
point tracking. Likewise, the comparison of manipulated variable responses between
passive controller and PI controller are not significantly difference. After set point
tracking at the time of 1,000 seconds, the utility duties of cooler and heater are changed
in order to maintain the outlet hot temperature of stream H1 and the outlet cold
temperature of stream C1 to a new set point; respectively. On the other hand, the split
fraction of bypassed heat exchanger 2, the utility duties of cooler and heater are
changing in order to control only one outlet cold temperature of stream C2 to a new set
point after set point tracking at the time of 4,000 seconds.
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3) Closed loop control of heat exchanger networks with noise and
time delay.

Normally, the output data from measurement contain with noise. Noise can occur from
normal of process operation. Moreover, time delays commonly found in the process
industries because of the presence velocity lags and the analysis time associated with
measurement. Therefore, the noise and time delays are added to the feedback loop,
which adversely affects closed loop stability. That can cause some problems during the
analysis.

This part will compare the control variable responses between passive controller and PI
controller under noise and time delays. Figures 4.13-14 shows the closed loop control of
heat exchanger networks (with noise and time delay) with passive controller and PI
controller; respectively.

After the disturbance is applied to process, the transient responses are presented in
Figure 4.15. Figure 4.16 shows the result of manipulated variables that are compared
between passive controller and PI controller when heat exchanger networks have noise
and time delays.

Figure 4.15 shows the results of controlled variable responses after changing the inlet
hot temperature of stream H1 at the time of 1,500 seconds and 3,000 seconds. Both
controllers can adjust the target temperatures. The operation of closed loop control of
heat exchanger networks with noise and time delay gives the result quite the same as the
closed loop control of heat exchanger networks without noise and time delay. The
responses of outlet hot temperature of stream H1, outlet cold temperature of stream C1,
and outlet cold temperature of stream C2 with Pl controller are more oscillate than
passive controller. Moreover, the rising time of system with PI controller is more than
with the passive controller. However, Figure 4.16 shows split faction of heat exchanger
bypasses 1 with passive controller, which is more sensitive or oscillated than the Pl
controller.

In fact, the close loop control of heat exchanger networks with noise and time delay
does not operate in practical because the manipulated variables are oscillation. This
problem affects to damage equipment and lost. Therefore, the filter is added into close
loop control of heat exchanger networks with noise and time delay in order to reduce
oscillation of manipulated variables.
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According to case study 1, the passivity concept can practically be applied to split range
control of heat exchanger networks. Moreover, the passive controllers can adjust the
target temperature. Therefore, the passivity concept will be used in practiced case which
is more complex split range control of heat exchanger networks. This case will be
included more amount of heat exchanger, number of stream, and number of the region
than the existing model in order to check the passivity controller design performance.

4.2 Case study 2

4.2.1 The split range control of heat exchanger networks.

The classical heat exchanger networks from Biegler [15] are studied. The network has three
heat exchangers and three utility exchangers. Furthermore, six manipulated variables,
split fraction of bypassed heat exchangers 1, 2 and 3 (up;, us2, and u,3) and utility duties
of two cooler and one heater (Q.;, Q.. and Q;), are available for control of all target
temperatures that are outlet temperature of stream H1, outlet temperature of stream H2,
outlet temperature of stream C1, and outlet temperature of stream C2. The heat
exchanger networks configuration are shown Figure 4.17.

Cp
ubl (kW/K)
650 K N\ N 370K
Hl Qr 2w O—’ 10
590 K 70 K
o @2 a
650 K /L 410K
Hi1 Cl 15
~(m) /) \_J
500 K f\ 353 K

- W, Cc2 13
ub2

Figure 4.17 The heat exchanger networks in case study 2 [15].

The optimal operation can be achieved by the split range control of heat exchanger
networks. The degrees of freedom should be first checked. These are three manipulated
variables in the inner and outer heat exchanger networks while there are four for the
dimensional spaces spanned by the controlled variables. Therefore, the degree of
freedom is 2. Hence, the operation is structurally feasible.

In case study 2, the additional information required is the set of active constraint regions
that can be obtained using multi parametric toolbox [16]. Three active constraint regions
found are shown in Table 4.3.



Table 4.3 The set of active constraints in case study 2.
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region Manipulated variables
Ocr Oc2 Oni Up; Up2 Up3
1 U U U SL U SL
2 SL U U U U SL
3 U U SL U U SL

U - Unsaturated manipulated variable (inactive constraint),
S. - Saturated manipulated variable (active constraint) at the lower bound

According to Table 4.3, it demonstrates that the manipulated variables; Q.;, O, and uy;,
can become the active constraints and implies that these three manipulated variables
should be combined as a split range control. On the other hand, the manipulated
variables Q., and u;, cannot be the active constraints and u;; are saturated in both
regions. Therefore, they should not be used for any purpose.

4.2.2 Pairing system for split range control.

In case study 2, the integer linear programming will be used to suggest an optimal split
range control structure via GAMSs. The solutions from split range control structure
purpose in terms of the minimization of the sum of relative orders. The result of optimal
split range control structure is shown in Figure 4.18. There are four control loops as
follows:

First loop: Outlet hot temperature of stream H1 is controlled by switching
between split fraction of bypassed heat exchanger 1 and utility
duties of cooler 1.

Second loop: Outlet hot temperature of stream H2 is controlled by utility duties

of cooler 2.

- Third loop:  Outlet cold temperature of stream C1 is controlled by switching
between split fraction of bypassed heat exchanger 1 and utility
duties of heater.

- Fourth loop: Outlet cold temperature of stream C2 is controlled by split

fraction of bypassed heat exchanger 2.
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/

ub2

Figure 4.18 The split range control structure of heat exchanger networks
in case study 2.

4.2.3 The dynamic model for split range control of heat exchanger
networks.

The heat exchanger networks can be classified into 2 sub networks, the inner and outer
heat exchanger networks. The outer heat exchanger networks include cooler 1, cooler 2,
and heater.

The dynamic models of heat exchanger are considered to transfer the heat between hot
side stream and cold side stream with equations 3.1-2. The dynamic model of cooler
and heater can be formulated following equations 3.3-4; respectively. The dynamic
models are developed based on the controlled, manipulated and disturbance variables of
the unit. Since the dynamic models of heat exchanger are the non-linear model, the
linearization by using Taylor’s series expansion is necessary before generating the state
space of heat exchanger. The linear dynamic models are proved in Appendix A.2.

4.2.4 The transfer function based on the passivity method.

The transient responses of heat exchanger networks are studied by using the passivity
method. The linear dynamic model is first represented in the state space form. The state
space models are proved by rearranging linear dynamic modes and substituting the
numerical values at steady state into constant matrix A, B, C, D and E of the state space
can be illustrated in Appendix B.2 in order to form the transfer function of the system as
follows:
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- The state space model of inner heat exchanger networks

Qﬂo Nﬂo Hﬂ. Hﬂo

wﬂ .

(.v.)>ﬂ .
a

H . o -~ -
-1.671  1.647 0 0 0 0 T, 0
¢ 1.647 -1.683 0 0 0 0.03571|| 7. 0
.| 1002381 0  -4574 455 0 0 T,, 0
= + [fCZ]
0 0 455 -4.569 0 0 T.,, 7.335
v 0 0 0 0 -5808 5761 || Ty, 0
#| | 0 0 0 0 5761 5796 || T, | | O |
10.02381 0 0 0 |
0 0 0 0 T
+ O O 0 O THZin
0 0 0 0.0192 || 7.,
0 0.04762 0 0 T,
0 0 0.03571 0 |
(4.22)
TR
T
T.
[T.,,]=[0 0 0 06203 0 0] T“’ +[-237][ fe2] (4.23)
C2b
T3H
L TSC _
- The state space model of cooler 1
[T;h} _ [-0.02381][T, ,, ]+ [-0.002381][0,,] + [0.0238][7},, ] (4.24)
[THlt] = [l][THlt] (4.25)
- The state space model of cooler 2
{TM} _ [-0.04762][T,, | +[-0.002381][0,, ] +[0.0476][ T3, ] (4.26)

[THZI] = [1][TH21] (4.27)



The state space model of heater

{T;h} _ [-0.03571][7,, ] + [0.002381][0, ] + [0.03571][T, ]

[Tex ] =[] Zea ]
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(4.28)

(4.29)

The characteristics of heat exchanger networks are analyzed by the process and
disturbance transfer functions.

The matrix transfer function can be determined via MATLAB as follows:

[Zea

The transfer function of inner heat exchanger networks

23752 — 21625 — 25.67 [£.d]
s2+9.1435 +0.1961 c2

Process: [T...]= [

Disturbance:

0.0016 s + 0.002693
s*+12.55% +30.965° +1.5625 + 0.0194
0.001084

= s°+24.1s° +176.55* + 366.95° + 33.065> + 0.97775 + 0.009346

0.0001412 s + 0.0008201

s°+24.1s° +176.55" +366.95° + 33.065” + 0.9777s + 0.009346
0.01191 s + 0.05447

s2+9.1435 +0.1961

The transfer function of cooler 1

-0.002381

Process: [T..]= [m} [0.]

Disturbance: [7,,,]= [%}[TM]

The transfer function of cooler 2

-0.002381
s 71| g [
| | [ 004762
Disturbance: [7,,,,] = {—s " 0.04762}[T3H]

(4.30)

(4.32)

(4.33)

(4.34)

(4.35)
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The transfer function of heater

0.002381
Process: [TClt] = ‘:m} [Qh ] (436)
. 0.03571
Disturbance: [T, ]= {m} (7] (4.37)

4.2.5 The passivity index.

After the process and disturbance transfer functions are obtained from MATLAB, the
passivity index is obtained for passivity analyze as illustrated in Figure 4.19.

Passivity index

Passivity index

< 008 i
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I| > 004 - {
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©) (d)

Figure 4.19 The passivity index in case study 2 (a) Inner heat exchanger networks,

(b) cooler 1, (c) cooler 2, and (d) heater.

Figure 4.19 shows the result of passivity index. The passivity index of heater is a
negative value that means the system is the passive system. On the other hand, inner
heat exchanger networks, cooler 1, and cooler 2 are non-passive due to positive
passivity index. According to the passivity concept, the non-passive processes can be
shifted to the passive processes by adding weighting functionw,(s). Their weighting

functions are presented as following:



The weighting function of inner heat exchanger networks

~236.9820- 5 - (s +0.0119)

w,(s)

The weighting function of cooler 1

(s +0.0215) - (s)

~0.0015-5-(s+1.5814)

w,(s)

The weighting function of cooler 2

(s)-(s+0.0235)

©0.0025-5- (s +0.9243)

w,(s)

(s)-(s+0.0453)
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(4.38)

(4.39)

(4.40)

The weighing function from equations 4.38-40 is introduced into the transfer functions
of inner heat exchanger networks, cooler 1, and cooler 2; respectively, following the
H(s)=G(s)+w,(s)I . Then the non-passive cooler shifts to the passive system. There

passivity indexes are illustrated in Figure 4.20.

vity index

Pass

240

Frequency

(a) o 10

o
w

Passivity index

Passivity index

Frequency

o)

1nll

Frequency
(c)

Figure 4.20 The passivity indexes of the systems in case study 2
(@) Inner heat exchanger networks, (b) cooler 1 and (c) cooler 2.
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In principle, the weighting functions cannot be added into the system directly because
the system must be the same. Therefore, the weighting functions will be absorbed into
the controllers to design the passive controllers.

4.2.6 The passive controller.

By follow the passivity concept, the feedback system comprises of a passive system and
strictly passive system is asymptotically stable. In this work, the heat exchanger
networks are already shifted to passive system. Therefore, the passive controller for
each loop control is designed to make the heat exchanger networks asymptotically
stable.

Based on the split range control, the passive controller of the first loop and third loop
are used same controller.

The passive controllers with integral action (Pl controller) are designed from the
optimizations. The results of the k_,and 7, . for each loop control is in Table 4.4.

Table 4.4 The results of the & ,and 7;; for each control loop in case study 2.

Loop No. k., 7, (second)
Ub- Ty, 9.5000 14.5522
Q- Ty, 9.5000 14.5522
Qc2- Ty, 10.000 1.3802
Ub1- Ty, 9.5000 14.5522
Qn-T,,, 7.0980 22.0000
Ubz2- Ty, 0.0020 30.0000

Since the controllers used in multi control system are Pl controller, the values of &,

and r, , from Table 4.4 are plugged in the simple form of PI controller as follow:

" :kc,.(uij
’ T,

Therefore, k, of each control loop is shown in the following.

k. =9.5000 1yt (4.41)
T 14.5522s
1
k, =9.5000] 1+ ——— 4.42
Corlin ( 14.5522sj (4.42)
1
ko 1. =1o.0000(1+ j (4.43)

1.3802s
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k, . =9.5000 1+# (4.44)
b1l 14.5522s
1
k, , =7.0980[1+—— — -
Oy —Ten, ( ZZOOOOSJ ( )
k, . =0.0020[1+——— 9
b2~ Teo 30.0000s

According to the passivity method, the close loop system of inner heat exchanger
networks, cooler 1, and cooler 2 will be stabled the weighting function into the
controller.

ki (s) =k, ($)L—w, () ()]
These three passive controllers will be used in the system.

138.2457s +12.7467

= 4.47
by (5) = 14.3465s + 0.0024 (447)
. 138.24575 +12.7467

k = 4.48
0a1 () = 14 346591 0.0024 (4.48)
()= 13.8019s +10.6252 (4.49)
kot 1.3461s +0.0063 '
138.2457s +12.7467
k, 1. (s)= (4.50)
14.3465s +0.0024
0.06s +0.0033
ki1, (8) = (4.51)
15.7811s + 0.0032

4.2.7 Verification of the heat exchanger networks model.
Opened loop and closed loop control of heat exchanger networks are verified.
1) Opened loop control of heat exchanger networks

The developed heat exchanger networks model is an integration of all possible dynamic
equations by including the dynamic models of lump heat exchangers, cooler, and heater.
This model is developed for capturing the transient responses of outlet hot and cold
temperature. The dynamic model of heat exchanger networks is implemented by
MATLAB-SIMULINK.

Figure 4.22 shows the opened loop control of heat exchanger networks that included
three heat exchangers and two utility exchangers (two cooler and one heater). There are
four inputs (Thsin, Thoiny Terin, @and T;) and four outputs (7h;, Thos Ter and T) with
four disturbances (Tysin, Thoiny Terin, @nd Te2:,). The disturbance variable of this study is
shown in Table 4.5. In this part of study, the profiles of outlet hot temperature of stream
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H1, outlet hot temperature of stream H2, outlet cold temperature of stream C1, and
outlet cold temperature of stream C2 are shown in Figure 4.21.

Table 4.5 Disturbances and active constraints in case study 2.

Time (s) Disturbance Active constraint
AT ATy, | ATy | AT Oci | Oc2 | Onr | upr | up2 | ups
< 1,000 0 0 0 0 S S
1,000-2,000 26.52 | -2352 | 1452 | -11.67 | S_ SL
> 2,000 2591 | 2291 | 1391 | -11.06 SL SL

According to Figure 4.21, after the disturbance is introduced in heat at the time of 1,000
seconds, the process will be switched from region 1 to region 2. The outlet hot
temperature of stream H1 and the outlet cold temperature of stream C2 are increased
suddenly to their new steady state. The outlet hot temperature of stream H2 and the
outlet cold temperature of stream C1 are dramatically decreased to their new steady
states. Moreover, four outlet temperatures are increased to their new steady states after
heat exchanger networks is switched from region 2 to region 3 at the time of 2,000
seconds. Therefore, there is no need to establish the control system. This result shows
that the model under identical conditions can predict the system behavior accurately.
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Figure 4.21 The transient response of opened loop control in case study 2.
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2) Closed loop control of heat exchanger networks

In this case, there are 6 manipulated variables, bypasses of heat exchangers 1, 2, and 3
(up; and up,) and three utility duties which are two cooler and one heater (Q.;, O., and
0O;), are available for control of all target outlet temperatures. Next, the passive
controllers are designed by using the passivity concept. In order to stabilize the closed
loop system, the process system (G(s)) must be strictly passive and the multi loop
controller (K(s)) must be passive also. For heat exchanger network, the process renders
strictly passive and the controller renders passive by absorbing the minimum phase

transfer function (wp(S)), which stabilizes this system. The stability of heat exchanger

networks is verified with the disturbance.

Figure 4.23 shows the four control loops of heat exchanger networks with passivity
application. First loop is the control outlet hot temperature of stream H1 by
manipulating between the utility duties of cooler 1 and the split fraction of bypassed
heat exchanger 1. Second loop is the control outlet hot temperature of stream H1 by
manipulating the utility duties of cooler 2. Third loop controls the outlet cold
temperature of stream C1 by manipulating between the duty utility of the heater and the
split fraction of bypassed heat exchanger 1. The last one is to control the outlet cold
temperature of stream C2 by manipulating split fraction of bypassed heat exchanger 2.

Figure 4.24 shows the results of the control variable responses after switching between
region at the time of 1,000 and 2,000 seconds. When system is disturbed at the time of
1,000 seconds, the system will move the steady state operation to the active constraint
region 1. The utility duty of cooler 1 becomes a saturated variable or an active
constraint in region 1. The split fraction of bypassed heat exchanger 1 will be operated
from saturated in order to control the outlet hot temperature of stream H1 as shown in
Figure 4.25. The system will be switched from the active constraint region 1 to the
active constraint region 2 after system operate at the time of 2,000 seconds. Figure 4.25
shows the utility duties of heater become the saturated variable or the active constraint
in region 2. On the other hand, the utility duties of cooler 1 are operated after 2,000
seconds. All controllers can adjust the target temperature. The responses of all outlet
temperature have less oscillation. Moreover, the rising time of system with passive
controller is too low. As a result, the split range control of heat exchanger networks that
is designed by the passivity method can be adjusted the target temperature and
guarantee stable at all region.
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The load disturbances are verified for closed loop system and show that the passive
controller can apply to more complex split range control of heat exchanger networks.
In addition, the set point tracking are considered in order to verify the performance of
the designed closed loop system. For this study, the set points are step up 10°C and step
down 10°C of all target temperatures (H1, C1, and C2) at the time of 500, 750, 1,250,
1,500, 2,000, 2,250, 2,750 and 3,000 seconds.

Figure 4.26 shows the results of controlled variable responses after step change tracking
of outlet hot temperature of stream H1, outlet hot temperature of stream H2, outlet cold
temperature of stream C1, and outlet cold temperature of stream C2 at the time of 500,
750, 1,250, 1,500, 2,000, 2,250, 2,750 and 3,000 seconds, respectively. Moreover,
Figure 4.27 shows the result of manipulated variables of passive controller.

According to Figure 4.26, the closed loop system of heat exchanger networks from
passivity method can control the all target temperature and guarantee the stability.
Moreover, all controlled variable responses with passive controller gives the low
overshoot and reaches its set point quickly after step up and down 10°C for all set point
tracking.

According to Figure 4.27, the manipulated variables do not use the split range control
policy when the closed loop system of heat exchanger networks are verified with set
point tracking. After set point tracking at the time of 500 seconds, the utility duties of
cooler 1, cooler 2 and heater are changed in order to maintain the outlet hot temperature
of stream H1, the outlet hot temperature of stream H2 and the outlet cold temperature of
stream C1 to a new set point; respectively. On the other hand, the split fraction of
bypassed heat exchanger 2 and the utility duties of cooler 1 are changing in order to
control only one outlet cold temperature of stream C2 to a new set point after set point
tracking at the time of 2,750 seconds.
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CHAPTER 5 CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

This work considers about the control system of split range control in heat exchanger
networks. The split range control of heat exchanger networks should be stable for all
possible disturbance variations as well as the optimal operation should regulate the
temperature at their certain level under the minimum utility cost. The controlled
variables of heat exchanger networks using split range are the target temperature
controlled by the split fraction of bypassed, utility duties of cooler and heater.

The dynamic models of split range control of heat exchanger networks were generated
for the controlled, manipulated and disturbance variables of the unit. Since the dynamic
models of heat exchanger networks are the nonlinear model, the linearization by
Taylor’s series expansion is utilized before generates the state space models. After that
the state space models of heat exchanger networks are analyzed in terms of process
transfer function and disturbance transfer function. Next, the transfer function was
formulated to indicate that the heat exchanger networks were whether passive or not by
considering the passivity index. As a result, the split range control of heat exchanger
networks are non-passive system. Therefore, the weighting function is added to make
heat exchanger networks become strictly passive system. Consequently, the passive
controller was designed to make the heat exchanger networks in stable condition.

According to case studies 1 and 2, the passivity concept can practically be applied to
split range control of heat exchanger networks. In addition, the passive controllers can
adjust the target temperature after load disturbance and set point tracking. In addition,
the dynamic responses of the target temperature with passive controllers are less
oscillation than Pl controller. Moreover, the rising time of system with passive
controller is more than Pl controller. The passivity concept can practically be used in
more complex split range control of heat exchanger networks. This included more
amount of heat exchanger, number of stream, and number of operating region. In
conclusion, the split range control of heat exchanger networks that is designed by
passivity method can be adjusted the target temperature and guarantee the stability for
all regions.
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5.2 Recommendations

5.2.1 This passivity theorem should be applied with a large scale split range
control in heat exchanger networks to guarantee that this approach can handle with
highly nonlinear and large interaction system which has not been researched yet.

5.2.2 In this study, the noise and time delay of large scale split range control in
heat exchanger networks is not added into the MATLAB-SIMULINK simulation
because the target temperature results could not be recorded in this program. Therefore,
this system should be applied to other simulation program.

5.2.3 In fact, the close loop control of heat exchanger networks with noise and
time delay does not operate in practical because the manipulated variables are
oscillation. This problem affects to damage equipment and lost. Therefore, the filter is
added into close loop control of heat exchanger networks with noise and time delay in
order to reduce oscillation of manipulated variables.
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This section shows a derivation of the heat exchanger models used in this work.
A.1 Case study 1

The heat exchanger network from Glemmestad [1] as shown in Figure A.1 is studied
here. There are two heat exchangers and two utility exchangers. Furthermore, 4
manipulated variables, bypasses of heat exchangers 1 and 2 (uy; and up;) and utility
duties of cooler and heater (Q. and Q;), are available for control of all target outlet
temperatures that are outlet temperature of stream H1, outlet temperature of stream C1,
and outlet temperature of stream C2.

tor cp
H1 190°C /1\ /;\ /;\ 3000> (kV]\_//OOC)
UA=0.523 \_/
KW/°C

160°C N\ 80°C

h 1.5
— c1

UA=1.322

130°C kWFC 20°C
< W C2 05

Ub2
Figure A.1 The heat exchanger networks in case study 1.

In this case study, heat exchanger network can be separated into 2 system, which are
inner and outer heat exchanger network.

The dynamic model for inner heat exchanger network:

Since the dynamic models of inner heat exchanger network from equations 3.1-2 are the
non-linear model, linearization by using Taylor’s series expansion is necessary that are
presented as the following:

For Tin:

dT,
—H = leFchPHl(THlin - T1H) + UA1(Tlc - T1H) (A1)

PutVuiCrm

Where 7., = p,;,Copnand &,y = 0V iiCoin

aty, _ (THlFHl UA:L)T " AiT +TH1 HLT
1c

in A.2
dt S E En (A2)
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At steady state
dTin ( TH1F UA1) TlH UAl TlC + THlFHl THW =0 (A.3)
dt Sin S Sin

Then equation A.3 can be made into the deviation variable form or perturbation form.
WhenT,, =T + T, T = Tic + T, and Ty, = Tisin + Ty, -

dTlZ ( Tl —UA) T1; UAl TP TnFin T:lm (A.4)
dt ¢m ¢m Em
For Tyc:
dTlc Il
PcVeiCres 7 = PerFerCoer (T awin = T) +UA (T, — Ty) (A.5)
Where 7., = p,Cpeand &y = 0V Cpey
drT;, _ U4, T, + (7o Fe UAi) z'c1 CLT oy (A.6)
dt c1 501 c1
At steady state
dTic _UA T + (Zrerfe, = UA) Tic + Tafa Te1n =0 (A.7)
dt 1 c1 c1

Then equation A.7 can be made into the deviation variable form or perturbation form.
WhenZ,,. =Tic + Thand T}, = T + T}, .

P
dYTIC — UAl ]11; ( z.ClF'CI UAi) 7’11; (A8)
dt &g Ser
For Ton:
drT,,
leVHICPHl— = PHlFmCPHl(Tw ZH) + UAz( c2b ZH) (A-9)

Where 7, = p,,Cpppand &) = p, V0 Crpn

dlyy _ Tl T, + (=T Fn —UA4 ) T, + U4, T, (A.10)

dt é:H 1 §H 1 §H 1
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At steady state
dTen _ 7y, Fy, T + (=21 Fyy = U4y) Ton + U4, T =0 (A.11)

Then equation A.11 can be made into the deviation variable form or perturbation form.

WhenT,,, = Tus + T, Ty, = Torr + Ty, and Ty, = Tcas + T, .

P — -—
dlyy, _ Tl T+ (=2 by —U4,) T, + U4, T, (A.12)
dt S S H1
For Tcap:
ATy, T
P2V c2Crcz dt = Pt e2Crcr Q- fcz)(TC?i" - TCZb) +UA, (TZH - TCZb) (A.13)
Where 7., = p,Crc@Nd Scp = PeoVeoCopes
ATy, T
S g TeoFeo (L= feo)(Teain = Tipy) + UA,(Tyy = Teyy) (A.14)
ATy _ Teokr T com + ~Teoler T, + ~Teoles ?szfcz n Teofe, fooT oy + U4, T,, + ~U4, T.,,
dt Se2 Sca Sea Sca Se2 c2
(A.15)

From equation A.15, although most terms on the right are linear, the forth is nonlinear
due to T¢2 and fc> which are state variables and manipulated variables. Therefore,
Taylor’s series for linearization as in equation A.16 are presented.

F F.,— F., = T, 7 =
oz 2 Jelear = fee Sealea + fae Teanfep + Lkt ST e (A.16)
Sc2 Sca c2 c2

The dynamic model of T, become

dT. F.— - . F P F.,— F. =
c _telap.,, 4 Tl Teoy + deake) Tcainfe, +mfc2Tc2b iz Teafe
dt Se2 c2 c2 Se2 c2
7 F.— — UA -UA
_ Tt fepTcom+—2T,, +—2T., (A.17)
Se2 Se2 Se2
dT,, _ U4, T 4 (=Teafer + Teoter [ oo —U4,) T 4 (=TeoF e T czin + T epFy Tezn) f
21 C2b c2
dt §C2 §C2 §C2
F., = 1., F.,— =
Teol'cop o “fealca FopTcon (A.18)

C2 Cc2
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At steady state
dTco _ U—AZTZH N (—TooFpy + 7oy | oo —UA,) Tean + (=T oo Foy T cain +TopFrey T c2n) 7
C2
dt §C2 §C2 §C2
F.,= 1, F,— =
tlelar,, ol ST ca (A.19)
Cc2 C2
Then equation A.19 can be made into the deviation variable form or perturbation form.
WhenT,.,, =Tcas+ Ty, Ty = Torr + T3y, and foy = f oy + fi0 .
ATl _Uky v | (CTeoFer 4 TeoFes S oo =Ud) pr  (STepinTean + tepFey Tem) s
2H C2b Cc2
dt §C2 é:CZ §C2
(A.20)

For cold streams of heat exchanger with a single bypass on cold side equations. An
output equation in the form of the state space in case of time invariant system shows
below.

y=Cx+ Du

The output equation of cold stream for a single heat exchanger with a single bypass
referred from (Mathisen, 1994; Glemmestad, 1999) is presented in equation A.21.

Ty = (1_fc2)Tc2b +fc2TC2f” (A.21)
Ty =Teoy = feoTeay + feo T c2in (A.22)
Since the second term on the right hand side is nonlinear, this term has to be linearized

using Taylor’s series. The following equation shows the nonlinear term in equation
A.23 is linearized.

1., =T, —?CZTC% —Tczbfc2 +?C2?C2h + fczfczm (A.23)

Ty, == f )Ty + (Tcoin—Tcaw) froy + f e T c2p (A.24)
At steady state

?CZI = (1—7C2)TC21; + (TCZin —Tczz;)?cz +?C2TC2b (A.25)

Then equation A.25 can be made into the deviation variable form or perturbation form.
When T, = Tcze + T, and froy = f oy + [

Ty = (A= f o) Tty + (Tcon —Tea) £y (A.26)
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The dynamic model for outlet heat exchanger network at cooler:

Since the dynamic models of cooler from equations 3.3 are the non linear model,
linearization by using Taylor’s series expansion is necessary that are presented as the
following:

For Tuyt:

dT,

Hlt

leVchPHl -, leFHICPHl(TZH le) Qc (A-27)

Where 7, = p,,Cpand &,y = py V1, Copy

dT, T F Tk’
i tmlmy = Q ¢ tmTmp (A.28)
a  &n St St
At steady state
d?Hlt _ TyiFn TZH + __1§ + _TH—1FH1TH1, =0 (A.29)
dt H1 H1 ¢ H1

Then equation A.29 can be made into the deviation variable form or perturbation form.
WhenT,, =Ton + T}, 1,,, 0. Q +0’ and T, —THlt+THlt

P —
dTy,, _ TinFn 7 +—1Qf +
dt i St Sint

MTJB (A.30)

The dynamic model for outlet heat exchanger network at heater:

Since the dynamic models of heater from Equations 3.4 are the non linear model,
linearization by using Taylor’s series expansion is necessary that are presented as the
following:

For Tcit:

dT,

Clt

pClVCICPCl - pClFClCPCl(YlC Clt) + Qh (A31)

Whel’e TCl pc1 PC1 and é:Cl IOClVClCPC].

dT; T, F, +1 —7 . F,
aw_‘atar (o pcrar (A.32)
dt Se1 St St
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At steady state
dT cu _Taly T +i§ + Tk Tew =0 (A.33)
, .
dt c1 C1 Cl

Then equation A.33 can be made into the deviation variable form or perturbation form.
WhenT,. =Tic+T5, 0, =0, +0! , and T, = Tcu + T2, .

P
dT,, _“Tafn T" + _Qh TClF ark (A.34)
dt Se1 Se1 St

A.2 Case study 2

The heat exchanger network from Biegler [15] is studied here. There are three heat
exchangers and three utility exchangers. Furthermore, 6 manipulated variables, bypasses
of heat exchangers 1, 2 and 3 (uss, up2, and up3) and utility duties of two cooler and
heater (Q.;, O.> and Qy), are available for control of all target outlet temperatures that
are outlet temperature of stream H1, outlet temperature of stream H2, outlet temperature
of stream C1, and outlet temperature of stream C2. The heat exchanger network
configuration is shown Figure A.2.

650K /> 410K
( > N

500 K N 353K

- Cc2 13
edl
b2

u

Cp
ubl (kW/K)
650 K D\ YOO 370 K
H1 \Jr \\2 ) — (Cl)— 10
- 590 K /L /3\ C 370K 20
_/

Figure A.2 The heat exchanger networks in case study 2.

In this case study, heat exchanger network can be separated into 2 system, which are
inner and outer heat exchanger network.

The dynamic model for inner heat exchanger network:

Since the dynamic models of inner heat exchanger network from equations 3.1-2 are the
non linear model, linearization by using Taylor’s series expansion is necessary that are
presented as the following:
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For Tin:
ar,,
PtV iiCom —— it = PurFnCom (T — L) +UA (T — Ty) (A.35)

Where 7., = p,,Cpnand &, = 0,V Cropy

dT. r U T..F,
1H ( oL Ai) T, U4, “Ar, 4mimy (A.36)
dt f:m é:]-ll S
At steady state
dTw _ (=2, Fyy —UA) Ty + JAT  Twfi T g (A.37)
dt S Sm S

Then equation A.37 can be made into the deviation variable form or perturbation form.
WhenT,, =T + T, T, = Tic + T, and Ty, = Tisn + Ty, -

dYTI‘:I ( z.1’-11 UAi) TP UAl 712 2-HlF‘Hl T]-flm (A38)
dt fm Sm Sm
For Tyc:
dT,.
PcVerCper— dt = PerleiCoey (T = T0) +UA (T, — To) (A.39)

Where 7., = p,Cpeyand &y = ooV i Croy

dT,. U. - ~U.
e _UA, T, + (=t Fy Ai) Tcl ar. (A.40)
dt §C1 é:Cl §C1
At steady state
dTc _ %TW n (=71 —UA) Tie +TLFC1T3C =0 (A.41)
dt Ser Ser S

Then equation A.41 can be made into the deviation variable form or perturbation form.
When T, = Tic + Th, To. = Tac + T, and T, = Tun + T,

ar. U ~7 o — UL L
e U4 T+ (—7afe Al) ala ) (A.42)
dt Set St Set
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For Ton:

drT.
PutVinCorm f = PuFinCom (L — Toy) + UA(Tey, — T,) (A.43)

Where 7., = p,,Cpnand &, = 0,V Cropy

drT, .. F T, —UA UA
e Tl (-7 ) T, +—=2T.,, (A.44)
dt éHl §Hl le
At steady state
dTen _ 7y by, T + (7 b —U4y) = Tou + U4, Tew =0 (A.45)
dt H1 H1 H1

Then equation A.45 can be made into the deviation variable form or perturbation form.
WhenT,,, = Tus + T, Ty, = Torr + Ty, and Ty, = Tcas + T, .

. t,.F t,.F,, —UA UA
2w _ Tl e (=7 ) T +=2T", (A.46)
dt H1 é:Hl H1
For Tcop:

dT,
pCZVCZCPCZ C;Zb - pCZFCZCPCZ (1 fCZ)( C2in TCZb) + UAZ(TZH - TCZb) (A47)

Where 7., = 0,Cpe,aNd ey = PV ;Cocs

dT,
S dCth = TeoFa U= feo ) (Tegi — Tegy) T UAN(T, — Teyy) (A.48)
dl.,, to,Fq, = —T o —T oo T, UA -UA
= T coin +—2-2 TCZb MTcszcz = C2 fcz can T 2 TzH + 2 TCZb
dt é‘cz Sacz Sacz fcz fcz c2

(A.49)

From equation A.49, although most terms on the right are linear, the forth is non linear
due to T¢2 and fc> which are state variables and manipulated variables. Therefore,
Taylor’s series for linearization as in equation A.50 are presented.

T F T F T, F 1. F.,—= =
c2l'ca c2lc2 c2lc2 c2lc2
fcz c2n = fcz con T T C2b fcz fczTCZb (A-5O)
Sgcz gcz c2 2
-7 F - F.,— -z F., = .. F..— =
c2l'c2 _ " telen c2l’c2 ) c2lc2 i
Tcszcz = fczTCZm + Tczl”fcz + fczTCZ”’
é‘cz c2 c2 c2

(A51)
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The dynamic model of T,, become

dT, F., = 7. F - F.,— - F., = F.— =
dCth = TCE 2T coin + 2-22 2T ., + ng €z f T, +—T22 2T coin fry + TCE €2 f T cain
c2 c2 c2 2 c2
7. F. = T F., = 1. F.,— = UA -UA
+ C(; = fCZTCZb +—2L2 TC?bfcz - 22 = fczTCZb +—2 TZH + 2 TCZb
c2 c2 c2 c2 c2
(A.52)
dT,, _ U4, T (=TeoFy + T Fea f oy —UAY) T (=7 Feo T cain + Ty Fy Teas)
= on T cp Jea
dt S S S
F.—-7.F . F.— = F.— =
Teoly = Teoba f en T, + Teal'co FeaTeom+ Teol'cn £ T coi (A.53)
S c2 c2
At steady state
dezb _ égA2 Tou + (-7, F., + Tchcz f e —UA) T o 4 (_TcchzTCZZ: + 70, F ., T can) 7C2
2 2 2
Foy=ToFryfonm  —TpFry— = Fo,— =
+ Feal'cr ;CZ c2f ez T c2in +—Tc2 c2 fcz Tcan + Feal'cr fCZTczm (A.54)
c2 2 c2

Then equation A.54 can be made into the deviation variable form or perturbation form.
WhenT,.,, = Tcas + Ty, Ty = Torr + T3y, and fry = f oy + [0

P
fea

ATty _Udy v Clealin +TeoFea] 0= UA) v (STeaFepTcan + TepFey Tea)
2H C2b
dt égcz Sgcz ‘fcz
n TeaFer =T eaf o TCPZin (A.55)
Se2
For Tay:
dTy,
pHZVHZCPHZ 7 = pHZFHZCPHZ(THZin - TSH) + UAs(Tsc - TsH) (A-56)

Where 7,, = p,;,Cppp @00 &y = 0143V 12Cpira

drT. —7,,,F,., —UA UA 7, F
3 _ (=7u2Fus 5) T,, +—=T, +-42H2T (A.57)
dt é:HZ é:HZ §H2
At steady state
dTsu _ (=7,,F,, —U4,) Tan + U4, Tac + Tyola Tiom =0 (A.58)

dt S S Sh2
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Then equation A.58 can be made into the deviation variable form or perturbation form.
WhenT,, = Tsn + Ty, Ty = Tac + T, and Ty, = Tirzin + Tpry,,

P
dTSH — ( THZFHZ UAS) 7%1;1 + UAs Ts}é + z-17'2F112 T[—le'n (A.59)
dt S S S
For Tac:
dT.
PcVeriCrer dj‘c = Pl eiCrcr(Teyy — Toe) + UA(Ty, — Ty) (A.60)
Where 7., = p,Cpeand &y = 00V Cpey
drT. UA .. F..—UA 7. F
3¢ _ STSH"'( cil'ct ,) T, + cif'c1 T.. (A.61)
dt $ar Ser Ser
At steady state
—dTSC = U—Asfsﬁ + (“erfey ~UA,) Tac + —TClFCl Tcun =0 (A.62)
o &y Se1 Ser

Then equation A.62 can be made into the deviation variable form or perturbation form.
When T, = Tac + T, Ty, = Tctn + Ty, and Ty, = Tan + Ty

dT..  UA
3¢ _ 3 Ts[;l +

dt C1 C1 C1

(=t fey —UA,) i TeiFe TF (A.63)
3C Clin )

For cold streams of heat exchanger with a single bypass on cold side equations. An
output equation in the form of state space in case of time invariant system shows below.

y=Cx+ Du

The output equation of cold stream for a single heat exchanger with a single bypass
referred from (Mathisen and Glemmestad) is presented in Equation.

Tey, = (1_fC2)TC2b + feo T c2in (A.64)
Ty =Teoy = fedTeay + feo T c2in (A.69)
Since the second term on the right hand side is nonlinear, this term has to be

linearized using Taylor’s series. The following equation shows the nonlinear term in
equation A.66-67 is linearized.

Teo, =10y = fcsleny —Tcanfoy+ f oy Tcon+ froy T com (A.66)
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T.,, =@1- ?CZ)TCZb - (fCZin — fCZb)fCZ + ?szczb (A.67)
At steady state
Teo = (1—7C2 )TCZb + (TCZin — Tczz;)?cz + ?szczb (A.68)

Then equation A.68 can be made into the deviation variable form or perturbation form.
When T, = Tca+T.and fr, = f oy + [

T == f )T, + (Tcon —Tea) for (A.69)
The dynamic model for outlet heat exchanger network at cooler 1:

Since the dynamic models of cooler 1 from equation 3.3 are the non linear model,
linearization by using Taylor’s series expansion is necessary that are presented as the
following:

For THlt

dT,

Hlt

PtV i1Crn = = PisFusComs (Lo — Ty) — Oy (A.70)

Where 7, = p,,Cpand &,y = py V1, Copy

dl,, THlFHsz +__1Ql+_THlFHlT . (A71)
H c H1t *

dt &, En En

At steady state
T _tuFing, 15  “twfng, g (A.72)
cl 1= .
dt H1 H1 H1

Then equation A.72 can be made into the deviation variable form or perturbation form.
When Ty, =Ton + 1}, O, =0, +0" and T, = Tri + T,

T, _Twfm TP 4 -1 0"+ Tk TF

—0 t (A.73)
da &, &t &, ™
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The dynamic model for outlet heat exchanger network at cooler 2:

Since the dynamic models of cooler 2 from equation 3.3 are the non linear model,
linearization by using Taylor’s series expansion is necessary that are presented as the
following:

For Twot

dTHZt

PuVu2Crur 7 = Pu2bu2Cony (o = Tya) — Q. (A.74)

Where 7,,, = p,,,Cpyrand &, = 0,V ,Cppo

drT, T, F -1 -7, F,
H2t — H2" H2 TBH + ch + H2" H2 THZt (A75)
dt §H2 §H2 §H2

At steady state
dT na _ Tyl Tan + -1 éc'Z + “Tu2tu Tua=0 (A.76)
dt §H2 §H2 H?2

Then equation A.76 can be made into the deviation variable form or perturbation form.
WhenT,, =Tan + Ty, O, =0,,+00, and T, =Tuz +Tpy,.

ar,,  ,,F -1 —7,,F,
o Tnelwe Py P e pr (A.7T7)
dt S Stz S

The dynamic model for outlet heat exchanger network at heater:

Since the dynamic models of heater from equation 3.4 are the non linear model,
linearization by using Taylor’s series expansion is necessary that are presented as the
following:

For Tcit:

dT,,,
IOClVClcPCl d—;l = pc1F C1CPC1(Tlc -T Clz) + Qh (A-78)

Where 7., = p,Cpeyand &, = oV, Copy

dT; T, F, +1 —7.,F
aw_‘atar (o pcrar (A.79)
dt é:Cl §C1 gCl
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At steady state

dT cu _Taly T +i§h + Tk Tew =0 (A.80)

dt §C 1 gC 1 gC 1

Then equation A.80 can be made into the deviation variable form or perturbation
form. WhenZ,. =T+ T2, 0, =0, +0OF ,and T, = Tcu + T, .

Ty, _ —TeF TF +iQhP +TLFClT1’2 (A.81)

dt $a1 . Ser Sc1




APPENDIX B
PROPERTIES OF CONSTANT VALUE
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B.1 Case study 1
B.1.1Constant value

Constant densities of the two fluids (p,) = 1,000 kg/m®
Constant specific heat capacities of the two fluids (C,;) =4.2 kJ/kg-°C

Constant and flow independent heat transfer coefficient (7, ,,7,,) =0.1 m?

B.1.2 Normal operating value

Inlet hot temperature of stream H1 (7},;:,) =190 °C
Inlet cold temperature of stream C1 (7;:,) =80 °C
Inlet cold temperature of stream C2 (7.,:n) =20 °C
Outlet hot temperature of stream H1 (7},;,) =30 °C
Outlet cold temperature of stream C1 (7;,) =160 °C
Outlet cold temperature of stream C2 (7.2, =130 °C
Heat convection of stream H1 per temperature (mC,, 1) =1 kw/°C
Heat convection of stream C1 per temperature (mC,, ;) =15 kw/°C
Heat convection of stream C2 per temperature (mC,, .») =05 kw/°C

Overall heat transfer coefficient per heat exchanger area 1 (UA;) = 0.523 kW/ °C
Overall heat transfer coefficient per heat exchanger area 2 (UA;) = 1.322 kW/ °C

B.1.3 Steady state value

Split fraction of bypassed heat exchanger 1 (u;) =0

Split fraction of bypassed heat exchanger 2 (u..) =0.00012
Duty utility of cooler (QO.) =65 kW
Duty utility of heater (Qy) =80 kW
Outlet temperature from heat exchanger 1 (7},») =151.19°C
Outlet temperature from heat exchanger 2 (7.25) =130.89°C

B.2 Case study 2
B.2.1Constant value

Constant densities of the two fluids (p,) = 1,000 kg/m®
Constant specific heat capacities of the two fluids (C,;) =4.2 klJkg-K

Constant and flow independent heat transfer coefficient (¥, ,,7,,) =0.1 m°

B.2.2 Normal operating value

Inlet hot temperature of stream H1 (7},;:,) =650 K
Inlet hot temperature of stream H2 (7},2:,) =590 K
Inlet cold temperature of stream C1 (7.;:,) =410 K



Inlet cold temperature of stream C2 (7.,:,) =353
Outlet hot temperature of stream H1 (7},;,) =370
Outlet hot temperature of stream H2 (7},2,) =370
Outlet cold temperature of stream C1 (7,;,) =650
Outlet cold temperature of stream C2 (7, =500
Heat convection of stream H1 per temperature (mC,, 1) =10
Heat convection of stream H2 per temperature (mC,, 1>) =20
Heat convection of stream C1 per temperature (mC,, ;) =15
Heat convection of stream C2 per temperature (mC,, .») =13

ZEAXXXAXAN
S
)

kW/ K
kW/ K
kW/ K

86

Overall heat transfer coefficient per heat exchanger area 1 (UA;) =691.84 kW/ K
Overall heat transfer coefficient per heat exchanger area 2 (UA;) =1,911 kW/ K
Overall heat transfer coefficient per heat exchanger area 3 (UA4;) =2,419.49 kW/ K

B.2.3 Steady state value

Split fraction of bypassed heat exchanger 1 (uy;) =

Split fraction of bypassed heat exchanger 2 (u..) =0.3797
Split fraction of bypassed heat exchanger 3 (u3) =

Duty utility of cooler 1 (Q.;) =289 kw
Duty utility of cooler 2 (Q..) = 1,700 kW
Duty utility of heater (Qy) =300 kw

Outlet temperature from heat exchanger 2 (7.25) =589.98 K
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