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Abstract 
 

Split range control design of heat exchanger networks is widely used for heat integrated 
plants. This design provides a stable and optimal operation for targeted temperatures, 
while the utility cost is minimized for all possible disturbance variations. Concerning to 
the performance of stability, an effective controller design named passivity method is 
presented to regulate the stability for split range control of heat exchanger networks in 
this work. The dynamic models of the proposed system are developed in state space 
formulas. The state space models of heat exchanger networks can represent both the 
process transfer function and the disturbance transfer function. These transfer functions 
are formulated to determine whether the heat exchanger networks is passive by 
analyzing the passivity index. As a result, the split range control of heat exchanger 
networks is a non-passive system. Therefore, the introduction of the weighting function 
is proposed to adapt the heat exchanger networks into strictly a passive system. The 
passive controller is then designed in order to keep the heat exchanger networks at the 
stable operation. The proposed method is tested and compared with PI controller and 
illustrates that the passivity approach can give better performance over conventional PI 
controllers. In addition, the dynamic responses of target temperature with passive 
controllers have a lower oscillation when compared to PI controllers.  
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CHAPTER 1 INTRODUCTION 

 

1.1 Background 

Currently, heat exchanger networks (HEN) are widely used in many industries and also 
published in many researches. However, there are a few literatures, which considers 
about the minimizing utility consumption and the control system of heat exchanger 
networks. Nevertheless, a suitable control strategy is needed in the control system of 
heat exchanger networks. The control system of heat exchanger networks should be 
optimal operation, which can regulate the temperature at their certain level while utility 
cost is minimized for all possible disturbances. This is the main motivation of this 
thesis. 

Heat exchanger is the device, which facilitates the heat transfer between hot side stream 
and cold side stream that have different temperature. The single heat exchanger is 
commonly used in a wide range of application as heaters or air conditioners in a 
household. Conversely, the single heat exchanger cannot support for the chemical 
processing plant or power production plant. Therefore, the heat exchanger networks are 
required to operate systems. Glemmestad [1] proposed three requirements for the 
optimum operation of heat exchanger networks; the satisfied target temperatures, the 
minimum utility cost, and the robust dynamic behavior. In order to control the target 
temperature of heat exchanger networks, the bypassed heat exchanger is required by 
varies split fractions. In some case studies, these split fractions of bypassed heat 
exchanger may be saturated and cannot be maintained the target temperatures. These 
problems can handle by attempting to find a simple operation policy for split range 
control as presented by Lersbamrungsuk [2]. The split range control is the policy for 
switching between regions. The second requirement is minimized utility cost as studied 
by Aguilera [3] and Glemmestad et al. [4]. Not only the satisfied target temperature and 
the minimized utility cost are interesting but also the stability of heat exchanger 
networks is very important. 

Recently, the one technique to analyze the stability of general processes is the passivity 
method as presented by Bao [5] and Bao and Lee [6]. The passive systems are the 
systems that do not generate energy with respect to the given input and output ports. It 
is attractive to apply passivity method with split range control of heat exchanger 
networks to achieve both stable and controllable process. Moreover, the stability 
analysis of split range control of heat exchanger networks using the passivity method 
has not been researched yet. 
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1.2 Objectives 

1. To study and develop the state space models for split range control of heat 
exchanger networks. 

2. To apply passivity method for split range control of heat exchanger networks. 

1.3 Scopes of work 

1. Only water is used as the component and no phase change. 
2. The pairing between controlled and manipulated variables using split range 

control design are solved by GAMs [7]. 
3. The transfer function equations are solved via MATLABTM. 
4. The passivity method is applied to check the passive of the system and to design  
     passive controller for split range control of heat exchanger networks. 
5. The results are verified and compared with PI controller by MATLAB- 
    SIMULINK [1]. 

 

 

 



CHAPTER 2 THEORY AND LITERATURE REVIWES 

 

This chapter is separated into two sections; the theory and the literature. Each section 
composes of three main parts which are the heat exchanger networks, the split range 
control of heat exchanger networks, and the passivity method. 

2.1 Theory reviews 

The first part reviews the related works to the heat exchanger networks. The split range 
control of heat exchanger networks is reviewed in the second part and the following part 
is the review of the passivity method.  

2.1.1 Heat exchanger networks [1] 

This part describes the development of the dynamic model of heat exchanger networks. 
The general heat exchanger model is applied to simplify the equations. Some 
fundamentals of heat transfer and steady state properties of ideal countercurrent heat 
exchanger are described. The formulations of dynamic equations of controlled heat 
exchanger networks are performed. 

The dynamic model of a single heat exchanger is developed from a general heat 
exchanger model in forms of ordinary differential equations (ODE). The following 
assumptions are made for the general heat exchanger model: 

1. Constant densities of the two fluids ( i ). 

2. Constant specific heat capacities of the two fluids ( ,V iC ). 

3. Constant thermal efficiency (Ph, i). 
4. Constant flow independent heat transfer coefficient. 
5. Lumped models. 
6. No phase changes. 

A countercurrent heat exchanger networks can be modeled from the assumption as 
shown in Figure 2.1. 

 

Figure 2.1 The countercurrent heat exchanger networks model [1]. 
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The dynamic equations for each stage becomes 

 ,
, 1 , ,

, , ,

h i h i
h i h i m i

h i h h i V h

T F UA
T T T

t V V C


   


     (2.1) 

 ,
, 1 , ,

, , ,

c i c i
c i c i m i

c i c c i V c

T F UA
T T T

t V V C


   


     (2.2) 

Where Ai is the heat exchanger area at stage i. Vh, i and Vc, i are the volumes of each 
compartment at the hot side and the cold side streams. The number of each stage is 
arranged from 1 to i, and the heat exchanger model consists of 2i ordinary differential 
equations. At the inlet, the boundary conditions are such that Th,0 equal to Th, in and Tc, 

i+1 equal to Tc, in, and at the outlet we have Th, i equal to Th,out and Th,1 equal to Th,out. ∆Tm, 

i is the temperature driving force at stage i. Three alternatives for this expression are: 

1. Lumped models:  m, h, c,i i iT T T        (2.3) 

2. AMTD:     m, h, 1 c, h, c, 1 0.5  i i i i iT T T T T          (2.4) 

3. LMTD:  , 1 , , , 1
,

, 1 , , , 1

( ) ( )

ln ( ) / ( )
h i c i h i c i

m i
h i c i h i c i

T T T T
T

T T T T
 

 

  
 

   
  (2.5) 

In order to control the target temperature, the bypassed heat exchanger is required by 
suitable split fractions. This is implemented directly into the heat exchanger model. The 
variable u denotes the split fraction of the inlet stream being bypassed heat exchanger 
on the hot side or the cold side streams. The outlet temperature after mixing as follows: 

 Tout = uTin + (1-u)T’out        (2.6) 

Where 'outT is the outlet temperature of heat exchanger before mixing with the bypassed 
stream. 

2.1.2 Split range control of heat exchanger networks [2]  

The operation of heat exchanger networks is optimal if the following three main goals, 
which are: 

1. Primary goal:  Target temperature is satisfied 
2. Secondary goal: Utility cost is minimized 
3. Third goal:  Dynamic behavior is satisfied 

In order to perform optimization during operation, there has to be degree of freedom 
(DOF) after regulatory control is implemented. [1] 
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The number of degrees of freedom (NDOF, U) for heat exchanger networks, which is used 
for utility cost optimization, is given by: 

NDOF, U = R + NU – Nt         (2.7) 

Where R is the dimensional space spanned by the manipulated variables in the inner 
heat exchanger networks. NU is the number of utility exchanger unit and Nt is the 
number of target temperatures. 

NDOF,U<0: The operation of the heat exchanger networks is not feasible. 
NDOF,U=0: The operation of the heat exchanger networks is structurally feasible.  
                  There is no degree of freedom available for utility cost  
                  optimization. 
NDOF,U>0: The operation of the heat exchanger networks is structurally feasible.  
                 There are some degrees of freedom for utility cost optimization.  

There are two important manipulated variables of heat exchanger networks: 

Single bypasses: Target temperatures are controlled by the split fraction of  
                            the bypassed heat exchanger. 

Utility duties:     Target temperatures are controlled by the duty of the final  
                                       utility exchanger. 

The corresponding steady state optimal operation of heat exchanger networks can be 
formulated as a linear programming (LP) problem: [3] 

 Objective function: 

Min xcT         

Subject to:        

bAx          

eqeq bxA         

maxmin xxx   

Where x consists of the inlet and outlet temperatures on the hot side stream  

( ,
in

h iT and ,
out

h iT ) and cold side stream ( ,
in

c iT and ,
out

c iT ) of all exchangers, as well as the duties 

of all exchangers, which are duties transfer in heat exchanger (Qi), utility duties of 
cooler (Qc,i), and utility duties of heater (Qh,i). The equality constraints include the 
process models, the internal connections, the supplied temperatures ( ,s iT ) and the target 

temperatures ( ,t iT ). The inequality constraints include the lower and upper bounds on 

the duties of all heat exchangers. In this part, the objective function is minimizing the 
utility cost. Where C is cost parameter related to the utility duties of cooler and heater. 
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The LP problem formulation for optimal operation of heat exchanger networks is given 
in equations 2.8-2.22: [4] 

Objective function:    

Min , , , ,cu i c i hu j h j
i CU j HU

C Q C Q
 

          (2.8) 

Subject to: 

a) Conservation of heat transfer 

            Heat exchanger i: 

    , , ,( ) 0out in
i P c i c i c iQ mC T T     i  PHX  (2.9) 

   , , ,( ) 0in out
i P h i h i h iQ mC T T     i  PHX  (2.10) 

     Cooler i: 

      , , , ,( ) 0in out
c i P h i h i h iQ mC T T    i  CU   (2.11) 

     Heater i: 

     , , , ,( ) 0out in
h i P c i c i c iQ mC T T    i  HU   (2.12) 

b) Connecting equations 

     Supply connection: 

   , ,
in

h i s iT T     i  HXHS  (2.13) 

   , ,
in

c i s iT T     i  HXCS  (2.14) 

     Internal connection: 

   , , 0out in
h i h jT T      i  HXHO, j  HXHI  (2.15) 

   , , 0out in
c i c jT T      i  HXCO, j  HXCI  (2.16) 

     Target connection: 

, ,
out

h i t iT T     i  HXHT CUT (2.17) 

, ,
out

c i t iT T     i  HXCT HUT (2.18) 
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c) Lower and upper bounds of heat exchanger 

     Lower bound: 

     0 iQ     i  PHX CU HU (2.19) 

    Upper bound:  

, , , ,( ) ( )in in
i h i P h i h i c iQ P mC T T    i  PHX CU HU (2.20) 

)(
,,

)(
,

, ,,

,, )1(
ihic

ihic

NTUNTU
icih

NTUNTU
ih

ih
eNTUNTU

eNTU
P 






     (2.21) 

         hot
ip

i
ih mC

UA
NTU

)(

)(
,  , cold

ip

i
ic mC

UA
NTU

)(

)(
,     (2.22) 

Where PHX:  set of all process heat exchangers 
CU:  set of utility duties of cooler 
HU:  set of utility duties of heater 
HXHT: subset of PHX with hot side outlet is a controlled target 
HXCT: subset of PHX with cold side outlet is a controlled target 
CUT:  subset of CU with outlet is a controlled target 
HUT:  subset of HU with outlet is a controlled target 
HXHO:subset of PHX with hot side outlet entering a hot side inlet of the  

                        adjacent exchanger 
HXCO:subset of PHX with cold side outlet entering a cold side inlet of the  
            adjacent exchanger 
HXHI: subset of PHX with hot side inlet coming from a hot side outlet of the  

adjacent exchanger 
HXCI: subset of PHX with cold side inlet coming from a cold side outlet of  

the adjacent exchanger 
HXHS: subset of PHX with hot side inlet directly coming from a hot supply 
HXCS: subset of PHX with cold side inlet directly coming from a cold supply      

The LP formulation implies that the optimal solutions are always at an intersection of 
constraints. The inequality constraints in the above LP formulation imply that active 
constraints occur on manipulated variables (i.e. Lower boundary of utility duties of 
cooler or heater, lower and upper boundary of split fraction of bypassed heat 
exchanger). After the target temperatures are controlled by the manipulated variables 
and the result of optimal operation to keep all remaining manipulated variables at 
constraints. However, under the variation of operating conditions, the optimal vertex 
(set of active constraints) may change. For a given operating window, it may have 
several optimal vertices for active constraint regions. Therefore, to obtain optimality, 
one needs a good control policy for disturbance tracking to the change of active 
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constraints during the operation. One solution is the switching between active 
constraints regions called split range control. [8] 

The split range control describes the possible methods to implement optimal policy by 
disturbance tracking to set of active constraints. The assumptions are: [2] 

1) The target temperatures are feasible for the given disturbance window. 

2) The output constraints do not change and are always active. The optimal point  
                 is a vertex and a certain number of inputs are at the constraints.  

From the assumptions, the optimal solution has the following properties: 

a) The set of active constraints remains constant in a certain region of the 
disturbance space.  

b) The system has two or more critical regions in the disturbance window, it 
follows that the set of constraints are different.  

The optimal solution can be achieve by the following properties: 

a) In a given critical region Ro, it is possible to operate the heat exchanger 
networks optimally using a control structure where the output constraints are 
controlled some manipulated variables by using SISO control loops with zero 
steady state error, for example, PI controllers.  

b) The system is switched form Ro to a different region R1 or change active 
constraint, when the system has disturbance. 

The example of split range control has three manipulated variables (MV1, MV2, and 
MV3) and two controlled variables (CV1 and CV2). In general, two manipulated 
variables are needed to control two controlled variables as SISO control loop. 
Furthermore, since one optimal solution is always at input constraints, the remaining 
one manipulated variables may be at active constraints or saturated. For operating 
window, the active constraint regions can be found by parametric programming and the 
results are shown in Table 2.1 and Figure 2.2. 

Table 2.1 The set of active constraints for example.  
Region MV1 MV2 MV3 

1 S U U 
2 U U S 
3 U S U 

U-Unsaturated manipulated variable (inactive constraint)  
S-Saturated manipulated variable (active constraint) 
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Integer linear programming (ILP) formulation [7], which is the approach based on an 
optimization formulation, is used to determine split range control structure.  The 
assumptions are: 

1) Target temperatures are feasible for the given disturbance window. 
2) The output constraints do not change and are always active. The optimal point 

is a vertex and a certain number of inputs are at the constraints.  
3) One split range combination contains only two manipulated variables.  
4) Only one manipulated variable is saturation.  

The integer linear programming (ILP) formulation for the design of an optimal split 
range control structure can be formulated as follows:  

Definition 1: Set of controlled and manipulated variables 

CV:   set of controlled variables 
MV:   set of manipulated variables 
RS:   set of active constraint regions 
MVAAT:  subset of MV with manipulated variables which are always active  

constraints  
MVINAT:  subset of MV with manipulated variables which are always  

inactive constraints  
MVAT:  subset of MV with manipulated variables which change between  

being active and inactive constraints 

Definition 2: Primary and secondary manipulated variables 

Primary manipulated variable is a manipulated variable that is used for 
controlling a target, except when it is saturated. Secondary manipulated variable 
is used to control the target when primary manipulated variable is saturated. 

Definition 3: Relationship between primary and secondary manipulated variables 

Let jix ,  be a binary variable that relationship between MVi and MVj 

For i=j, iix ,  = 1 implies MVi is a primary manipulated variable
 

             iix ,  = 0 implies MVi is a secondary manipulated variable or unused 

For ij, jix ,  = 1 implies MVj is a secondary manipulated variable for MVi  

             jix ,  = 0 implies MVj is not a secondary manipulated variable for MVi 

Definition 4: Relative order between controlled variables and manipulated variables 

Let jkr ,  be relative order between CVk and MVj.  
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Definition 5: Relationship between controlled variables and manipulated variables 

Let jkz ,  be a binary variable that relationship between CVk and MVj 

jkz ,  = 1 implies CVk is paired with MVj  

jkz ,  = 0 implies CVk is not paired with MVj 

Objective function I: Minimizing the number of complexity of control structure 

  
 


MVi ijMVj

jiI xJ
,

,min         (2.23) 

Constraint 1: Assign one primary manipulated variable to each control objective 

The number of primary manipulated variables is equal to the number of 

controlled variables (NCV) 

CV
MVi

ii Nx 


,         (2.24) 

Constraint 2: MVi is always an active constraint  

Manipulated variable MVi is active constraint 

  0, iix     i  MVAAT    (2.25) 

Manipulated variable MVi has no need for a secondary manipulated variable 

     
0

,
, 

 ijMVj
jix    i  MVAAT    (2.26) 

Manipulated variable MVi is not used as a secondary manipulated variable 

0
,

, 
 ijMVj

ijx    i  MVAAT    (2.27) 

Constraint 3: MVi is never an active constraint is used as a primary manipulated 

variable with no need for a secondary manipulated variable 

Manipulated variable MVi is a primary manipulated variable 

  1, iix     i  MVINAT    (2.28) 
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Manipulated variable MVi has no need for a secondary manipulated variable 

  0
,

, 
 ijMVj

jix    i  MVINAT    (2.29) 

Manipulated variable MVi is not used as a secondary manipulated variable 

0
,

, 
 ijMVj

ijx    i  MVINAT    (2.30) 

Constraint 4: MVi changes between active and inactive constraint may be a primary or 

secondary manipulated variable. 

Manipulated variable MVi is chosen as a primary manipulated variable that can 

be active constraint, and then a secondary manipulated variable is needed 

1, iix  Then 1
,

, 
 ijMVATj

jix  i  MVAT    (2.31) 

Manipulated variable MVi is not chosen as a primary manipulated variable, and 

then it has no need for a secondary manipulated variable 

0, iix  Then 0
,

, 
 ijMVATj

jix  i  MVAT    (2.32) 

The above two statements can be written 

0
,

,,  
 ijMVATj

jiii xx    i  MVAT    (2.33) 

Manipulated variable MVj is chosen as a primary manipulated variable, and then 

it is not used as a secondary manipulated variable for other manipulated 

variables 

1, jjx  Then 0
,

, 
 jiMVATi

jix  j  MVAT    (2.34) 

Manipulated variable MVj is chosen as a secondary manipulated variable, and 

then it is used for at least one primary manipulated variable 
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0, jjx  Then 1
,

, 
 jiMVATi

jix  j  MVAT    (2.35) 

The above two statements can be written 

1
,

,,  
 jiMVATi

jijj xx    j  MVAT    (2.36) 

0)1(
,

,,  
 jiMVATi

jijj xxM  j  MVAT    (2.37) 

Where M is a positive integer which is greater than the number of members in 

MVAT 

Constraint 5: Possible and impossible split range combination of manipulated variables  

a)  Impossible split range combination of manipulated variables, two manipulated 

variables which are active constraints or saturated at the same time cannot be 

combined as a split range pair. 

For an active constraint region R, we have 

 
 


RA RAMVATi ijMVATj

jix
, ,

0
,

,   R  RS    (2.38) 

Where MVATA,R is the subset of MVAT with manipulated variables being active 

constraints in region R.  

b) Possible split range combination of manipulated variables, two manipulated 

variables which are not active constraint at the same time may be combined as a 

split range pair. 

For an active constraint region R, we have 





RIMVATi

jijj xx
,

1,,   j  MVATA,R, R  RS   (2.39) 





RAMVATj

ijii xx
,

1,,   i  MVATI,R, R  RS   (2.40) 

Where MVATI,R is the subset of MVAT with manipulated variables being inactive 

constraints in region R. 



14 
 

Combining objective function I and constraints 1-5, Problem P1 can be written, 

Problem P1 

   
 


MVi ijMVj

jiI xJ
,

,min        (2.41) 

Subject to 

  Equations 2.23 to 2.40 

By solving Problem P1, one obtains split range pairs that can provide optimal switching 

between active constraint regions. However, the solution of Problem P1 may be non 

unique. Therefore, relative orders are introduced as an additional criterion for screening 

the set of poorly controllable structure solutions. The additional objective function and 

constraints are as follows: 

Objective function II: Minimizing the sum of relative orders of the control pairs 

 
 


CVk MVj

jkjkII zrJ ,,min       (2.42) 

Constraint 6: One manipulated variable to each control objective  

1, 
MVj

jkz    k  CV     (2.43) 

Constraint 7: Only primary manipulated variables are paired with controlled variables. 

Manipulated variable MVj is a primary manipulated variable, it must be paired 

with a controlled variable 

1, jjx Then 1, 
CVk

jkz   j  MV     (2.44) 

Manipulated variable MVj is not a primary manipulated variable, it must not be 

paired 

0, jjx then 0, 
CVk

jkz  j  MV     (2.45) 
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Therefore, 

  0,,  
CVk

jkjj zx   j  MV     (2.46) 

The ILP problem now concerns two objective functions that can be solved using 

lexicographic optimization. In lexicographic optimization, the objectives are arranged in 

decreasing order of preference; and objectives with a higher preference are considered 

to be infinitely more important than those with lower orders. Among the solutions that 

are optimal with respect to the first objective, solutions that are optimal with respect to 

the second objective are chosen.  

Using the idea of lexicographic optimization, we first solve Problem P1:  

)(min* xJJ I
x

I    Sx      (2.47) 

Where S is the feasible set and then solves an associated Problem P1: 

)(min xJII
x

   Sx , )(* xJJ II     (2.48) 

This ensures that among the minimized JI solutions, the minimized JII solutions are 

chosen. In principle, we need to solve 2 optimization problems in sequence. However, it 

is possible to solve P1 and P1 as a single optimization problem by minimizing a 

weighted objective function wJI + JII, where w is a sufficiently large positive number 

chosen appropriately. Hence, we solve the following Problem P2: 

Problem P2 

  )min( III JwJJ         (2.49) 

 
 


MVi ijMVj

jiI xJ
,

, ,  
 


CVk MVj

jkjkII zrJ ,,     (2.50) 

Subject to 

Equations 2.23 to 2.46 

It can be seen that constraints 6 and 7 do not alter the feasible set for the ILP Problem 

P1. The ILP Problem P2 consists of two objective functions with a weighting factor (w) 
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between the two. The first objective is used to minimize complexity when changing 

between active constraints whereas the second objective is used to select the most 

controllable control structure. A large value of w will imply that the second objective 

will only be considered when there are multiple solutions. 

It is possible for the ILP to have no feasible solution, that is, no optimal split range 

control structure can be found. This may happen when there are conflicts among the 

equations in constraint 5. In this case, an online optimization may be suggested for 

implementing optimal operation. 

2.1.3 Passivity method [6] 

The basic of passivity method are introduced in this section and developed to a major 
role in stability theory, the passive system is guarantee asymptotically stable. The 
concept of passivity is fundamentally connected with dissipative and is a special case of 
dissipative. First of all, the state apace model is explained in passivity method. 

1) State space [10] 

Dynamic models derived from physical principles typically consist of one or more 
ordinary differential equations (ODEs). If the dynamic model is nonlinear, then it must 
be linearized first, as will be demonstrated in Taylor Series method [10]. The linear 
ODEs models referred to as state space models. State space models have an important 
advantage, they provide a compact and useful representation of dynamic model that are 
in the form of a set of linear ODEs 

The linear state space model: 

0X Ax Bu Ex


          (2.51)

y Cx Du          (2.52) 

Where   nx X R    = State vector 

  mu U R    = Manipulated vector  

0 0
kx X R    = Disturbance vector  

  

jy Y R    = Controlled vector 

  
, , ,A B C DandE  = Constant matrix   

The representation 0 0( ) ( , , , )x t t t x u  is used to denote the state at time t reached from 

the initial state 0x  at 0t .  
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The state space models can be converted to transfer function models. The equations 
2.51-2.52 are represented in the form of standard state space model which is normally 
used in the modern control system.  

Where the process transfer function matrix, Gp(s) is defined as 

1( ) ( )pG s C sI A B D                          (2.53) 

Where the disturbance transfer function matrix, Gd(s) is defined as 

1( ) ( )dG s C sI A E                                     (2.54) 

According to passivity method [11], the process transfer function matrix must be nn 
matrix in the form of equation 2.53 is said to be passive system if the process transfer 
function matrix is positive real (PR). There are three conditions: 

(1) ( )G s is analytical in Re 0  

(2) ( ) *( ) 0G j G j   for all frequency   that 
 
is not a pole of ( )G s  

(3) If there are poles 1, 2,..., mp p p  of ( )G s on the imaginary axis, they are non-

repeated and the residue matrices at the poles lim( ) ( )
i

i
s p

s p G s


 are Hermitian 

and positive semi definite. 

In addition, the process transfer function matrix is said to be strictly passive or strictly 
positive real ( )SPR  when the above two conditions are changed to: 

(1) ( )G s is analytical in Re 0  

(2) ( ) *( ) 0G j G j   for ( , )     

To analyze the stability of the linear system, based on the passivity method, the 
feedback system comprises of a passive system and strictly passive system is 
asymptotically stable. This method is used for the multi loop control system as show in 
Figure 2.4.  

Figure 2.4 The multi loop control systems [5]. 

The system can be verified by using passivity index ( )F  from the passivity method in 

order to analyze whatever the system is passive or not.  

Multivariable process Multi-loop 

‐ 

+ 
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2) Passivity Index ( )F [5] 

Passivity index [ , ]F G  indicates how far the system ( )G s  is from being passive the 

system is passive or stable when the passivity index [ , ]F G  is negative. The passivity 

index can be defined as follows: 

 *
min

1
( , ) ( )

2F G G j G j           
              (2.55) 

Where G*(jω) is the complex conjugate transpose of process transfer function G(jω). 

However, if the system is non-passive with positive of passivity index, the weighting 
function ( )w s  or minimum phase transfer function is needed to add into the system in 

order to change non-passive system to strictly passive system. The equation 2.57 shows 
the strictly passive system ( )H s  after the system is added by weighting function. 

)),s(G()),s(w(                              (2.56) 

( ) ( ) ( )pH s G s w s I                                    (2.57) 

Where I is the identity matrix of size n which is the n×n square matrix with ones on 
the main diagonal and other is zeros. 

Then ( )pw s  can be chosen to have the following form, 
 

  

( )
( )

( )( )p

ks s a
w s

s b s c




 
                   (2.58) 

Where a, b, c and k are positive real parameters to be determined by solving the 
following optimization obtained from the passivity concept. 

Objective function
   

2

, , , 1
min (Re( ( )) ( ( ), ))

m

p i s i
a b c k i

w j G s  


      (2.59) 

Subject to
    

 
Re( ( )) ( ( ), )p i s iw j G s  

 
 1, ...,i m                (2.60) 
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3) Passive controller [6] 

For the passive system, the controller achieves the following condition will be the 
passive controller with decentralized unconditional stability. 

1. 
( )

Re 0
1 ( ( ), ) ( )

i

s i

k j

G s k j


  

      
 , 1,...,R i n              (2.61) 

2. ( )K s is analytic in Re( ) 0s                       (2.62) 

The decentralized unconditional stability condition given in equations 2.61-2.62 
implies: 

 

1. ( )ik s is passive and 

2. 1 1
( )

2 ( ( ), ) 2 ( ( ), )i
s s

k j
G s G s


   

 
 

, 1,...,R i n  
 

           (2.63) 

For multi loop control system, the multi loop controllers can be designed based on the 
proposed stability condition. To achieve decentralized unconditional stability of the 
close loop system as well as good performance, a controller tuning method is proposed 
to minimize the sensitivity function of each loop, subject to equations 2.61-2.62. For 
multi loop PI controller synthesis, this tuning problem is converted into the following 
optimizations: 

Objective function 
  

, ,,
min ( )
c i I i

i
k 




        (2.64) 

Such that  

, ,

1
1

1 ( ) [1 1/ )]
i

ii c i I iG j k j j


     

  
             (2.65) 

,2
, 2

,

( )

[1 ( )]
c i s

I i
c i s

k

k

 


  




  

, 1,...,R i n  
  

(2.66) 

For the multi loop control system as shown in Figure 2.4 comprising a stable subsystem 

( )G s  and a multi loop controller  ( ) ( )iK s diag k s , i = 1,..., n, if a stable and 

minimum phase transfer function ( )w s  is chosen such that equation 2.58, then the 

closed loop system will be stable. For any loop i = 1,..., n, the passive controllers are 
design as follow: 

' 1( ) ( )[1 ( ) ( )]i i ik s k s w s k s                       (2.67) 
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2.2 Literature reviews 

For the literature reviews section, the first part is reviewed the works related the heat 
exchanger networks, the split range control of heat exchanger networks, and the 
passivity method. 

2.2.1 Heat exchanger networks 

Wolff [12] presented various dynamic models of single heat exchangers and the heat 
exchanger networks which may also include stream splitting, mixing and bypasses. 
They studied where bypasses should be placed in the network by dynamics 
considerations. 

Glemmestad [1] discussed a procedure for optimal operation of heat exchanger 
networks. This procedure is based on structural information of the heat exchanger 
networks, and is used to find which bypass manipulation that should be adjusted in 
order to compensate for deviation in the output temperature so that utility consumption 
is minimized.  

2.2.2 Split range control of heat exchanger networks 

Lersbamrungsuk [2] studied a simple split range control structure to implement the 
optimal operation of heat exchanger networks when only single bypasses and utility 
duties of cooler and heater are used as manipulated variablrs. The optimal operation of 
heat exchanger networks can be formulated as a linear programming implying the 
operation always lies at some input constraints. 

2.2.3 Passivity method 

Guillemin [13] and Weinberg [14]. The concept of passive systems originally arose in 
the context of electrical circuit theory. In such electrical systems, no energy is 
generated, e.g. a network consisting of only inductors, resistors and capacitors. 

Bao [5], Bao and Lee [6], Bao et al. [11] provided a new approach to stability analysis 
for multi loop control systems based on passivity theorem. The destabilizing effect of 
interactions of a multi input multi output system was studied using the passivity index. 
The decentralized unconditional stability condition which implies closed loop stability 
of decentralized control systems under control loop failure was derived. An easy to use 
stability test was performed on open loop stable process transfer matrices, independent 
of controller design. 
 

 

 



CHAPTER 3 METHODOLOGY 

 

The aims of this work are to apply the stability analysis based on passivity method to 
split range control of heat exchanger networks and to design the passive controller for 
this process. There are 8 steps in the analysis as shown in Figure 3.1. The details of each 
step are described below.   

 

 

 

 

                                                                                                                                                                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.1 The methodology. 

Determining weighting function to add 
into transfer function for passive system 

Understanding the split range control design of heat exchanger 
networks and the passivity method 

Analyzing and concluding the results  

Analyzing the passive system by using the passivity index 

No 

Yes 

Yes 

Designing the passive controller 

Determining the controlled variables and the manipulated variables  

Determining the transfer function based on the passivity method 

Developing the dynamic model for split range control of  
heat exchanger networks

Pairing the controlled variables and the manipulated variables using 
split range control design 



22 
 

3.1 Concept of the split range control design of heat exchanger networks  
       and the passivity method. 

First of all, the overview of split range control design of heat exchanger networks was 
studied from the literature reviews. There were two sections in split range control 
design of heat exchanger networks which are heat exchanger networks concept and split 
range control of heat exchanger networks concept. Then, the dynamic behavior of heat 
exchanger networks was studied from the thesis of Glemmestad [1], which is optimal 
operation of integrated processes, and simulation using MATLABTM. Moreover, split 
range control design of heat exchanger networks theories was studies from the thesis of 
Lersbamrungsuk [2]. The split range control was applied in heat exchanger networks, 
describes possible methods to implement the optimal policy. After that, the overview of 
passivity method was studied, which is developed by Bao and Lee [6]. Passivity method 
has played a major role in stability theory that passive system is stable. 

3.2 Determination the controlled variables and the manipulated variables. 

In this step, the controlled variables and manipulated variables for split range control 
design of heat exchanger networks were determined. In this work, the controlled 
variables are studied by target temperatures. The manipulated variables are split fraction 
of bypassed heat exchanger and utility duties of cooler and heater. 

3.3 System pairing the controlled variables and the manipulated variables   
      by split range control design. 

After the controlled variables and manipulated variables were obtained, the split range 
control of heat exchanger networks was proposed. The optimal split range control 
structure is used for suitable pairing the controlled variables and the manipulated 
variables via GAMs. 

3.4 Development the dynamic model for split range control of heat          
      exchanger networks. 

After the pairing the controlled variables and the manipulated variables were obtained, 
the dynamic models of heat exchanger networks were proposed. The dynamic model of 
heat exchanger networks was presented in the form of energy balance equation. 
However, there were some assumptions used in this work in order to derive a simplified 
nonlinear dynamic model of the heat exchanger networks as follows: 

Assumption: 

1. Constant densities of the two fluids ( i ). 

2. Constant specific heat capacities of the two fluids ( ,V iC ). 

3. Constant thermal efficiency (Ph,i). 
4. Constant flow independent heat transfer coefficient. 
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5. Lumped models. 
6. The water is used as the only one component and no phase changes. 

The dynamic models of heat exchanger can be illustrated as follows: 

Hot side:  ,
, 1 , h, c,

, , ,

( )h i h i
h i h i i i

h i h h i V h

T F UA
T T T T

t V V C


   


  (3.1) 

 Cold side:  ,
, 1 , h, c,

, , ,

( )c i c i
c i c i i i

c i c c i V c

T F UA
T T T T

t V V C


   


  (3.2) 

The dynamic models of utility exchanger can be illustrated as follows: 

Cooler:  ,
, 1 ,

, , ,

h i h c
h i h i

h i h h i V h

T F Q
T T

t V V C


  


    (3.3) 

 Heater:   ,
, 1 ,

, , ,

c i c h
c i c i

c i c c i V c

T F Q
T T

t V V C


  


    (3.4) 

Where Ai is the heat exchanger area at stage i. Vh, i and Vc, i are the volumes of each 
compartment at hot side stream and cold side stream, respectively. The numbering of 
each stage from 1 to i, the heat exchanger model consists of 2i ordinary differential 
equations. 

3.5 Determination the transfer function based on the passivity method.  

Since the dynamic models of heat exchanger networks were one or more ordinary 
differential equations (ODEs). If the dynamic model is nonlinear system, linearization 
of all equations should be done before finding the transfer function. First of all, the 
linear dynamic models were written in the form of the state space model using 
equations 2.51-52. After that, the process and disturbance transfer functions of heat 
exchanger networks in matrix form were found out using MATLAB.   

3.6 Consideration of the passive system by passivity index. 

The passivity index was used to indicate that the system was passive or not by using 
equation 2.57. If the system is non-passive, it was necessary to add a stable and 
weighting function ( )pw s  into process transfer function of the system for passive 

system. Therefore, this process would be guaranteed stable from the passive method. 

3.7 Designing the passive controller. 

After the heat exchanger networks were passive system, the multi loop PI controller was 
designed for each loop control. The parameters of PI controller that make the heat 
exchanger networks be stable are obtained by minimizing the sensitivity function. Then, 
the weighting function was absorbed into the controller to make system was stable. 
Finally, the process was analyzed and verified via MATLAB-SIMULINK. 
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CHAPTER 4 RESULTS AND DISCUSSION 

 

In this chapter, two classical case studies of heat exchanger networks from Glemmestad 
[1] and Biegler [15] are further implemented with the proposed method. 

4.1 Case study 1  

 4.1.1 The split range control of heat exchanger networks 

The heat exchanger networks from Glemmestad [1] as shown in Figure 4.1 are studied. 
This network has two heat exchangers and two utility exchangers. In addition, four 
manipulated variables are the split fraction of bypassed heat exchangers 1 and 2 (ub1 and 
ub2) and utility duties of cooler and heater (Qc and Qh). These are available for control of 
target temperatures including outlet temperature of stream H1, outlet temperatures of 
stream C1 and C2. The disturbance is varied ±10 ºC in the inlet temperature of stream 
H1.  

 

Figure 4.1 The heat exchanger networks in case study 1. 

The optimal operation is provided to analyze the split range control of heat exchanger 
networks. The degrees of freedom must be firstly checked. These are two manipulated 
variables in the inner and outer heat exchanger networks while there are three for the 
dimensional spaces spanned by the controlled variable. Therefore, the degree of 
freedom is one. This can imply that the operation is structurally feasible.  

The heat exchanger networks are generated into two active constraint regions after a 
step change the inlet hot temperature of stream H1 in this case study as shown in Table 
4.1. 
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Table 4.1 The set of active constraints in case study 1. 

Region 
Manipulated variables 

Qc Qh ub1 ub2 
1 U U SL U 
2 U U U SL 

U – Unsaturated manipulated variable (inactive constraint) 
SL – Saturated manipulated variable (active constraint) at the lower bound 

According to this table, the manipulated variables; ub1 and ub2, can become the active 
constraints and implies that these two manipulated variables should be combined as a 
split range control. On the other hand, the manipulated variables Qc and Qh cannot be 
the active constraints; therefore, these two manipulated variables should not be 
considered into split range control.  

4.1.2 Pairing system for split range control. 

In case study 1, the integer linear programming will be used to propose an optimal split 
range control structure using GAMs; an optimization software. The solutions from split 
range control structure identify in terms of the sum of relative orders. The result of 
optimal split range control structure is shown in Figure 4.2. There are three control 
loops as follows: 

- First loop:  Outlet hot temperature of stream H1 is controlled by utility duties  
                        of cooler.  

- Second loop:  Outlet cold temperature of stream C1 is controlled by utility  
                        duties of heater.  

- Third loop:  Outlet cold temperature of stream C2 is controlled by switching  
                        between split fraction of bypassed heat exchanger 1 and bypassed  
                        heat exchanger 2.   

 

Figure 4.2 The split range control structure of heat exchanger networks in case study 1. 
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4.1.3 The dynamic model for split range control of heat exchanger 
networks.  

The heat exchanger networks can be classified into 2 networks; the inner and outer heat 
exchanger networks. Outer heat exchanger networks include cooler and heater. 

The dynamic models of heat exchanger are considered to transfer the heat between hot 
side stream and cold side stream as follows equations 3.1-2. The dynamic model of 
cooler and heater can be illustrated as follows equations 3.3-4; respectively. The 
dynamic models are developed based on the controlled, manipulated and disturbance 
variables of the unit. Since the dynamic models of heat exchanger are the non-linear 
model, a linearization by using Taylor’s series expansion is necessary before generating 
the state space of heat exchanger. The linear dynamic models are derived in Appendix 
A.1. 

4.1.4 The transfer function based on the passivity method. 

The transient response of heat exchanger networks are studied by using the passivity 
method, the linear dynamic model is first represented in the state space form. State 
space models are proved by rearranging linear dynamic modes and substituting the 
numerical values at steady state into matrix A, B, C, D and E of the state space form 
which can be illustrated in Appendix B.1 in order to find out the transfer function of the 
system as follows: 

- The state space model of inner heat exchanger networks  

1
1

2 2

1
1

2

2

-0.003626 0.001245 0 0

0.001245 -0.004817 0 0

0.002381 0 0.005529 0.003148

0 0 0.003148 0.004338

H
H

H H

C
C

C b

C b

T
T

T T

T
T

T
T









 
    
    
        
        
  

 

   2 1

0 0.0024

0 0

0 0

0.1320 0

C H inf T

   
   
    
   
   
   

     (4.1) 

      

1

2
2 2

1

2

0 0 0 0.9999 -110.9

H

H
C t C

C

C b

T

T
T f

T

T

 
 
  
 
 
 

    (4.2) 
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- The state space model of cooler 

        1 1 2-0.002381 -0.002381 0.0024H t H t c HT T Q T
      

  (4.3) 

    1 11H t H tT T         (4.4) 

- The state space model of heater 

        1 1 1-0.003571 0.002381 0.0036C t C t h CT T Q T
      

  (4.5) 

    1 11C t C tT T         (4.6) 

The characteristics of heat exchanger networks are analyzed. The transfer functions 
including the process transfer function and the disturbance transfer function are solved 
by using equations referred from     

1( ) ( )pG s C sI A B D                                                

1( ) ( )dG s C sI A E                                                   

The matrix transfer function can be determined via MATLAB as follows: 

- The transfer function of inner heat exchanger networks 

Process:     
2

2 002 25

110.9 0.9621 0.0008311

0.009867 1.408C t C

s s

s
T

s
f

e

 
  
 

  
 

   (4.7) 

Disturbance 

   
-008 -011

2 4 3 2 007 0 0 210.01831 0.0001133 2.

 1.784e  s + 8.594

759 2.2

e

4C t H inT
s s e s e

T
s  

 
  
    

  (4.8) 

- The transfer function of cooler 

Process:     1

-0.002381

s + 0.002381H t cT Q    
    (4.9) 

Disturbance:     1 2

0.002381

s + 0.002381H t HT T    
    (4.10) 

- The transfer function of heater 

Process:     1

0.002381

s + 0.003571C t hT Q    
    (4.11) 

Disturbance:     1 1

0.003571

s + 0.003571C t CT T    
    (4.12) 
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4.1.5 The passivity index. 

After the process and disturbance transfer functions are obtained from MATLAB, the 
passivity index is employed to analyze the passivity behavior of the process.  

                

 

 

 

Figure 4.3 The passivity index in case study 1 (a) Inner heat exchanger networks,  
                    (b) cooler and (c) heater. 

Figure 4.3 shows the individual passivity index. The passivity index of heater is a 
negative value, the system is passive system. On the other hand, the inner heat 
exchanger networks and cooler are non-passive due to positive values of passivity 
index. According to the passivity concept, these non-passive processes can be shifted to 
the passive regions by adding weighting function ( )pw s . The results of the weighting 

functions make the processes shift into the passive system presented following: 

- The weighting function of inner heat exchanger networks  
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- The weighting function of cooler 

7

0.1309 ( 0.2539)
( )

( 1.2 10 ) ( 0.0333)p

s s
w s

s s

  


   
      (4.14) 

The weighing functions from equations 4.13-14 are added to the transfer function of 
inner heat exchanger networks and cooler; respectively, as presented by

( ) ( ) ( )pH s G s w s I  . As a result, the non-passive cooler shifts to the passive system 

and the passivity index of passive system is illustrated in Figure 4.4. 

            

 

Figure 4.4 The passivity index of passive system in case study 1  
             (a) Inner heat exchanger networks and (b) cooler. 

In principle, the weighting function cannot be added into the system directly because 
the system must be the same. Therefore, the weighting function will be absorbed into 
the controller to design the passive controller; instead. 

4.1.6 The passive controller. 

Based on the passivity concept, the feedback system comprises of a passive system and 
strictly passive system is asymptotically stable. In this work, the heat exchanger 
networks are already shifted to passive system; therefore, the passive controller for each 
loop control is designed to make the heat exchanger networks asymptotically stable.  

Based on the split range control, the passive controller of third loop, which is control 
outlet cold temperature of stream C2 by manipulating between split fraction of bypassed 
heat exchanger 1 and bypassed heat exchanger 2, is used only one controller. 

The passive controllers with PI controller are designed from the optimization. The 

results of the ,c ik
 
and ,I i  for each control loop is shown in Table 4.2. 
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Table 4.2 The results of the ,c ik and ,I i  for each control loop in case study 1. 

Loop  ,c ik  ,I i (second) 

1.     Qc- 1H tT  0.6000 10.0000 

2.      Qh- 1C tT  0.7098 0.2200 

3.       ub2- 2C tT  0.0080 49.9826 

3.     ub1- 2C tT  0.0080 49.9826 

Since the controllers used in multi control system are PI controller, the values of ,c ik  

and ,I i from Table 4.2 are plugged in the simple form of PI controller as follow: 

   ,
,

1
1i c i

I i

k k
s

 
   

 
  

The result for ik of each loop control is shown in the following. 

1

1
0.6000 1

10.0000c h tQ Tk
s

   
 

      (4.15)

 
2

1
0.7098 1

0.2200h h tQ Tk
s

   
 

      (4.16) 

1 2

1
0.0080 1

49.9826b c tu Tk
s

   
 

      (4.17) 

2 2

1
0.0080 1

49.9826b c tu Tk
s

   
 

      (4.18) 

According to the passivity method, the closed loop system of inner heat exchanger 
networks and cooler will be stable when the weighting function is absorbed into the 
controller.  

' 1( ) ( )[1 ( ) ( )]i i p ik s k s w s k s    

As a result, these three passive controllers will be used in the system. 

1

' 6.0000 0.7998
( )

9.2144 0.055c h tQ T

s
k s

s





      (4.19) 

1 2

' 0.3999 0.2629
( )

5.4204 2.7221b c tu T

s
k s

s





      (4.20) 

2 2

' 0.3999 0.2629
( )

5.4204 2.7221b c tu T

s
k s

s





      (4.21) 
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4.1.7 Verification of heat exchanger networks model. 

Heat exchanger networks model verification are separated into 3 parts: 1) opened loop 
control of heat exchanger networks, 2) closed loop control of heat exchanger networks, 
and 3) closed loop control of heat exchanger network with noise and time delay. 

1) Opened loop control of heat exchanger networks. 

The developed heat exchanger networks model is an integration of all possible dynamic 
equations by including the dynamic models of lump heat exchangers, cooler, and heater. 
This model can descript the transient responses of target temperature. The dynamic 
models of heat exchanger networks are implemented by MATLAB-SIMULINK. 

Figure 4.5 shows the opened loop control of heat exchanger networks including two 
heat exchangers and two utility exchangers (one cooler and one heater). This network is 
three inputs (Th1in, Tc1in, and Tc2in) and three outputs (Th1t, Tc1t, and Tc2t) with one 
disturbance (Th1in). In this part of study, the results of outlet hot temperature of stream 
H1 profile, outlet cold temperature of stream C1 and C2 profile are shown in Figure 4.6. 

After changing of inlet hot temperature of stream H1 form 190 to 200 ºC at the time of 
1,500 seconds, the outlet hot temperature of stream H1, the outlet cold temperature of 
stream C1, and the outlet cold temperature of stream C2 are increased suddenly to their 
new steady state, as seen in Figure 4.6. Moreover, the outlet hot temperature of stream 
H1 profile, outlet cold temperature of stream C1 profile, and outlet cold temperature of 
stream C2 are decreased suddenly to their new steady state after the inlet hot 
temperature of stream H1 is changed from 200 to 180 ºC at the time of 3,000 seconds. 
Therefore, there is no need to establish the control system. This result shows that the 
model under identical conditions can predict the system behavior accurately. 



 

 

 

Figure 4.5 The opened loop control of heat exchanger networks in case study 1. 
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Figure 4.6 The transient responses of opened loop control in case study 1. 

2) Closed loop control of heat exchanger networks. 

In case study 1, there are 4 available manipulated variables for controlling of all target 
outlet temperatures, the bypasses of heat exchangers 1 and 2 (ub1 and ub2) and the utility 
duties of cooler and heater (Qc and Qh). Next, the passive controllers will be designed 
by using the passivity concept. In order to stabilize the closed loop system, the process 
system (G(s)) must be strictly passive and the multi loop controller (K(s)) must be 
passive too. For heat exchanger networks, the process renders strictly passive and the 

controller renders passive by absorbing the minimum phase transfer function ( ( ))pw s , to 
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stabilize this system. The stability of heat exchanger networks is verified with the 
disturbance. For this study, the disturbances are both increasing and decreasing of 
temperatures of inlet hot temperature of stream H1 at time 1,500 and 3,000 seconds; 
from steady state condition. Figure 4.7 shows the closed loop control of heat exchanger 
networks with passivity concept. 

According to Figure 4.7, there are three control loops. The outlet hot temperature of 
stream H1 is controlled by utility duties of cooler for the first loop. In the second loop, 
the outlet cold temperature of stream C1 is controlled by utility duties of heater. The out 
cold temperature of stream C2 is controlled by the split fraction of bypassed heat 
exchanger 1 and bypassed heat exchanger 2 in last loop.  

The result from passive controller process will be compared with PI auto tuning via 
MATLAB-SIMULINK in every control loops. As follow in Figure 4.8, the disturbance 
is applied to the process. The transient responses are presented in Figure 4.9. Figure 
4.10 shows also the result of manipulated variables compared between passive 
controller and PI controller. 

The results of controlled variable responses are considered after changing the inlet hot 
temperature of stream H1 at the time of 1,500 and of 3,000 seconds, respectively. Both 
controllers can adjust the target temperatures. When system is a disturbance at time of 
1,500 seconds, the system will be changing from steady state operation to active 
constraint region 1 as shown in Figure 4.10. Therefore, the split fraction of bypassed 
heat exchanger 1 will be operated from the saturated or active constraint in order to 
control the outlet cold temperature of stream C2. Likewise, after system operate at the 
time of 3,000 seconds, the system will be switched from active constraint region 1 to the 
active constraint region 2. Figure 4.10 shows the split fraction of bypassed heat 
exchanger 1 becomes the saturated or active constraint. On the other hand, the split 
fraction of bypassed 2 is operated in order it control the outlet cold temperature of 
stream C2. The responses of outlet hot temperature of stream H1, the outlet cold 
temperature of stream C1, and outlet cold temperature of stream C2 with PI controller 
are appear to be more oscillated than passive controller. Moreover, the rising time of 
system with PI controller is more than passive controller. As a result, the split range 
control of heat exchanger networks designed by the passivity method can be adjusted 
the target temperature and guarantee stable.  



 
 

Figure 4.7 The closed loop control of heat exchanger networks with passive controller in case study 1. 

35 



36 
 

 

 
 

Figure 4.8 The closed loop control of heat exchanger networks with PI controller in case study 1. 
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Figure 4.9 The comparison of controlled variable responses between passive controller   
                   and PI controller with load disturbance in case study 1. 

O
ut

le
t h

ot
  

te
m

pe
ra

tu
re

 
of

 s
tr

ea
m

 H
1 

(º
C

) 

O
ut

le
t c

ol
d 

te
m

pe
ra

tu
re

 
of

 s
tr

ea
m

 C
1 

(º
C

) 

O
ut

le
t c

ol
d 

te
m

pe
ra

tu
re

 
of

 s
tr

ea
m

 C
2 

(º
C

) 

Time (s) 

Passive controller (Blue line) 
PI controller (Red line) 



38 
 

 
 

Figure 4.10 The comparison of manipulated variable responses between passive  
                       controller and PI controller with load disturbance in case study 1. 

 
 
 
 
 
 
 
 

 

U
ti

li
ty

 d
ut

ie
s 

of
 c

oo
le

r 
(k

W
) 

U
ti

li
ty

 d
ut

ie
s 

of
 h

ea
te

r 
(k

W
) 

S
pl

it
 f

ra
ct

io
n 

of
 b

yp
as

se
d 

he
at

 e
xc

ha
ng

er
 1

 

S
pl

it
 f

ra
ct

io
n 

of
 b

yp
as

se
d 

he
at

 e
xc

ha
ng

er
 2

 

Passive controller (Blue line) 
PI controller (Red line) 

Time (s) 



39 
 

After load disturbance are studied for closed loop system of the heat exchanger 
networks, the passive controller shows better than PI controller. In addition, the set 
point tracking are considered in order to verify the performance of the designed closed 
loop system. For this study, the set points are step up and step down 10°C of all target 
temperatures (H1, C1, and C2) at the time of 1,000, 1,500, 2,500, 3,000, 4000 and 4,500 
seconds.  

The result from passive controller process will be compared with PI auto tuning via 
MATLAB-SIMULINK. Figure 4.11 shows the results of controlled variable responses 
after step change tracking of outlet hot temperature of stream H1, outlet cold 
temperature of stream C1, and outlet cold temperature of stream C2 at the time of 1,000, 
1,500, 2,500, 3,000, 4000 and 4,500 seconds, respectively. Figure 4.12 shows the result 
of manipulated variables that are compared between passive controller and PI controller. 

According to Figure 4.11, the closed loop system of heat exchanger networks from 
passivity method and PI auto tuning can control the all target temperature and guarantee 
the stability. In addition, all controlled variable responses with passive controller are 
similar to PI controller and provide the low overshoot and move to its set point quickly 
after step up and down 10°C for all set point tracking. 

According to Figure 4.12, the manipulated variables do not use the split range control 
policy when the closed loop system of heat exchanger networks are verified with set 
point tracking. Likewise, the comparison of manipulated variable responses between 
passive controller and PI controller are not significantly difference. After set point 
tracking at the time of 1,000 seconds, the utility duties of cooler and heater are changed 
in order to maintain the outlet hot temperature of stream H1 and the outlet cold 
temperature of stream C1 to a new set point; respectively. On the other hand, the split 
fraction of bypassed heat exchanger 2, the utility duties of cooler and heater are 
changing in order to control only one outlet cold temperature of stream C2 to a new set 
point after set point tracking at the time of 4,000 seconds. 
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Figure 4.11 The comparison of control variable responses between passive controller 
                      and PI controller with set point tracking in case study 1. 
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Figure 4.12 The comparison of manipulated variable responses between passive  
                       controller and PI controller with set point tracking in case study 1. 
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3) Closed loop control of heat exchanger networks with noise and  
time delay.  

Normally, the output data from measurement contain with noise. Noise can occur from 
normal of process operation. Moreover, time delays commonly found in the process 
industries because of the presence velocity lags and the analysis time associated with 
measurement. Therefore, the noise and time delays are added to the feedback loop, 
which adversely affects closed loop stability. That can cause some problems during the 
analysis.  

This part will compare the control variable responses between passive controller and PI 

controller under noise and time delays. Figures 4.13-14 shows the closed loop control of 
heat exchanger networks (with noise and time delay) with passive controller and PI 
controller; respectively. 

After the disturbance is applied to process, the transient responses are presented in 
Figure 4.15. Figure 4.16 shows the result of manipulated variables that are compared 
between passive controller and PI controller when heat exchanger networks have noise 
and time delays. 

Figure 4.15 shows the results of controlled variable responses after changing the inlet 
hot temperature of stream H1 at the time of 1,500 seconds and 3,000 seconds. Both 
controllers can adjust the target temperatures. The operation of closed loop control of 
heat exchanger networks with noise and time delay gives the result quite the same as the 
closed loop control of heat exchanger networks without noise and time delay. The 
responses of outlet hot temperature of stream H1, outlet cold temperature of stream C1, 
and outlet cold temperature of stream C2 with PI controller are more oscillate than 
passive controller. Moreover, the rising time of system with PI controller is more than 
with the passive controller. However, Figure 4.16 shows split faction of heat exchanger 
bypasses 1 with passive controller, which is more sensitive or oscillated than the PI 
controller. 

In fact, the close loop control of heat exchanger networks with noise and time delay 
does not operate in practical because the manipulated variables are oscillation. This 
problem affects to damage equipment and lost. Therefore, the filter is added into close 
loop control of heat exchanger networks with noise and time delay in order to reduce 
oscillation of manipulated variables. 

 

 

 

 



 

Figure 4.13 The closed loop control of heat exchanger networks (add noise and time delay) with passive controller in case study 1. 
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Figure 4.14 The closed loop control of heat exchanger networks (add noise and time delay) with PI controller in case study 1.
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Figure 4.15 The comparison of controlled variable responses between passive controller  
                    and PI controller when heat exchanger networks have noise and time delay in  
                    case study 1. 
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Figure 4.16 The comparison of manipulated variable responses between passive  
                       controller and PI controller when heat exchanger networks have noise and  
                       time delay in case study 1. 

 

 

 

 

U
ti

li
ty

 d
ut

ie
s 

of
 c

oo
le

r 
(k

W
) 

U
ti

li
ty

 d
ut

ie
s 

of
 h

ea
te

r 
(k

W
) 

S
pl

it
 f

ra
ct

io
n 

of
 b

yp
as

se
d 

he
at

 e
xc

ha
ng

er
 1

 

S
pl

it
 f

ra
ct

io
n 

of
 b

yp
as

se
d 

he
at

 e
xc

ha
ng

er
 2

 

Time (s) 

Passive controller (Blue line) 
PI controller (Red line) 



47 
 

According to case study 1, the passivity concept can practically be applied to split range 
control of heat exchanger networks. Moreover, the passive controllers can adjust the 
target temperature. Therefore, the passivity concept will be used in practiced case which 
is more complex split range control of heat exchanger networks. This case will be 
included more amount of heat exchanger, number of stream, and number of the region 
than the existing model in order to check the passivity controller design performance. 

4.2 Case study 2  

 4.2.1 The split range control of heat exchanger networks. 

The classical heat exchanger networks from Biegler [15] are studied. The network has three 
heat exchangers and three utility exchangers. Furthermore, six manipulated variables, 
split fraction of bypassed heat exchangers 1, 2 and 3 (ub1, ub2, and ub3) and utility duties 
of two cooler and one heater (Qc1, Qc2 and Qh), are available for control of all target 
temperatures that are outlet temperature of stream H1, outlet temperature of stream H2, 
outlet temperature of stream C1, and outlet temperature of stream C2. The heat 
exchanger networks configuration are shown Figure 4.17. 

 

Figure 4.17 The heat exchanger networks in case study 2 [15]. 

The optimal operation can be achieved by the split range control of heat exchanger 
networks. The degrees of freedom should be first checked. These are three manipulated 
variables in the inner and outer heat exchanger networks while there are four for the 
dimensional spaces spanned by the controlled variables. Therefore, the degree of 
freedom is 2. Hence, the operation is structurally feasible. 

In case study 2, the additional information required is the set of active constraint regions 
that can be obtained using multi parametric toolbox [16]. Three active constraint regions 
found are shown in Table 4.3. 
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Table 4.3 The set of active constraints in case study 2. 

region 
Manipulated variables 

Qc1 Qc2 Qh1 ub1 ub2 ub3 

1 U U U SL U SL 
2 SL U U U U SL 
3 U U SL U U SL 

U - Unsaturated manipulated variable (inactive constraint),  
SL - Saturated manipulated variable (active constraint) at the lower bound 

According to Table 4.3, it demonstrates that the manipulated variables; Qc1, Qh and ub1, 
can become the active constraints and implies that these three manipulated variables 
should be combined as a split range control. On the other hand, the manipulated 
variables Qc2 and ub2 cannot be the active constraints and ub3 are saturated in both 
regions.  Therefore, they should not be used for any purpose. 

4.2.2 Pairing system for split range control. 

In case study 2, the integer linear programming will be used to suggest an optimal split 
range control structure via GAMs. The solutions from split range control structure 
purpose in terms of the minimization of the sum of relative orders. The result of optimal 
split range control structure is shown in Figure 4.18. There are four control loops as 
follows: 

- First loop:  Outlet hot temperature of stream H1 is controlled by switching  
                        between split fraction of bypassed heat exchanger 1 and utility  
                        duties of cooler 1. 

- Second loop:  Outlet hot temperature of stream H2 is controlled by utility duties  
                        of cooler 2.  

- Third loop: Outlet cold temperature of stream C1 is controlled by switching  
                        between split fraction of bypassed heat exchanger 1 and utility  
                        duties of heater.   

- Fourth loop: Outlet cold temperature of stream C2 is controlled by split  
                        fraction of bypassed heat exchanger 2. 
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Figure 4.18 The split range control structure of heat exchanger networks 

         in case study 2. 

4.2.3 The dynamic model for split range control of heat exchanger 
networks.  

The heat exchanger networks can be classified into 2 sub networks, the inner and outer 
heat exchanger networks. The outer heat exchanger networks include cooler 1, cooler 2, 
and heater. 

The dynamic models of heat exchanger are considered to transfer the heat between hot 
side stream and cold side stream with equations 3.1-2. The dynamic model of cooler 
and heater can be formulated following equations 3.3-4; respectively. The dynamic 
models are developed based on the controlled, manipulated and disturbance variables of 
the unit. Since the dynamic models of heat exchanger are the non-linear model, the 
linearization by using Taylor’s series expansion is necessary before generating the state 
space of heat exchanger. The linear dynamic models are proved in Appendix A.2. 

4.2.4 The transfer function based on the passivity method. 

The transient responses of heat exchanger networks are studied by using the passivity 
method. The linear dynamic model is first represented in the state space form. The state 
space models are proved by rearranging linear dynamic modes and substituting the 
numerical values at steady state into constant matrix A, B, C, D and E of the state space 
can be illustrated in Appendix B.2 in order to form the transfer function of the system as 
follows: 
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- The state space model of inner heat exchanger networks 

1

1

1
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2 2

2
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3
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-1.671 1.647 0 0 0 0

1.647 -1.683 0 0 0 0.03571
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 

    (4.23) 

- The state space model of cooler 1 

        1 1 1 2-0.02381 -0.002381 0.0238H t H t c HT T Q T
      

  (4.24) 

    1 11H t H tT T         (4.25) 

- The state space model of cooler 2 

        2 2 2 3-0.04762 -0.002381 0.0476H t H t c HT T Q T
      

  (4.26) 

    2 21H t H tT T         (4.27) 
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- The state space model of heater 

        1 1 1-0.03571 0.002381 0.03571C t C t h CT T Q T
      

  (4.28) 

    1 11C t C tT T         (4.29) 

The characteristics of heat exchanger networks are analyzed by the process and 
disturbance transfer functions.  

The matrix transfer function can be determined via MATLAB as follows: 

- The transfer function of inner heat exchanger networks 

Process:     
2

22 2

237 2162 25.67

9.143 0.1961C t C
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   (4.30) 
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 
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 
    

           (4.31) 

- The transfer function of cooler 1 

Process:     1 1

-0.002381

s + 0.02381H t cT Q    
     (4.32) 

Disturbance:     1 2

0.02381

s + 0.02381H t HT T    
     (4.33) 

 
- The transfer function of cooler 2 

Process:     2 2

-0.002381

s + 0.04762H t cT Q    
     (4.34) 

Disturbance:     2 3

0.04762

s + 0.04762H t HT T    
     (4.35) 
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- The transfer function of heater 

Process:     1

0.002381

s + 0.03571C t hT Q    
     (4.36) 

Disturbance:     1 1

0.03571

s + 0.03571C t CT T    
     (4.37) 

4.2.5 The passivity index. 

After the process and disturbance transfer functions are obtained from MATLAB, the 
passivity index is obtained for passivity analyze as illustrated in Figure 4.19.  

   

 

 
Figure 4.19 The passivity index in case study 2 (a) Inner heat exchanger networks,  
                     (b) cooler 1, (c) cooler 2, and (d) heater. 

Figure 4.19 shows the result of passivity index. The passivity index of heater is a 
negative value that means the system is the passive system. On the other hand, inner 
heat exchanger networks, cooler 1, and cooler 2 are non-passive due to positive 
passivity index. According to the passivity concept, the non-passive processes can be 
shifted to the passive processes by adding weighting function ( )pw s . Their weighting 

functions are presented as following: 

 

P
as

si
vi

ty
 in

de
x 

P
as

si
vi

ty
 in

de
x 

P
as

si
vi

ty
 in

de
x 

P
as

si
vi

ty
 in

de
x 

Frequency Frequency 

Frequency Frequency 

(a) (b) 

(c) (d) 



53 
 

- The weighting function of inner heat exchanger networks  

236.9820 ( 0.0119)
( )

( 0.0215) ( )p

s s
w s

s s

  


 
      (4.38) 

- The weighting function of cooler 1 

0.0015 ( 1.5814)
( )

( ) ( 0.0235)p

s s
w s

s s

  


 
      (4.39) 

- The weighting function of cooler 2 

0.0025 ( 0.9243)
( )

( ) ( 0.0453)p

s s
w s

s s

  


 
      (4.40) 

The weighing function from equations 4.38-40 is introduced into the transfer functions 
of inner heat exchanger networks, cooler 1, and cooler 2; respectively, following the

( ) ( ) ( )pH s G s w s I  . Then the non-passive cooler shifts to the passive system. There 

passivity indexes are illustrated in Figure 4.20. 

   

 

 
Figure 4.20 The passivity indexes of the systems in case study 2  

                                  (a) Inner heat exchanger networks, (b) cooler 1 and (c) cooler 2. 
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In principle, the weighting functions cannot be added into the system directly because 
the system must be the same. Therefore, the weighting functions will be absorbed into 
the controllers to design the passive controllers. 

4.2.6 The passive controller. 

By follow the passivity concept, the feedback system comprises of a passive system and 
strictly passive system is asymptotically stable. In this work, the heat exchanger 
networks are already shifted to passive system. Therefore, the passive controller for 
each loop control is designed to make the heat exchanger networks asymptotically 
stable. 

Based on the split range control, the passive controller of the first loop and third loop 
are used same controller. 

The passive controllers with integral action (PI controller) are designed from the 

optimizations. The results of the ,c ik and ,I i  for each loop control is in Table 4.4. 

Table 4.4 The results of the ,c ik and ,I i  for each control loop in case study 2. 

Loop No. ,c ik  ,I i (second) 

       ub1- 1H tT  9.5000 14.5522 

       Qc1- 1H tT  9.5000 14.5522 

                 Qc2- 2H tT  10.000 1.3802 

                 ub1- 1C tT  9.5000 14.5522 

       Qh- 1C tT  7.0980 22.0000 

       ub2- 2C tT  0.0020 30.0000 

Since the controllers used in multi control system are PI controller, the values of ,c ik  

and ,I i from Table 4.4 are plugged in the simple form of PI controller as follow: 

   ,
,

1
1i c i

I i

k k
s

 
   

 
  

Therefore, ik of each control loop is shown in the following. 

1 1

1
9.5000 1

14.5522b H tu Tk
s

   
 

      (4.41)

 
1 1

1
9.5000 1

14.5522c H tQ Tk
s

   
 

      (4.42)

 
2 2

1
10.0000 1

1.3802c H tQ Tk
s

   
 

      (4.43) 
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1 1

1
9.5000 1

14.5522b C tu Tk
s

   
 

      (4.44) 

1

1
7.0980 1

22.0000h C tQ Tk
s

   
 

      (4.45) 

2 2

1
0.0020 1

30.0000b C tu Tk
s

   
 

      (4.46) 

According to the passivity method, the close loop system of inner heat exchanger 
networks, cooler 1, and cooler 2 will be stabled the weighting function into the 
controller.  

' 1( ) ( )[1 ( ) ( )]i i p ik s k s w s k s    

These three passive controllers will be used in the system. 

1 1

' 138.2457 12.7467
( )

14.3465 0.0024b H tu T

s
k s

s





      (4.47) 

1 1

' 138.2457 12.7467
( )

14.3465 0.0024c H tQ T

s
k s

s





      (4.48) 

2 2

' 13.8019 10.6252
( )

1.3461 0.0063c H tQ T

s
k s

s





      (4.49) 

1 1

' 138.2457 12.7467
( )

14.3465 0.0024b C tu T

s
k s

s





      (4.50) 

2 2

' 0.06 0.0033
( )

15.7811 0.0032b C tu T

s
k s

s





      (4.51) 

4.2.7 Verification of the heat exchanger networks model. 

Opened loop and closed loop control of heat exchanger networks are verified. 

1) Opened loop control of heat exchanger networks 

The developed heat exchanger networks model is an integration of all possible dynamic 
equations by including the dynamic models of lump heat exchangers, cooler, and heater. 
This model is developed for capturing the transient responses of outlet hot and cold 
temperature. The dynamic model of heat exchanger networks is implemented by 
MATLAB-SIMULINK. 

Figure 4.22 shows the opened loop control of heat exchanger networks that included 
three heat exchangers and two utility exchangers (two cooler and one heater). There are 
four inputs (Th1in, Th2in, Tc1in, and Tc2in) and four outputs (Th1t, Th2t, Tc1t, and Tc2t) with 
four disturbances (Th1in, Th2in, Tc1in, and Tc2in). The disturbance variable of this study is 
shown in Table 4.5. In this part of study, the profiles of outlet hot temperature of stream 
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H1, outlet hot temperature of stream H2, outlet cold temperature of stream C1, and 
outlet cold temperature of stream C2 are shown in Figure 4.21. 

Table 4.5 Disturbances and active constraints in case study 2. 

Time (s) Disturbance Active constraint 
in

HT 1  in
HT 2  in

CT 1  in
CT 2  Qc1 Qc2 Qh1 ub1 ub2 ub3 

< 1,000 0 0 0 0    SL  SL 

1,000-2,000 26.52 -23.52 14.52 -11.67 SL     SL 

> 2,000 25.91 22.91 13.91 -11.06   SL   SL 

According to Figure 4.21, after the disturbance is introduced in heat at the time of 1,000 
seconds, the process will be switched from region 1 to region 2. The outlet hot 
temperature of stream H1 and the outlet cold temperature of stream C2 are increased 
suddenly to their new steady state. The outlet hot temperature of stream H2 and the 
outlet cold temperature of stream C1 are dramatically decreased to their new steady 
states. Moreover, four outlet temperatures are increased to their new steady states after 
heat exchanger networks is switched from region 2 to region 3 at the time of 2,000 
seconds. Therefore, there is no need to establish the control system. This result shows 
that the model under identical conditions can predict the system behavior accurately. 
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Figure 4.21 The transient response of opened loop control in case study 2.
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Figure 4.22 The opened loop control of heat exchanger networks in case study 2. 
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2) Closed loop control of heat exchanger networks 

In this case, there are 6 manipulated variables, bypasses of heat exchangers 1, 2, and 3 
(ub1 and ub2) and three utility duties which are two cooler and one heater (Qc1, Qc2 and 
Qh), are available for control of all target outlet temperatures. Next, the passive 
controllers are designed by using the passivity concept. In order to stabilize the closed 
loop system, the process system (G(s)) must be strictly passive and the multi loop 
controller (K(s)) must be passive also. For heat exchanger network, the process renders 
strictly passive and the controller renders passive by absorbing the minimum phase 

transfer function ( ( ))pw s , which stabilizes this system. The stability of heat exchanger 

networks is verified with the disturbance. 
 
Figure 4.23 shows the four control loops of heat exchanger networks with passivity 
application. First loop is the control outlet hot temperature of stream H1 by 
manipulating between the utility duties of cooler 1 and the split fraction of bypassed 
heat exchanger 1. Second loop is the control outlet hot temperature of stream H1 by 
manipulating the utility duties of cooler 2. Third loop controls the outlet cold 
temperature of stream C1 by manipulating between the duty utility of the heater and the 
split fraction of bypassed heat exchanger 1. The last one is to control the outlet cold 
temperature of stream C2 by manipulating split fraction of bypassed heat exchanger 2.  

Figure 4.24 shows the results of the control variable responses after switching between 
region at the time of 1,000 and 2,000 seconds. When system is disturbed at the time of 
1,000 seconds, the system will move the steady state operation to the active constraint 
region 1. The utility duty of cooler 1 becomes a saturated variable or an active 
constraint in region 1. The split fraction of bypassed heat exchanger 1 will be operated 
from saturated in order to control the outlet hot temperature of stream H1 as shown in 
Figure 4.25. The system will be switched from the active constraint region 1 to the 
active constraint region 2 after system operate at the time of 2,000 seconds. Figure 4.25 
shows the utility duties of heater become the saturated variable or the active constraint 
in region 2. On the other hand, the utility duties of cooler 1 are operated after 2,000 
seconds. All controllers can adjust the target temperature. The responses of all outlet 
temperature have less oscillation. Moreover, the rising time of system with passive 
controller is too low. As a result, the split range control of heat exchanger networks that 
is designed by the passivity method can be adjusted the target temperature and 
guarantee stable at all region.  



 

Figure 4.23 The closed loop control of heat exchanger networks with passive controller in case study 2.
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Figure 4.24 The control variable responses of passive controller with load disturbance  
                    in case study 2. 
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Figure 4.25 The manipulated variable responses of passive controller with load  
                       disturbance in case study 2. 
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The load disturbances are verified for closed loop system and show that the passive 
controller can apply to more complex split range control of heat exchanger networks.  
In addition, the set point tracking are considered in order to verify the performance of 
the designed closed loop system. For this study, the set points are step up 10°C and step 
down 10°C of all target temperatures (H1, C1, and C2) at the time of 500, 750, 1,250, 
1,500, 2,000, 2,250, 2,750 and 3,000 seconds.  

Figure 4.26 shows the results of controlled variable responses after step change tracking 
of outlet hot temperature of stream H1, outlet hot temperature of stream H2, outlet cold 
temperature of stream C1, and outlet cold temperature of stream C2 at the time of 500, 
750, 1,250, 1,500, 2,000, 2,250, 2,750 and 3,000 seconds, respectively. Moreover, 
Figure 4.27 shows the result of manipulated variables of passive controller. 

According to Figure 4.26, the closed loop system of heat exchanger networks from 
passivity method can control the all target temperature and guarantee the stability. 
Moreover, all controlled variable responses with passive controller gives the low 
overshoot and reaches  its set point quickly after step up and down 10°C for all set point 
tracking. 

According to Figure 4.27, the manipulated variables do not use the split range control 
policy when the closed loop system of heat exchanger networks are verified with set 
point tracking. After set point tracking at the time of 500 seconds, the utility duties of 
cooler 1, cooler 2 and heater are changed in order to maintain the outlet hot temperature 
of stream H1, the outlet hot temperature of stream H2 and the outlet cold temperature of 
stream C1 to a new set point; respectively. On the other hand, the split fraction of 
bypassed heat exchanger 2 and the utility duties of cooler 1 are changing in order to 
control only one outlet cold temperature of stream C2 to a new set point after set point 
tracking at the time of 2,750 seconds. 
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Figure 4.26 The controlled variable responses of passive controller with set point  
                       tracking in case study 2. 
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Figure 4.27 The manipulated variable responses of passive controller with set point  
                     tracking in case study 2.
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CHAPTER 5 CONCLUSIONS AND RECOMMENDATIONS 

 

5.1 Conclusions 

This work considers about the control system of split range control in heat exchanger 
networks. The split range control of heat exchanger networks should be stable for all 
possible disturbance variations as well as the optimal operation should regulate the 
temperature at their certain level under the minimum utility cost. The controlled 
variables of heat exchanger networks using split range are the target temperature 
controlled by the split fraction of bypassed, utility duties of cooler and heater. 

The dynamic models of split range control of heat exchanger networks were generated 
for the controlled, manipulated and disturbance variables of the unit. Since the dynamic 
models of heat exchanger networks are the nonlinear model, the linearization by 
Taylor’s series expansion is utilized before generates the state space models. After that 
the state space models of heat exchanger networks are analyzed in terms of process 
transfer function and disturbance transfer function. Next, the transfer function was 
formulated to indicate that the heat exchanger networks were whether passive or not by 
considering the passivity index. As a result, the split range control of heat exchanger 
networks are non-passive system. Therefore, the weighting function is added to make 
heat exchanger networks become strictly passive system. Consequently, the passive 
controller was designed to make the heat exchanger networks in stable condition. 

According to case studies 1 and 2, the passivity concept can practically be applied to 
split range control of heat exchanger networks. In addition, the passive controllers can 
adjust the target temperature after load disturbance and set point tracking. In addition, 
the dynamic responses of the target temperature with passive controllers are less 
oscillation than PI controller. Moreover, the rising time of system with passive 
controller is more than PI controller. The passivity concept can practically be used in 
more complex split range control of heat exchanger networks. This included more 
amount of heat exchanger, number of stream, and number of operating region. In 
conclusion, the split range control of heat exchanger networks that is designed by 
passivity method can be adjusted the target temperature and guarantee the stability for 
all regions. 
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5.2 Recommendations 

5.2.1 This passivity theorem should be applied with a large scale split range 
control in heat exchanger networks to guarantee that this approach can handle with 
highly nonlinear and large interaction system which has not been researched yet. 

5.2.2 In this study, the noise and time delay of large scale split range control in 
heat exchanger networks is not added into the MATLAB-SIMULINK simulation 
because the target temperature results could not be recorded in this program. Therefore, 
this system should be applied to other simulation program. 

5.2.3 In fact, the close loop control of heat exchanger networks with noise and 
time delay does not operate in practical because the manipulated variables are 
oscillation. This problem affects to damage equipment and lost. Therefore, the filter is 
added into close loop control of heat exchanger networks with noise and time delay in 
order to reduce oscillation of manipulated variables. 
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This section shows a derivation of the heat exchanger models used in this work. 

A.1 Case study 1 

The heat exchanger network from Glemmestad [1] as shown in Figure A.1 is studied 
here. There are two heat exchangers and two utility exchangers. Furthermore, 4 
manipulated variables, bypasses of heat exchangers 1 and 2 (ub1 and ub2) and utility 
duties of cooler and heater (Qc and Qh), are available for control of all target outlet 
temperatures that are outlet temperature of stream H1, outlet temperature of stream C1, 
and outlet temperature of stream C2. 

 

Figure A.1 The heat exchanger networks in case study 1. 

In this case study, heat exchanger network can be separated into 2 system, which are 
inner and outer heat exchanger network. 

The dynamic model for inner heat exchanger network:  

Since the dynamic models of inner heat exchanger network from equations 3.1-2 are the 
non-linear model, linearization by using Taylor’s series expansion is necessary that are 
presented as the following:  

For T1H: 

1
1 1 1 1 1 1 1 1 1 1 1( ) ( )H

H H PH H H PH H in H C H

dT
V C F C T T UA T T

dt
        (A.1) 

Where 1 1 1H H PHC  and 1 1 1 1H H H PHV C   

1 1 1 1 1 1 1
1 1 1

1 1 1

( )H H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
       (A.2) 
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At steady state 

1 1 1 1 1 1 1
1 1 1

1 1 1

( )
0

H H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
   

   
(A.3)

 

Then equation A.3 can be made into the deviation variable form or perturbation form. 

When 11 1
P

HH HT T T  ,
 

11 1
P

CC CT T T  , and 11 1
P

H inH in H inT T T  . 

1 1 1 1 1 1 1
1 1 1

1 1 1

( )P
P P PH H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
       (A.4) 

For T1C: 

1
11 1 1 1 1 1 1 1 1 1( ) ( )C

C inC C PC C C PC C H C

dT
V C F C T T UA T T

dt
        (A.5) 

Where 1 1 1C C PCC  and 1 1 1 1C C C PCV C   

1 1 1 1 1 1 1
11 1

1 1 1

( )C C C C C
C inH C

C C C

dT UA F UA F
T T T

dt

 
  

 
       (A.6) 

At steady state 

1 1 1 1 1 1 1
1 1 1

1 1 1

( )
0

C C C C C
H C C in

C C C

dT UA F UA F
T T T

dt

 
  

 
       (A.7) 

Then equation A.7 can be made into the deviation variable form or perturbation form. 

When 11 1
P

CC CT T T  and 11 1
P

HH HT T T  . 

1 1 1 1 1
1 1

1 1

( )P
P PC C C
H C

C C

dT UA F UA
T T

dt


 

 
        (A.8) 

For T2H: 

2
1 1 1 1 1 1 1 2 2 2 2( ) ( )H

H H PH H H PH H H C b H

dT
V C F C T T UA T T

dt
       (A.9) 

Where 1 1 1H H PHC  and 1 1 1 1H H H PHV C   

2 1 1 1 1 2 2
1 2 2

1 1 1

( )H H H H H
H H C b

H H H

dT F F UA UA
T T T

dt

 
  

 
                 (A.10) 
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At steady state 

2 1 1 1 1 2 2
1 2 2

1 1 1

( )
0

H H H H H
H H C b

H H H

dT F F UA UA
T T T

dt

 
  

 
                 (A.11) 

Then equation A.11 can be made into the deviation variable form or perturbation form. 

When 11 1
P

HH HT T T  ,
 

22 2
P

HH HT T T  , and 22 2
P

C bC b C bT T T  . 

2 1 1 1 1 2 2
1 2 2

1 1 1

( )P
P P PH H H H H
H H C b

H H H

dT F F UA UA
T T T

dt

 
  

 
                 (A.12) 

For TC2b: 

2
22 2 2 2 2 2 2 2 2 2 2(1 )( ) ( )C b

C inC C PC C C PC C C b H C b

dT
V C F C f T T UA T T

dt
          (A.13) 

Where 2 2 2C C PCC  and 2 2 2 2C C C PCV C   

2
22 2 2 2 2 2 2 2(1 )( ) ( )C b

C inC C C C C b H C b

dT
F f T T UA T T

dt
                   (A.14) 

2 2 2 2 2 2 2 2 2 2 2
2 22 2 2 2 2 2

2 2 2 2 2 2

C b C C C C C C C C
C in C inC b C C C b H C b

C C C C C C

dT F F F F UA UA
T T T f f T T T

dt

   
     

  
     

                     (A.15) 

From equation A.15, although most terms on the right are linear, the forth is nonlinear 
due to TC2b and fC2 which are state variables and manipulated variables. Therefore, 
Taylor’s series for linearization as in equation A.16 are presented. 

2 2 2 2 2 2 2 2
2 22 2 2 2 2 2

2 2 2 2

C C C C C C C C
C b C bC C b C C b C C

C C C C

F F F F
f T f T T f f T

   
   


          (A.16) 

The dynamic model of TC2b become 

2 2 2 2 2 2 2 2 2 2 2
2 2 22 2 2 2 2

2 2 2 2 2

C b C C C C C C C C C C
C in C in C bC b C C C b C

C C C C C

dT F F F F F
T T T f f T T f

dt

    
    

 
    

  2 2 2 2
22 2 2

2 2 2

C C
C bC H C b

C C C

F UA UA
f T T T


  

 
                 (A.17) 

2 22 2 2 2 2 2 2 2 2 2 2 2
2 2 2

2 2 2

( ) ( )C in C bC b C C C C C C C C C
H C b C

C C C

dT UA F F f UA F T F T
T T f

dt

   
  

    
  

 
 

2 2 2 2
2 22

2 2

C C C C
C in C bC

C C

F F
T f T

 
 


                (A.18) 
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At steady state 

2 2 22 2 2 2 2 2 2 2 2 2 2
2 2 2

2 2 2

( ) ( )C b C in C bC C C C C C C C C
H C b C

C C C

dT UA F F f UA F T F T
T T f

dt

   
  

    
  

  

2 2 2 2
2 22

2 2

C C C C
C in C bC

C C

F F
T f T

 
 


                 (A.19) 

Then equation A.19 can be made into the deviation variable form or perturbation form. 

When 22 2
P

C bC b C bT T T  ,
 

22 2
P

HH HT T T  , and 2 2 2
P

C C Cf f f  . 

2 22 2 2 2 2 2 2 2 2 2 2 2
2 2 2

2 2 2

( ) ( )P
C in C bP P PC b C C C C C C C C C

H C b C
C C C

dT UA F F f UA F T F T
T T f

dt

   
  

    
  

                                 (A.20) 

For cold streams of heat exchanger with a single bypass on cold side equations. An 
output equation in the form of the state space in case of time invariant system shows 
below. 

                                                           y Cx Du                                                   

The output equation of cold stream for a single heat exchanger with a single bypass 
referred from (Mathisen, 1994; Glemmestad, 1999) is presented in equation A.21. 

22 2 2 2(1 ) C inC t C C b CT f T f T                   (A.21) 

22 2 2 2 2 C inC t C b C C b CT T f T f T  
                (A.22) 

  
Since the second term on the right hand side is nonlinear, this term has to be linearized 
using Taylor’s series. The following equation shows the nonlinear term in equation 
A.23 is linearized. 

2 2 22 2 2 2 2 2 2C b C b C inC t C b C C b C C CT T f T T f f T f T                  (A.23) 

2 2 22 2 2 2 2(1 ) ( )C in C b C bC t C C b C CT f T T T f f T                  (A.24) 

At steady state 

 2 2 2 2 22 2 2(1 ) ( )C t C b C in C b C bC C CT f T T T f f T    
             (A.25) 

Then equation A.25 can be made into the deviation variable form or perturbation form. 

When 22 2
P

C tC t C tT T T  and 2 2 2
P

C C Cf f f  . 

2 22 2 2 2(1 ) ( )P P P
C in C bC t C C b CT f T T T f                   (A.26) 
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The dynamic model for outlet heat exchanger network at cooler: 

Since the dynamic models of cooler from equations 3.3 are the non linear model, 
linearization by using Taylor’s series expansion is necessary that are presented as the 
following: 

For TH1t: 

1
1 1 1 1 1 1 2 1( )H t

H H PH H H PH H H t c

dT
V C F C T T Q

dt
                  (A.27) 

Where 1 1 1H H PHC  and 1 1 1 1H H H PHV C   

1 1 1 1 1
2 1

1 1 1

1H t H H H H
H c H t

H H H

dT F F
T Q T

dt

 
  

 
                  (A.28) 

At steady state 

1 1 1 1 1
2 1

1 1 1

1
0

H t H H H H
H H tc

H H H

dT F F
T Q T

dt

 
  

 
   

              
(A.29)

 

Then equation A.29 can be made into the deviation variable form or perturbation form. 

When 22 2
P

HH HT T T  ,
 

P
c c cQ Q Q  , and 11 1

P
H tH t H tT T T  . 

1 1 1 1 1
2 1

1 1 1

1P
P P PH t H H H H
H c H t

H H H

dT F F
T Q T

dt

 
  

 
                        (A.30) 

The dynamic model for outlet heat exchanger network at heater: 

Since the dynamic models of heater from Equations 3.4 are the non linear model, 
linearization by using Taylor’s series expansion is necessary that are presented as the 
following: 

For TC1t: 

1
1 1 1 1 1 1 1 1( )C t

C C PC C C PC C C t h

dT
V C F C T T Q

dt
                  (A.31) 

Where 1 1 1C C PCC  and 1 1 1 1C C C PCV C   

1 1 1 1 1
1 1

1 1 1

1C t C C C C
C h C t

C C C

dT F F
T Q T

dt

 
  

 
                  (A.32) 
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At steady state 

1 1 1 1 1
1 1

1 1 1

1
0

C t C C C C
C C th

C C C

dT F F
T Q T

dt

 
  


   

              
(A.33)

 

Then equation A.33 can be made into the deviation variable form or perturbation form. 

When 11 1
P

CC CT T T  ,
 

P
h h hQ Q Q  , and 11 1

P
C tC t C tT T T  . 

1 1 1 1 1
1 1

1 1 1

1P
P P PC t C C C C

C t h C
C C C

dT F F
T Q T

dt

 
  


                  (A.34) 

A.2 Case study 2 

The heat exchanger network from Biegler [15] is studied here. There are three heat 
exchangers and three utility exchangers. Furthermore, 6 manipulated variables, bypasses 
of heat exchangers 1, 2 and 3 (ub1, ub2, and ub3) and utility duties of two cooler and 
heater (Qc1, Qc2 and Qh), are available for control of all target outlet temperatures that 
are outlet temperature of stream H1, outlet temperature of stream H2, outlet temperature 
of stream C1, and outlet temperature of stream C2. The heat exchanger network 
configuration is shown Figure A.2. 

 

Figure A.2 The heat exchanger networks in case study 2. 

In this case study, heat exchanger network can be separated into 2 system, which are 
inner and outer heat exchanger network. 

The dynamic model for inner heat exchanger network:  

Since the dynamic models of inner heat exchanger network from equations 3.1-2 are the 
non linear model, linearization by using Taylor’s series expansion is necessary that are 
presented as the following:  
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For T1H: 

1
1 1 1 1 1 1 1 1 1 1 1( ) ( )H

H H PH H H PH H in H C H

dT
V C F C T T UA T T

dt
                  (A.35) 

Where 1 1 1H H PHC  and 1 1 1 1H H H PHV C   

1 1 1 1 1 1 1
1 1 1

1 1 1

( )H H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
                 (A.36) 

At steady state 

1 1 1 1 1 1 1
1 1 1

1 1 1

( )
0

H H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
   

             
(A.37)

 

Then equation A.37 can be made into the deviation variable form or perturbation form. 

When 11 1
P

HH HT T T  ,
 

11 1
P

CC CT T T  , and 11 1
P

H inH in H inT T T  . 

1 1 1 1 1 1 1
1 1 1

1 1 1

( )P
P P PH H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
                 (A.38) 

For T1C: 

1
1 1 1 1 1 1 3 1 1 1 1( ) ( )C

C C PC C C PC C C H C

dT
V C F C T T UA T T

dt
                  (A.39) 

Where 1 1 1C C PCC  and 1 1 1 1C C C PCV C   

1 1 1 1 1 1 1
1 1 3

1 1 1

( )C C C C C
H C C

C C C

dT UA F UA F
T T T

dt

 
  

 
                 (A.40) 

At steady state 

1 1 1 1 1 1 1
1 1 3

1 1 1

( )
0

C C C C C
H C C

C C C

dT UA F UA F
T T T

dt

 
  

 
                 (A.41) 

Then equation A.41 can be made into the deviation variable form or perturbation form. 

When 11 1
P

CC CT T T  , 33 3
P

CC CT T T  , and
 

11 1
P

HH HT T T  . 

1 1 1 1 1 1 1
1 1 3

1 1 1

( )P
P P PC C C C C
H C C

C C C

dT UA F UA F
T T T

dt

 
  

 
                 (A.42) 
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For T2H: 

2
1 1 1 1 1 1 1 2 2 2 2( ) ( )H

H H PH H H PH H H C b H

dT
V C F C T T UA T T

dt
                 (A.43) 

Where 1 1 1H H PHC  and 1 1 1 1H H H PHV C   

2 1 1 1 1 2 2
1 2 2

1 1 1

( )H H H H H
H H C b

H H H

dT F F UA UA
T T T

dt

 
  

 
                 (A.44) 

At steady state 

2 1 1 1 1 2 2
1 2 2

1 1 1

( )
0

H H H H H
H H C b

H H H

dT F F UA UA
T T T

dt

 
  

 
                 (A.45) 

Then equation A.45 can be made into the deviation variable form or perturbation form. 

When 11 1
P

HH HT T T  ,
 

22 2
P

HH HT T T  , and 22 2
P

C bC b C bT T T  . 

2 1 1 1 1 2 2
1 2 2

1 1 1

( )P
P P PH H H H H
H H C b

H H H

dT F F UA UA
T T T

dt

 
  

 
                 (A.46) 

For TC2b: 

2
2 2 2 2 2 2 2 2 2 2 2 2(1 )( ) ( )C b

C C PC C C PC C C in C b H C b

dT
V C F C f T T UA T T

dt
           (A.47) 

Where 2 2 2C C PCC  and 2 2 2 2C C C PCV C   

2
2 2 2 2 2 2 2 2 2(1 )( ) ( )C b

C C C C C in C b H C b

dT
F f T T UA T T

dt
                   (A.48) 

2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2

2 2 2 2 2 2

C b C C C C C C C C
C in C b C in C C C b H C b

C C C C C C

dT F F F F UA UA
T T T f f T T T

dt

   
     

  
     

                     (A.49) 

From equation A.49, although most terms on the right are linear, the forth is non linear 
due to TC2b and fC2 which are state variables and manipulated variables. Therefore, 
Taylor’s series for linearization as in equation A.50 are presented. 

2 2 2 2 2 2 2 2
2 22 2 2 2 2 2

2 2 2 2

C C C C C C C C
C b C bC C b C C b C C

C C C C

F F F F
f T f T T f f T

   
   


          (A.50) 

2 2 2 2 2 2 2 2
2 22 2 2 2 2 2

2 2 2 2

C C C C C C C C
C in C inC in C C C in C C

C C C C

F F F F
T f f T T f f T

   
   

  
    

                     (A.51) 
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The dynamic model of TC2b become 

2 2 2 2 2 2 2 2 2 2 2
2 2 22 2 2 2 2

2 2 2 2 2

C b C C C C C C C C C C
C in C in C inC b C C in C C

C C C C C

dT F F F F F
T T f T T f f T

dt

    
    

  
    

 

2 2 2 2 2 2 2 2
2 22 2 2 2 2 2

2 2 2 2 2

C C C C C C
C b C bC C b C C H C b

C C C C C

F F F UA UA
f T T f f T T T

  
    

 
    

                     (A.52) 

2 22 2 2 2 2 2 2 2 2 2 2 2
2 2 2

2 2 2

( ) ( )C in C bC b C C C C C C C C C
H C b C

C C C

dT UA F F f UA F T F T
T T f

dt

   
  

    
  

 2 2 2 2 2 2 2 2 2
2 22 2 2

2 2 2

C C C C C C C C C
C b C inC in C C

C C C

F F f F F
T f T f T

   
  
 

                   (A.53) 

At steady state 

2 2 22 2 2 2 2 2 2 2 2 2 2
2 2 2

2 2 2

( ) ( )C b C in C bC C C C C C C C C
H C b C

C C C

dT UA F F f UA F T F T
T T f

dt

   
  

    
  

 

2 2 2 2 2 2 2 2 2
2 2 22 2

2 2 2

C C C C C C C C C
C in C b C inC C

C C C

F F f F F
T f T f T

   
  
 

                (A.54) 

Then equation A.54 can be made into the deviation variable form or perturbation form. 

When 22 2
P

C bC b C bT T T  ,
 

22 2
P

HH HT T T  , and 2 2 2
P

C C Cf f f  . 

2 22 2 2 2 2 2 2 2 2 2 2 2
2 2 2

2 2 2

( ) ( )P
C in C bP P PC b C C C C C C C C C

H C b C
C C C

dT UA F F f UA F T F T
T T f

dt

   
  

    
  

  2 2 2 2 2
2

2

PC C C C C
C in

C

F F f
T

 



                 (A.55) 

For T3H: 

3
2 2 2 2 2 2 2 3 3 3 3( ) ( )H

H H PH H H PH H in H C H

dT
V C F C T T UA T T

dt
                         (A.56) 

Where 2 2 2H H PHC  and 2 2 2 2H H H PHV C   

3 2 2 3 3 2 2
3 3 2

2 2 2

( )H H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
                (A.57) 

At steady state 

3 2 2 3 3 2 2
3 3 2

2 2 2

( )
0

H H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
   

             
(A.58)
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Then equation A.58 can be made into the deviation variable form or perturbation form. 

When 33 3
P

HH HT T T  ,
 

33 3
P

CC CT T T  , and 22 2
P

H inH in H inT T T  . 

3 2 2 3 3 2 2
3 3 2

2 2 2

( )P
P P PH H H H H
H C H in

H H H

dT F UA UA F
T T T

dt

 
  

 
                (A.59) 

For T3C: 

3
1 1 1 1 1 1 1 3 3 3 3( ) ( )C

C C PC C C PC C in C H C

dT
V C F C T T UA T T

dt
                  (A.60) 

Where 1 1 1C C PCC  and 1 1 1 1C C C PCV C   

3 3 1 1 3 1 1
3 3 1

1 1 1

( )C C C C C
H C C in

C C C

dT UA F UA F
T T T

dt

 
  

 
                 (A.61) 

At steady state 

3 3 1 1 3 1 1
3 3 1

1 1 1

( )
0

C C C C C
H C C in

C C C

dT UA F UA F
T T T

dt

 
  

 
                 (A.62) 

Then equation A.62 can be made into the deviation variable form or perturbation form. 

When 33 3
P

CC CT T T  , 11 1
P

C inC in C inT T T  , and
 

33 3
P

HH HT T T  . 

3 3 1 1 3 1 1
3 3 1

1 1 1

( )P
P P PC C C C C
H C C in

C C C

dT UA F UA F
T T T

dt

 
  

 
                 (A.63) 

For cold streams of heat exchanger with a single bypass on cold side equations. An 
output equation in the form of state space in case of time invariant system shows below. 

                                                           y Cx Du                                                   

 The output equation of cold stream for a single heat exchanger with a single bypass 
referred from (Mathisen and Glemmestad) is presented in Equation. 

22 2 2 2(1 ) C inC t C C b CT f T f T                   (A.64) 

22 2 2 2 2 C inC t C b C C b CT T f T f T  
                (A.65) 

Since the second term on the right hand side is nonlinear, this term has to be 
linearized using Taylor’s series. The following equation shows the nonlinear term in 
equation A.66-67 is linearized. 

2 2 22 2 2 2 2 2 2C b C b C inC t C b C C b C C CT T f T T f f T f T                  (A.66) 
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2 2 22 2 2 2 2(1 ) ( )C in C b C bC t C C b C CT f T T T f f T                  (A.67) 

At steady state 

 2 2 2 2 22 2 2(1 ) ( )C t C b C in C b C bC C CT f T T T f f T    
             (A.68) 

Then equation A.68 can be made into the deviation variable form or perturbation form. 

When 22 2
P

C tC t C tT T T  and 2 2 2
P

C C Cf f f  . 

2 22 2 2 2(1 ) ( )P P P
C in C bC t C C b CT f T T T f                   (A.69) 

The dynamic model for outlet heat exchanger network at cooler 1: 

Since the dynamic models of cooler 1 from equation 3.3 are the non linear model, 
linearization by using Taylor’s series expansion is necessary that are presented as the 
following: 

For TH1t 

1
1 1 1 1 1 1 2 1 1( )H t

H H PH H H PH H H t c

dT
V C F C T T Q

dt
                  (A.70) 

Where 1 1 1H H PHC  and 1 1 1 1H H H PHV C   

1 1 1 1 1
2 1 1

1 1 1

1H t H H H H
H c H t

H H H

dT F F
T Q T

dt

 
  

 
                  (A.71) 

At steady state 

1 1 1 1 1
2 11

1 1 1

1
0

H t H H H H
H H tc

H H H

dT F F
T Q T

dt

 
  

 
   

              
(A.72)

 

Then equation A.72 can be made into the deviation variable form or perturbation form. 

When 22 2
P

HH HT T T  ,
 

1 1 1
P

c c cQ Q Q  , and 11 1
P

H tH t H tT T T  . 

1 1 1 1 1
2 1 1

1 1 1

1P
P P PH t H H H H
H c H t

H H H

dT F F
T Q T

dt

 
  

 
                  (A.73) 
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The dynamic model for outlet heat exchanger network at cooler 2: 

Since the dynamic models of cooler 2 from equation 3.3 are the non linear model, 
linearization by using Taylor’s series expansion is necessary that are presented as the 
following: 

For TH2t 

2
2 2 2 2 2 2 3 2 2( )H t

H H PH H H PH H H t c

dT
V C F C T T Q

dt
                  (A.74) 

Where 2 2 2H H PHC  and 2 2 2 2H H H PHV C   

2 2 2 2 2
3 2 2

2 2 2

1H t H H H H
H c H t

H H H

dT F F
T Q T

dt

 
  

 
                 (A.75) 

At steady state 

2 2 2 2 2
3 22

2 2 2

1
0

H t H H H H
H H tc

H H H

dT F F
T Q T

dt

 
  

 
   

              
(A.76)

 

Then equation A.76 can be made into the deviation variable form or perturbation form. 

When 33 3
P

HH HT T T  ,
 

2 2 2
P

c c cQ Q Q  , and 22 2
P

H tH t H tT T T  . 

2 2 2 2 2
3 2 2

2 2 2

1P
P P PH t H H H H
H c H t

H H H

dT F F
T Q T

dt

 
  

 
                      (A.77) 

The dynamic model for outlet heat exchanger network at heater: 

Since the dynamic models of heater from equation 3.4 are the non linear model, 
linearization by using Taylor’s series expansion is necessary that are presented as the 
following: 

For TC1t: 

1
1 1 1 1 1 1 1 1( )C t

C C PC C C PC C C t h

dT
V C F C T T Q

dt
                  (A.78) 

Where 1 1 1C C PCC  and 1 1 1 1C C C PCV C   

1 1 1 1 1
1 1

1 1 1

1C t C C C C
C h C t

C C C

dT F F
T Q T

dt

 
  

 
                  (A.79) 
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At steady state 

1 1 1 1 1
1 1

1 1 1

1
0

C t C C C C
C C th

C C C

dT F F
T Q T

dt

 
  


   

              
(A.80)

 

Then equation A.80 can be made into the deviation variable form or perturbation 

form. When 11 1
P

CC CT T T  ,
 

P
h h hQ Q Q  , and 11 1

P
C tC t C tT T T  . 

1 1 1 1 1
1 1

1 1 1

1P
P P PC t C C C C

C t h C
C C C

dT F F
T Q T

dt

 
  


                  (A.81) 
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PROPERTIES OF CONSTANT VALUE 
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B.1 Case study 1 

B.1.1Constant value 

Constant densities of the two fluids ( i )   = 1,000 kg/m3 

Constant specific heat capacities of the two fluids ( ,V iC ) = 4.2 kJ/kg·ºC 

Constant and flow independent heat transfer coefficient ( ,h iV , ,c iV ) = 0.1 m2 

B.1.2 Normal operating value 

 Inlet hot temperature of stream H1 (Th1in)   = 190 ºC 
Inlet cold temperature of stream C1 (Tc1in)   = 80 ºC 
Inlet cold temperature of stream C2 (Tc2in)   = 20 ºC 
Outlet hot temperature of stream H1 (Th1t)   = 30 ºC 
Outlet cold temperature of stream C1 (Tc1t)   = 160 ºC 

Outlet cold temperature of stream C2 (Tc2t)   = 130 ºC 
Heat convection of stream H1 per temperature (mCp, h1) = 1 kW/ ºC 
Heat convection of stream C1 per temperature (mCp, c1) = 1.5 kW/ ºC 
Heat convection of stream C2 per temperature (mCp, c2) = 0.5 kW/ ºC 
Overall heat transfer coefficient per heat exchanger area 1 (UA1) = 0.523 kW/ ºC 
Overall heat transfer coefficient per heat exchanger area 2 (UA2) = 1.322 kW/ ºC 

B.1.3 Steady state value 

Split fraction of bypassed heat exchanger 1 (uh1)  = 0 
Split fraction of bypassed heat exchanger 2 (uc2)  = 0.00012 
Duty utility of cooler (Qc)     = 65 kW 
Duty utility of heater (Qh)     = 80 kW 
Outlet temperature from heat exchanger 1 (Th1b)  = 151.19ºC 
Outlet temperature from heat exchanger 2 (Tc2b)  = 130.89ºC 

B.2 Case study 2 

B.2.1Constant value 

Constant densities of the two fluids ( i )   = 1,000 kg/m3 

Constant specific heat capacities of the two fluids ( ,V iC ) = 4.2 kJ/kg·K 

Constant and flow independent heat transfer coefficient ( ,h iV , ,c iV ) = 0.1 m2 

B.2.2 Normal operating value 

Inlet hot temperature of stream H1 (Th1in)   = 650 K 
Inlet hot temperature of stream H2 (Th2in)   = 590 K 
Inlet cold temperature of stream C1 (Tc1in)   = 410 K 
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Inlet cold temperature of stream C2 (Tc2in)   = 353 K 
Outlet hot temperature of stream H1 (Th1t)   = 370 K 
Outlet hot temperature of stream H2 (Th2t)   = 370 K 
Outlet cold temperature of stream C1 (Tc1t)   = 650 K 

Outlet cold temperature of stream C2 (Tc2t)   = 500 K 
Heat convection of stream H1 per temperature (mCp, h1) = 10 kW/ K 
Heat convection of stream H2 per temperature (mCp, h2) = 20 kW/ K 
Heat convection of stream C1 per temperature (mCp, c1) = 15 kW/ K 
Heat convection of stream C2 per temperature (mCp, c2) = 13 kW/ K 
Overall heat transfer coefficient per heat exchanger area 1 (UA1) =691.84 kW/ K 
Overall heat transfer coefficient per heat exchanger area 2 (UA2) =1,911 kW/ K 
Overall heat transfer coefficient per heat exchanger area 3 (UA3) =2,419.49 kW/ K 

B.2.3 Steady state value 

Split fraction of bypassed heat exchanger 1 (uh1)  = 0 
Split fraction of bypassed heat exchanger 2 (uc2)  = 0.3797 
Split fraction of bypassed heat exchanger 3 (uh3)  = 0 
Duty utility of cooler 1 (Qc1)     = 289 kW 
Duty utility of cooler 2 (Qc2)     = 1,700 kW 
Duty utility of heater (Qh)     = 300 kW 
Outlet temperature from heat exchanger 2 (Tc2b)  = 589.98 K 
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