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ABSTRACT 

The purpose of this study was to find matches for clustering the 

commercial fish picture in Thailand. Image processing and data mining were applied 

to the commercial fish database online. MATLAB was one of the tools for 

transforming the packet. It analyzed grouping and relationships between same and 

different fish shapes. Clustering used two methods: Hierarchical Clustering Method 

and K-Mean Clustering Method. Hierarchical Clustering Method showed a tree chart, 

a Dendogram, which presented the relationship of fish shapes having similar 

characteristics by cluster distance. K-Mean Clustering also presented similar clustering 

extract data for grouping. It divided fish data between same and different groups. The 

results of the analysis showed that the K-Mean Clustering Method was better than the 

Hierarchical Clustering Method. It was suitable for mass data and same-group cases 

even if fish shape data were similar, but it could accurately group fish type. 
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บทคดัยอ่ 
งานวิจยัน้ีมีวตัถุประสงคเ์พ่ือศึกษาขอ้มลูจากรูปภาพของปลาเศรษฐกิจในประเทศไทย 

โดยใชเ้ทคนิคดา้นการประมวลผลภาพ(Image processing) และท าเหมืองขอ้มลูมาประยกุตใ์ชก้บั
ขอ้มลูเก่ียวกบัปลาเศรษฐกิจจากฐานขอ้มลูปลาออนไลน์ โดยใชโ้ปรแกรม MATLAB เป็นเคร่ืองมือ
ในการแปลงรูปภาพใหเ้ป็นกลุ่มขอ้มลู และท าการวิเคราะห์เพื่อจดักลุ่มและแสดงความสมัพนัธข์อง
ขอ้มลูรูปร่างปลาท่ีมีความคลา้ย และท่ีมคีวามแตกต่างกนัได ้ โดยแบ่งแบบคลสัเตอร่ิง(Clustering) 
ออกมาสองวิธี คือ Hierarchical Clustering Method ซ่ึงจะแสดงผลในรูปของแผนภูมิตน้ไมท่ี้ถกู
เรียกว่า “Dendogram” ท่ีจะแสดงความสมัพนัธข์องขอ้มลูรูปร่างปลาท่ีมีลกัษณะใกลเ้คียงกนัจากการ
วดัระยะห่างของแต่ละคลสัเตอร์(Cluster) และ K-Mean Clustering Method ซ่ึงจะแสดงผลการจดั
กลุ่มแบบแยกว่าขอ้มลูน้ีอยูใ่นกลุ่มใดบา้ง ท าใหส้ามารถแยกไดว้่า ขอ้มลูรูปร่างปลาแบบน้ีมีลกัษณะ
ใกลเ้คียงกบัขอ้มลูท่ีอยูใ่นกลุ่มเดียวกนั และมีลกัษณะแตกต่างกนัหากอยูต่่างกลุ่ม จากการศกึษา
พบว่าหากมีขอ้มลูปริมาณมากและมีความคลา้ยคลึงกนัสูงการแบ่งกลุ่มดว้ยวิธี K-Mean Clustering 
Method จะมีความเหมาะสมกว่าวิธี Hierarchical Clustering Method และแมว้่าขอ้มลูรูปร่างปลาจะมี
ความคลา้ยคลึงกนัแต่ยงัสามารถน ามาจดักลุ่มได ้
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CHAPTER I 

INTRODUCTION 

 

 

1.1 Background 

Fish have been classified to be the important protein source long ago. In 

the present, we use the fish’s benefits for consumption which is main activities of 

fisheries. The beautiful fish industrial have been breed for export. Those fish are the 

important which the fish are ecology and conservative system, also the good natural 

balancing by observed from the several of fish biological lean to the section plan for  

prevent the extinguish of fish in time. 

The ability of similarity grouping in the important parts to show the 

intelligence that it is easily for human studied. When they were young, they will be 

firstly adapted in growing up. So, it is quite hard work, if let computer do the same 

processing of human being’s learn. 

For this research, the researcher will use the classification data grouping 

analyzing in many fields such as artificial intelligence, squeezing compress the data, 

data mining, image processing, knowledge of equipments, pattern recognition, 

biological, statistical, customer relationship managements, marketing, medicals, and 

psychology. 

In biological the clustering will be used to grouping all life to be the 

species or helping in clustering similar gene which useable in biological. 

In fisheries have been try to the separation fish from outside character for 

identify group the commercial fish. The clustering is one idea will be used to help 

grouping fish.  

Many researches were developed tools for supporting in the taxonomy and 

precisely. Therefore, the researcher chooses two logics: Hierarchical Clustering and K-

Mean Analysis, for searching the length by Euclidean method. And, the researcher 

analyses in the fish shape data.  
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This research will analyze for searching the result of both grouping. And, 

then it also is suitable for grouping by fish shape. 

 

 

1.2 Objectives of the Study 

1.2.1. To design and analysis the fish image with K-Mean Clustering and 

Hierarchical Clustering. 

1.2.2. To comparison the result of K-Mean Clustering and Hierarchical 

Clustering. 

 

 

1.3 Scope of Study 

1.3.1. Requirement clustering of image data 100 image samples. 

1.3.2. Study the picture on the side view of the fish image. 

1.3.3. Study of economic fish in Thailand. 

1.3.4. The study must cover 

1.3.4.1 The family list of commercial fish in Thailand 

1.3.4.2 The picture is Jpeg or Gif type 

 

 

1.4 Expected Results 

1.4.1. The ability grouping fish shape in both K-Mean Clustering and 

Hierarchical Clustering. 

1.4.2. The ability to compare that which way is proper for grouping fish 

shape between K-Mean Clustering and Hierarchical Clustering. 
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CHAPTER II 

LITERATURE REVIEW 

 

 

The chapter research methodology represents base knowledge for 

analyzing: classify characteristic fish part, and technical reviews 

 

 

2.1 Characteristic Fish Classifications 

The fish have spread widely in the variety environment. Thus, evaluation 

of fish related with shape because it is important for fish living in environment 

differently. Fish shape characteristics is classified. As follow: 

1. Fusiform shape is similar as Torpedo-shape. In the front view is circle 

or slightly oval characteristics. In front of fish is thick and tapering to tail. This fish 

shape group generally that they swim quickly, like living surface water or in middle of 

water area (i.e. mackerel, long tail tuna, Spanish mackerel, and shark). 

2. Arrow shape is similar as spindle but long body such as gar. 

3. Globiform shape is similar as ball and slowly swims such as puffer fish 

which kind of these fish are prickle for protecting themselves. 

4. Angguiliform, Snake-shape, Serpentile-shape is close to rarely slender 

shape as snake. The cross section view is circle and flat down to them tails. Swimming 

movement mostly uses body meat such as general eel. 

5. Filifrom shape is the slender characteristics and small as yarn. The 

example of these fish group:  snipe eel 

6. Trachipterform shape is the long and flat as ribbon. These fish do not clever for 

swimming, and trunk muscles and fin for moment such as cutlass fish, wolf herring   

7. Cylindrical shape in front view is circle or quit round. 

8. Compressed shape - this shape is the flat slide characteristics in front 

views such as Nile tilapia, silver barb 
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9. Depressed shape - the characteristic is flattened. If you see in these fish 

cross view look shape toward the flat bottom such as ray 

Moreover, some kind of fish is different characteristics such as seahorses, 

pipe fish, and butterfly fish.  

 

 

2.2 Technical Reviews 

Clustering Analysis is technical for classify or identify each other group 

(e.g. human, animal, thing etc.). It is divided into 2 group above up. Same case group 

is similar characteristics and other case group is different characteristics (“Classify 

variable groups by Cluster Analysis by Sompode,”2010). 

 

2.2.1 Cluster Analysis Techniques 

Cluster Analysis techniques is consisted two techniques:  Hierarchical 

Cluster Analysis and K-Means Cluster Analysis. First, Hierarchical Cluster Analysis 

was used to classify in same similar group. Second, K-Means Cluster Analysis was 

techniques for classify with sub-group. Almost, it was used with many cases by the 

amount of group defined what cluster wants. For example, identify as K group, K-

Mean works iteration repeatedly by each time which it build be combination of case 

until stay in a group. The process will choose case that distance from mean value of 

the fewer groups. And, it is calculated means again. It repeats do again until means are 

not being changed or re cycle completely. 

Kind of variables were used in K-Mean Clustering. These variables must 

be quantitative or interval scale or ration scale. And, they cannot use with data which 

it is frequency value or binary as Hierarchical technique. 

It is showed the results as hierarchy of number level that they are 

participate together. It is called “Dendrogram” in tree structure each node represents a 

cluster. 
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Figure 2.1 Object group in K-Means Clustering  

 

In above figure 2.1 shows object group in K-Means clustering level of the 

objects. The group of object {A, B, C, D, E} Cluster in level (L1) consisted {A, B}, 

{C}, {D}, {E}. Then, in level 2 (L2) also concluded {A, B} and {C, D, E}. And 

finally, in level 3 (L3) is {A, B, C, D, E} which each level can defines set of class. 

Thus, it cans be moved lower level to be higher level. 

 

 

2.3 K-means Clustering 

K-means basic step is simply process. The first step, determine number of 

cluster K and be assume the centroid or center of these clusters. It cans take any 

random objects as the initial centroids or the first K objects in sequence can also serve 

as the initial centroids. 

Then the K means algorithm will do the three steps below until 

convergence  

Iterate until stable (= no object move group) shows below in figure as follows:  

1. Determining the centroid coordinate  

2. Determining the distance of each object to the centroids 

3. Grouping the object based on minimum distance  
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Figure 2.2 K-Means Clustering process 

 

K-means clustering analysis in Figure 2.3, it represents in process of 

partitions analyzing. First, It was defined k = 2, Blue as group 1, Dark blue as group 2 

and Red as Centroid. Then, determining the centroid coordinate and partitioned into 

two groups as Blue (Group 1) and Dark blue (group 2). Next, determining the distance 

of each object to the centroids in figure will see Red points as centroids. And, it cans 

group based on minimum distance. Each record data will be comparing with centroid 

for assign by using distance for finding what record data is the nearest. Finally, 

looping until record clustering not is changed or maximum loop fully.  
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Figure 2.3 K-mean process sampling 

 

Presume if you have several objects (4 types of medicines) and each object 

have two attributes/features as shown in Table 2.1 as below. Our goal is to group these 

objects into K=2 group of medicine based on the two features (pH and weight index).  

 

Table 2.1 Medicine group of objects sample 

Object  attribute 1 (X): weight index  attribute 2 (Y): pH  

Medicine A  1  1  

Medicine B  2  1  

Medicine C  4  3  

Medicine D  5  4  

 

Each medicine shows one point with two attributes (X, Y) that we can 

represent it as coordinate in an attribute space as shown in the figure below.  
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Figure 2.4 Coordinating in an attribute space 

 

1. Initial value of centroids : Suppose we use medicine A and medicine B 

as the first centroids. Let c1 and c2 denote the coordinate of the centroids, then c1 = (1, 

1) and c2 = (2, 1) 

 

Figure 2.5 Initial value of centroids 

 

2. Objects-Centroids distance: we calculate the distance between cluster 

centroid to each object. Let us use Euclidean distance, then we have distance matrix at 

iteration 0 is  
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Figure 2.6 Objects-Centroids distance 

 

Each column in the distance matrix symbolizes the object. The first row of 

the distance matrix corresponds to the distance of each object to the first centroid and 

the second row is the distance of each object to the second centroid. For example, 

distance from medicine C = (4, 3) to the first centroid as: 

 

c1 = (1, 1) is  

And, its distance to the second centroid  below as: 

c2 = (2, 1) is , etc. 

 

3. Objects clustering: The analysts assign each object based on the 

minimum distance. Thus, medicine A is assigned to group 1, medicine B to group 2, 

medicine C to group 2 and medicine D to group 2. The element of Group matrix below 

is 1 if and only if the object is assigned to that group.  

 

 

Figure 2.7 Objects clustering 

 

4. Iteration-1, determine centroids: Knowing the members of each group, 

now we compute the new centroid of each group based on these new memberships. 

Group 1 only has one member thus the centroid remains in . Group 2 now 
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has three members, thus the centroid is the average coordinate among the three 

members: . 

  

 

Figure 2.8 Iteration-1, determine centroids 

 

5. Iteration-1, Objects-Centroids distances : The next step is to compute 

the distance of all objects to the new centroids. Similar to step 2, we have distance 

matrix at iteration 1 is  

 

 

Figure 2.9 Iteration-1, determine centroids 

 

6. Iteration-1, Objects clustering: Similar to step 3, we assign each object 

based on the minimum distance. Based on the new distance matrix, we move the 

medicine B to Group 1 while all the other objects remain. The Group matrix is shown 

below.  
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Figure 2.10 Iteration-1, determine centroids 

 

7. Iteration 2, determine centroids: Now we repeat step 4 to calculate the 

new centroids coordinate based on the clustering of previous iteration. Group1 and 

group 2 both has two members, thus the new centroids are equitation as below: 

  c1 = (  ,  ) = (1  , 1) and c2 = (  ,  ) = (4  , 3  ). 

 

 

Figure 2.11 Iteration-1, determine centroids 

 

8. Iteration-2, Objects-Centroids distances: Repeat step 2 again, we have 

new distance matrix at iteration 2 as:  

 

 

Figure 2.12 Iteration-2, objects-centroids distances 
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9. Iteration-2, Objects clustering: Again, we assign each object based on 

the minimum distance.  

 

 

Figure 2.13 Iteration-2, Objects clustering 

 

It was obtain result that . Comparing the grouping of last iteration 

and this iteration reveals that the objects does not move group anymore. Thus, the 

computation of the k-mean clustering has reached its stability and no more iteration is 

needed. It gets the final grouping as the results 

 

Table 2.2 K-mean clustering comparing between groups 

Object  Feature 1 (X): weight index Feature 2 (Y): pH  Group (result)  

Medicine A  1  1  1  

Medicine B  2  1  1  

Medicine C  4  3  2  

Medicine D  5  4  2  

Source: (“Numerical Example of K-Means Clustering,” 2012) 

 

Step processing of k means clustering algorithm. It is presented in Figure 

below. 

First, it will be begin with a decision on the value of k = number of 

clusters. Then, put any initial partition that classifies the data into k clusters. Analysts 

may assign the training samples randomly, or systematically as the following:  

1. Take the first k training sample as single-element clusters  

2. Assign each of the remaining (N-k) training samples to the cluster with 

the nearest centroid. After each assignment, recomputed the centroid of the gaining 

cluster. 

Next, take each sample in sequence and compute its distance from the 

centroid of each of the clusters. If a sample is not currently in the cluster with the 
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closest centroid, switch this sample to that cluster and update the centroid of the 

cluster gaining the new sample and the cluster losing the sample.  

And, finally, it will repeat step 3 until convergence is achieved, that is until 

a pass through the training sample causes no new assignments.  

In this case, if the number of data is less than the number of cluster then 

analysts assign each data as the centroid of the cluster. Each centroid will have a 

cluster number. If the number of data is bigger than the number of cluster, for each 

data, analysts calculate the distance to all centroid and get the minimum distance. This 

data is said belong to the cluster that has minimum distance from this data 

(“Numerical Example of K-Means Clustering,” 2012).  

 

2.3.1 K-means Features and Priority 

Similar to other algorithm, K-mean clustering has many weaknesses: 

 When the numbers of data are not so many, initial grouping will 

determine the cluster significantly. 

 The number of cluster, K, must be determined beforehand. 

 The analysts never know the real cluster, using the same data, if it is 

inputted in a different order may produce different cluster if the number of data is a 

few. 

 Sensitive to initial condition. Different initial condition may produce 

different result of cluster. The algorithm may be trapped in the local optimum.  

 We never know which attribute contributes more to the grouping 

process since we assume that each attribute has the same weight. 

 Weakness of arithmetic mean is not robust to outliers. Very far data 

from the centroid may pull the centroid away from the real one.  

 The result is circular cluster shape because based on distance.  

One way to overcome those weaknesses is to use K-mean clustering only 

if there are available many data. To overcome outliers problem, the analysts can use 

median instead of mean.  

Some people pointed out that K means clustering cannot be used for other 

type of data rather than quantitative data. The key to use other type of dissimilarity is 

in the distance matrix. 
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2.4 Hierarchical Clustering 

The Hierarchical Clustering are two main methods. First method is 

agglomerative approach, where we start from the bottom where all the objects are and 

going up (bottom up approach) through merging of objects. We begin with each 

individual objects and merge the two closest objects. The process is iterated until all 

objects are aggregated into a single group. Second method is divisive approach (top 

down approach), where we start with assumption that all objects are group into a 

single group and then we split the group into two recursively until each group consists 

of a single object. One possible way to perform divisive approach is to first form a 

minimum spanning tree (e.g using Kruskal algorithm) and then recursively (or 

iteratively) split the tree by the largest distance. In this simple tutorial will only show 

the example of agglomerative approach. 

Step by step algorithm of agglomerative approach to compute hierarchical 

clustering is as follow  

1. Convert object features to distance matrix. 

2. Set each object as a cluster (thus if we have 6 objects, we will have 6 

clusters in the beginning) 

3. Iterate until number of cluster is 1  

1.) Merge two closest clusters  

2.) Update distance matrix  

The flow chart of agglomerative hierarchical clustering algorithm is given below. 
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Figure 2.14 Hierarchical Clustering process 

 

The rule of hierarchical clustering lie on how objects should be grouped 

into clusters. Given a distance matrix, linkages between objects can be computed 

through a criterion to compute distance between groups. Most common & basic 

criteria are Single Linkage, Complete Linkage, Average Group and Centroid distance 

 

•  Single Linkage: minimum distance criterion  

 

Figure 2.15 Hierarchical Clustering criterion 
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•  Complete Linkage: maximum distance criterion  

 

•  Average Group: average distance criterion  

 

•  Centroid distance criterion  

 

 

 

Figure 2.15 Hierarchical Clustering criterion (Cont.) 

Source: (“Hierarchical Clustering Tutorial, 2009”) 
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CHAPTER III 

MATERIALS AND METHODS 

 

 

3.1 Steps of Research Methodology 

The first step to study is survey and gathers research about on the 

taxonomy of fish species that are important to the economy of the country. To study 

other research institutions or experts, which are either in from of book, document, 

article and teaching materials online to guide of method selected for use in the 

research. 

3.1.1 Cluster method 

Cluster is automatically algorithm, which call is “Unsupervised”. The 

clustering algorithm will automatic calculate the distance between data from a nearing 

data. The data is similar will be get into same group and the difference will be get into 

difference group. The information contained in the same group is very similar and the 

data in different groups will have a different. 

This study will compare the clustering analysis 2 method is Hierarchical 

clustering analysis and K-Mean clustering analysis in the same data 

3.1.2 Collect fish data  

In this research were to study the fish shape with similar shape in the 

Order or Family. The researcher will choose in commercial fish of Thailand. Through 

an online database of FisBase (“FishBase-World Wide Web electronic publication,” 

2012), which an online database of fish is reliability. The data collected in the Order, 

Family, Name and image storage in database that will select only left side fish image 

and most obvious image. 

Figure 3.1 represents data for commercial fish in Thailand; they were 

stored in database including image data. The example of record data as below:  

Sample Data Family, Fbname, Use elsewhere and commercial fish picture 
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Figure 3.2 Data group minor commercial fish example 

 

 

Figure 3.3 Data group highly commercial fish example 

 

 

Figure 3.4 Data group commercial fish example 

 

 

Figure 3.5 Data group subsistence fisheries fish example 
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3.1.3 Studies using MATLAB  

This research is study and analyze image. The researcher need to study the 

use Matlab function about detect and trace border to create fish shape and cluster 

analyze is following by:  

- Image processing function is studying on the edge function of the 

image (trace border) to create fish shape from the original image. To find the center of 

the fish shape and distance between the center point of the fish shape and border shape 

of fish. 

- Clustering Function is studying the function of clustering processing 

both 2 method is Hierarchical clustering analysis and K-Mean clustering analysis, 

which used to analyze group shape data. 

 

 

Figure 3.6 System Architecture 

 

3.1.4. Step of research  

1. Collect image in data stored and used to image processing function. The 

program has output is distance between the center point of the fish shape and border 

shape of fish. The process is as follows:  

Standards 

of each 

species 

Result Clustering 

System 
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-  The program will convert the image from color to black 

and white (image as binary) for used to edge function and bwtraceboundary function, 

which the program will trace the edge at start point and drag it around until back to the 

beginning is the end. The program is return value of each row and column of points to 

plot fish shape. After that it will calculate to find the midpoint of the shape. 

-  The program is find distance between the centers points 

along the border with the collected them to excel. After that researcher used to data for 

cluster analyze grouping similar data. 

 

 

Figure 3.7 System convert fish picture to dataset 

 

 

 

 

 

 

Convert 

image to 

data set 
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Figure 3.8 System to trace border and calculate distance 

 

2. The distance between the midpoints of the line shape analysis to group 

the 2 method is follow: 

- Hierarchical clustering analysis is agglomerative approach, 

where researcher starts from the bottom where all the objects are and going up (bottom 

up approach) through merging of objects. Researcher begin with each individual 

objects and merge the two closest objects. The process is iterated until all objects are 

aggregated into a single group. (“Teknomo, Kardi. (2009) Hierarchical Clustering 

Tutorial”) 

- K-Mean clustering analysis is algorithm was developed by J. 

MacQueen(1967) and then by J.A. Hartigan and M.A. Wong around 1975. Simply 

speaking k-means clustering is an algorithm to classify or to group your objects based 

on attributes/features into K number of group. K is positive integer number. The 

grouping is done by minimizing the sum of squares of distances between data and the 

corresponding cluster centroid. Thus the purpose of K-mean clustering is to classify 

the data (“Teknomo, Kardi. (2006) Hierarchical Clustering Tutorial”). The researcher 

will use K = 5 because fish shape is determined by side view in this follow: 
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Figure 3.9 Fusiform shape 

 

 

Figure 3.10 Angguiliform shape 

 

 

Figure 3.11 Globiform shape 
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Figure 3.12 Arrow-shape 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.13 Compressed shape 
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3.2 Database design  

Excel is the data platform that well done and effectively for runs 

application. It help to save time, reduce course for manage application, availability, 

scalability 

 

 

3.3 Programming Technique 

MATLAB (matrix laboratory) is a numerical computing environment and 

fourth-generation programming language. Developed by MathWorks, MATLAB 

allows matrix manipulations, plotting of functions and data, implementation of 

algorithms, creation of user interfaces, and interfacing with programs written in other 

languages, including C, C++, Java, and Fortran. 

Although MATLAB is intended primarily for numerical computing, an 

optional toolbox uses the MuPAD symbolic engine, allowing access to symbolic 

Image for 

commercial 

fishes 

Convert color image to 

binary data sets for data 

mining 

Determining the 

distance form center 

to point of border 

Clustering Analysis 

Figure 3.14 Summary process 
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computing capabilities. An additional package, Simu link, adds graphical multi-

domain simulation and Model-Based Design for dynamic and embedded systems. 

 

 

3.4 Testing and system evaluation 

 

3.4.1 Hierarchical clustering  

The data will analysis by calculating the distance to the Euclidean distant 

of a single linkage criterion and average criterion, which show result in dendogram to 

the relevance of similar shape. 

  

3.4.2 K-mean clustering  

The data will analysis K=5 by calculating the distance to the Euclidean 

distant, which show result in table 

 

 

 

 

Figure 3.15 Dendogram 
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3.5 Required tools and Time frame 

 

3.5.1 Hardware  

Personal computer  

(Personal computer is used for developing application) 

 

3.5.2 Software  

Programming Language: 

Matlab 7.9.0b (used for development the system)   

Database Management System (DBMS): 

Excel 2007  

Operating System: 

Windows XP professional (Windows XP will be installed on 

personal computer that is used for development program.)  

 

Gantt chart: 

Activities 
Time (Months) 

1 2 

1. Literature Review     

2.  System Analysis     

3.  System Design     

4.  System Development     

5.  Testing     

6. Conclude the results     

7.  Final document     

 

 

 

 

   

 

   

   

   

Figure 3.16 Gantt chart 
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CHAPTER IV 

EXPERIMENT AND RESULTS 

 

 

This chapter presents the image processing result and the clustering 

analysis result Researcher will show the collect data analyzed. This chapter is divided 

into two parts. The first part presents image processing result from Matlab function. 

And, the second part presents the clustering analysis result for 2 method are the 

hierarchical cluster analysis and the k-mean cluster analysis. 

 

 

4.1 The Image Processing Results 

The first develop source code in Matlab program for converting images to 

dataset. The color image cannot change to dataset in one step but requires a multi-step 

process. The information system must be run as follows: 

1) The program can use images stored correctly follow by user input path 

directory image source. Matlab program use imread function for read image from 

graphics file to unit8 format. 

 

 

 

 

 

 

 

 

 

 

 

 Figure 4.1 Result imread function 
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2) The program use rgb2bw function for convert the true color image from 

RGB to black and white image. After that remove noise from image by imfill function 

on screen and lets you define the region to fill by selecting point. 

 

3) The program use bwperim function returns a binary image containing 

only the perimeter pixels of objects in the input image for edge detect border. 

 

 

Figure 4.2 Result imfill function 

 

Figure 4.3 Result bwperim function 

function 
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4) The program use bwtraceboundary function for traces the outline of an 

object in binary image get two – element vector specifying the row and column 

coordinates of the point on the object boundary where you want the tracing to begin.  

 

 

 

 

 

 

Figure 4.4 Function bwtraceboundary result 

 



Fac. of Grad. Studies, Mahidol Univ.                                      M.Sc. (Tech. of Inform. Sys. Manage.) / 31 

5) The program will finds centroid of shape by centroid function in 

Matlab. 

 

6) The program will find the distance between centroids and points on 

shape by distance function. 

Figure 4.5 Function centroid 

result 

distpointsc

alee 

 

Figure 4.6 Dispointscale convert to data 
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The program run code for 100 example fish find data distance of fish 

shape. After program complete get dataset. 

 

 

4.2 The Cluster Analysis results 

 

4.2.1 Hierarchical Clustering Method 

The program will compute hierarchical clustering using hierarchical 

function in Matlab. The hierarchical clustering using agglomerative technique and 

validate the clustering using Cophenetic Correlation Coefficient. 

The rule of hierarchical clustering lie on how objects should be grouped 

into clusters. Given a distance matrix, linkages between objects can be computed 

through a criterion to compute distance between groups. Most common and basic 

criteria are Single Linkage, Average Group and Complete Linkage 

The program run in Single Linkage is show dendogram in figure 4.8. The 

single linkage using criterion is minimum distance criterion for grouped dataset.  

Dendogram show fish shape data are short distance such as fish type number 95, 96, 

88, 98, 56, 43, 37, 45 are not different. For fish type number 100 is morphologically 

distinct from other because distance than others, but there are also similar to those for 

fish type number 71, 72, 35. The minimum distance criterion have results more similar 

than another criterion by using to grouping data have similar back to top of the 

hierarchy. The image of fish type number in dendogram can see in appendix.  

Figure 4.7 Dispointscale result 
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Figure 4.8 Dendogram Single Linkage of 100 species 
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Figure 4.9 Dendogram Average Group of 100 species 
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Figure 4.10 Dendogram Complete Linkage of 100 species 
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The program run in Average Group is show dendogram in figure 4.9. The 

Average Group using criterion is average distance criterion for grouped dataset.  

Dendogram show fish shape data are short distance such as fish type number 95, 96, 

88, 98, 56, 43, 37, 45 are not different. For fish type number 100 is morphologically 

distinct from other because distance than others, but there are also similar to those for 

fish type number 71, 72 same The Single Linkage. The average distance criterion 

results have pairing data for grouping data in the middle of dendogram by the result 

using to grouping data have similar back to top of the hierarchy. The image of fish 

type number in dendogram can see in appendix. 

The program run in Complete Linkage is show dendogram in figure 4.10. The 

Complete Linkage using criterion is maximum distance criterion for grouped dataset.  

Dendogram show fish shape data are short distance such as fish type number 95, 96, 

88, 98, 56, 43, 37, 45 are not different. For fish type number 100 is morphologically 

distinct from other because distance than others, but there are also similar to those for 

fish type number 71, 72, 35 same The Single Linkage. The maximum distance 

criterion can grouping data more than another criterion by the result using to grouping 

data have similar back to top of the hierarchy. The image of fish type number in 

dendogram can see in appendix. 

 

4.2.2 K-Mean Clustering Method 

The program runs result grouped by user design. In paper researcher 

determine number of cluster K and assume the centroid or center of these clusters. 

Researcher can take any random objects as the initial centroids or the first K objects in 

sequence can also serve as the initial centroids. 

This research use K = 5 cause research want the program group fish shape 

is analyze result show in figure 4.11. The result is show number of group, which the 

program grouping data have more similar is in same group but data have difference is 

in other group. 
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Table 4.1 K-Mean result 

No. Family Species Thai Name Group 

1 Muraenesocidae Muraenesox cinereus Pla Yodjak 5 

2 Synodontidae Saurida micropectoralis Pla Pakkom 2 

3 Clupeidae Clupeoides lile Pla Katakkhao 3 

4 Chirocentridae Chirocentrus dorab Pla Dab lao 5 

5 Cyprinidae Catlocarpio siamensis Pla Kraho 3 

6 Cyprinidae Probarbus jullieni Pla Yeesok  3 

7 Cyprinidae Puntius gonionotus Pla Tapienkhaw 3 

8 Cyprinidae Puntioplites proctozysron Pla Kra mang 3 

9 Cyprinidae Cyprinus carpio Pla Nai 3 

10 Cyprinidae Ctenopharyngodon idella Pla Chao 2 

11 Cyprinidae 
Hypophthalmichthys 

molitrix 
Pla Leng 2 

12 Cyprinidae Labeo rohita Pla Yeesoktad 3 

13 Chanidae Chanos chanos Pla Dok mai 3 

14 Mugilidae Mugil vaigiensis Pla Krabok 2 

15 Notopteridae Notopterrus chitala Pla Krai 4 

16 Notopteridae Notopterus notopterus Pla Salad 4 

17 Channidae 
Channa (Ophicephalus) 

striatus 
Pla Chon 2 

18 Channidae 
Chana (Ophicephalus) 

micropeltes 
Pla Chado 2 

19 Cichlidae Oreochromis nilooticus Pla Nil 3 

20 Anabantidae Anabas testudinus Pla Mor 3 

21 Eleotridae Oxyeleotris marmoratus Pla Buzai 2 

22 Sphyraenidae Sphyraena jello Pla Sakdam 5 

23 Polynemidae 
Eleutheronema 

tetradactylum 
Pla Kurao 5 

24 Lates perches Lates calcarifer Pla Kapongkeo 3 

25 Serranidae Epinephelus areolatus 
Pla 

Karanghangtud 
3 

26 Serranidae Plectropomus maculatus Pla Kudsalak 3 

27 Sillaginidae Sillago sihama Pla Chonsaikaeo 2 

28 Lactariidae Lactarius lactarius Pla Bikanun 3 

29 Carangidae Alectis indica Pla Shomngam 3 
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Table 4.1 K-Mean result (Cont.) 

No. Family Species Thai Name Group 

30 Carangidae Caranx ignobilis Pla Sikunphueak 3 

31 Carangidae Caranx boops Pla Sikunthong 3 

32 Carangidae Caranx leptolepis Pla Sikunkanglieng 3 

33 Carangidae Caraangoides armatus Pla Takong 3 

34 Carangidae Seriolina nigrofasciata Pla Sumlee 3 

35 Carangidae Scomberoides lysan Pla Chaliap 3 

36 Carangidae Scomberoides tol Pla Sisiad 3 

37 Carangidae Megalaspis cordyla Pla Kakai 3 

38 Carangidae Decapterus russelli Pla Thu 3 

39 Rachycentridae Rachycentron canadus Pla Chontaley 2 

40 Coryphaenidae Coryphaena hippurus Pla Etomon 2 

41 Lutjanide Asrion virescens Pla Kapongkeaw 2 

42 Lutjanide Lutjanus lunulatus Pla Kapongkanglieng 3 

43 Lutjanide Lutjanus vitta Pla Kanglueng 3 

44 Lutjanide Lutjanus sebae 
Pla 

Kapongdaengthabdeng 
3 

45 Lutjanide Lutjianus malabaicus Pla Daeng 3 

46 Lutjanide Lutjanus lutjanus Pla Kapong 3 

47 Lutjanide Lutjanus russellii Pla Kangpan 3 

48 Lutjanide Nemipterus hexodon Pla Unggolee 3 

49 Lutjanide Nemipterus japonicus Pla Saidaenghangyao 3 

50 Lutjanide Nemipterus peronii Pla Saidaengkadong 3 

51 Leiognathidae Secutor insidiator Pla Panpangmoo 3 

52 Leiognathidae Eubleekeria splendens Pla Paenkrasouy  3 

53 Leiognathidae Equulites elongatus Pla Paen 3 

54 Pomacentridae Abudefduf vaigiensis Pla Trakrup 3 

55 Pomatomidae Pomatomus saltatrix Pla Numngen 5 

56 Sciaenidae Otolithes ruber Pla Juadteinkeiw 5 

57 Sciaenidae Pennahia anea Pla Juadkrebtao 2 

58 Sciaenidae Nibea soldado Pla Juad 2 

59 Sciaenidae Boesemania microlepis Pla Hangkew 2 
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Table 4.1 K-Mean result (Cont.) 

No. Family Species Thai Name Group 

60 Lethrinidae Lethrinus nebulosus Pla Moosee 3 

61 Mullidae Upeneus moluccensis Pla Paithong 2 

62 Mullidae Upeneus sundaicus Pla Pailay 2 

63 Mullidae Parupeneus heptacanthus Pla Paithongleing 2 

64 Siganidae Siganus guttatus 
Pla 

Salidhinjudleing 
3 

65 Siganidae Siganus punctatus 
Pla 

Baikanoonleang 
3 

66 Siganidae Siganus canaliculatus 
Pla 

Salidhinjudkaow 
3 

67 Siganidae Siganus javus Pla Salidtab 3 

68 Trichiuridae Trichiurus haumela Pla Dapngen 5 

69 Scombridae Rastrelliger brachysoma Pla Thumong  3 

70 Scombridae Rastrelliger kanagurta Pla Lung 3 

71 Scombridae Scomberomorus commerson Pla Inseebung  2 

72 Scombridae Scomberomorus guttatus Pla Inseekhaotok  2 

73 Scombridae Scomberomorus lineolatus Pla Thangdinsor  2 

74 Scombridae Auxis rochei rochei Pla Thukak 2 

75 Scombridae Euthynnus affinis Pla Oklab 3 

76 Scombridae Katsuwonus pelamis Pla Otab 3 

77 Istiophoridae Istiophorus platypterus 
Pla 

Katongtangkluy 
5 

78 Stromateidae Pampus argenteus Pla Jalamedkaow 3 

79 Stromateidae Pampus chinensis Pla Jalamedtao 3 

80 Stromateidae Parastromateus niger Pla Jalameddum 3 

81 Xiphiidae Xiphias gladius 
Pla 

Katongtangdab 
5 

82 Scombridae Auxis thazard  Pla Okaow 2 

83 Scombridae Thunnus tonggol Pla Odum 2 

84 Psettodidae Psettodes erumei Pla Sigdeaoy 3 

85 Cynoglossidae Cynoglossus bilineatus Pla Yodmoung 4 

86 Cynoglossidae Cynoglossus puncticeps Pla Changchun 4 

87 Cynoglossidae Cynoglossus lingua Pla Linma 4 
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Table 4.1 K-Mean result (Cont.) 

No. Family Species Thai Name Group 

88 Platycephalidae Inegocia japonica Pla Huaban 5 

89 Platycephalidae Platycephalus indicus Pla Hangkway 5 

90 Siluridae Wallagonia attu Pla Khao 4 

91 Siluridae Kryptopterus bleekeri Pla Deng 4 

92 Bagridae Mystus nemurus Pla Kot 4 

93 Pangasiidae Pangasianodon gigas Pla Buk 4 

94 Pangasiidae Pangasius larnaudii Pla Thepho 4 

95 Clariidae Clarias macrocephalus Pla Dukuey 4 

96 Clariidae Clarias batrachus Pla Dukdan 4 

97 Ariidae Arius thalassinus Pla Riwkiw 2 

98 Plotosidae Plotosus lineatus Pla Pinkaeo 4 

99 Synbranchidae Monopterus albus Pla Lai 2 

100 Molidae Mola mola Pla Praatid 1 

 

 



Fac. of Grad. Studies, Mahidol Univ.                                      M.Sc. (Tech. of Inform. Sys. Manage.) / 41 

 

 

CHAPTER V 

CONCLUSION AND DISCUSSION 

 

 

The objective of this research is to cluster the commercial fish’s image for 

automatic grouped by shape. The research used image processing and data mining 

techniques (Clustering) to reach the objective.  

 

 

5.1 Image processing techniques 

Matlab for image processing applications require a knowledge of 

mathematics and knowledge about the function in the program. To get the correct 

value needs to be tested frequently and use a variety of experiments. The image 

convert to the shape data needed to determine the direction of the image of fish to be 

tested. In this research, the image is the left side of the fish and white background of 

the image and visibility of the fish.  

Problem is the quality of color that is soft similar to the background, the 

resulting in incorrect data. Edge of the shape fish with noise pixel color resulting 

process does not match the image fish. System image processing that does not convert 

images to grayscale will not be converting to data.  

 

 

5.2 Data mining techniques  

The cluster techniques used in this research, are logistic hierarchical 

method and k-mean method. 

Hierarchical method is automatic grouping for dataset and shown similar 

data to a tree-like diagram which is called a dendogram. The method is suitable for the 

numbers of dataset are not so many, because the result data is contiguous which not 

easy to read. In this paper researcher use dataset is similar so the result of hierarchical 

to both criteria are not difference, which the result can group similar into group but 
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some data is not true similarity like data in group. As a result are these because shape 

image are not difference and convert to distance having error some data.  

K-Mean method is automatic grouping base on features into k number of 

group. The result is grouping is similar true data when k number is 5 dataset were 

separated by distance shape data and create new group. K-mean is appropriate for the 

numbers of dataset are many, because the result is nearest to true data.   

 

 

5.3 Discussion 

1. The convert images commercial fishes to data shape, should be 

collected the same and one time the conversion by develop code Matlab to cover all 

image to reduce working time. 

2. The cluster shape have an error in convert shape processing cause 

image shape and image background so similar. 

3. In next time should be tried to add the number of distance shape in 

dataset and should be diverse example for see the difference. 

4. In next time should be include other data for improve system to cluster 

in other formats. 

 

 

5.4 Summary  

The system to convert images to dataset can work well if the scope is 

defined. The system can convert the correct shape fish and convert to as distance. The 

k-mean clustering method is better than hierarchical clustering method because the 

result of k-mean clustering method easy to read group of data. The cluster will be 

effective if data have different shape or include more information and should be 

improve by dynamic time warping. 
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