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C4.5 decision tree, which has an ROC of 0.99 (sensitivity 0.99, specificity 0.99, and 
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CHAPTER 1  

INTRODUCTION 

 

 

1.1  Background and Problem Statement 

Nasal and sinus disease are common diseases and public health problems in 

the country. These diseases, which cause blockages in the nasal cavity because of the 

nasal mucosa swelling by inflammation. Patients often have a stuffed nose and other 

symptoms such as running nose, the nose does not smell, pain, nasal congestion, 

sneezing, etc. 

Stuffy nose are common symptoms that occur normally such as stuffy nose 

caused by running opposite sides naturally or stuffy nose caused by changing the 

posture. These are symptoms that causes patients to suffer and bother. In the U.S., there 

have been estimates that the cost to treat stuffy nose up to 5 billion U.S. dollars per year. 

Moreover, cost up to 60 million U.S. dollars per year in the surgical treatment of nasal 

congestion. 

The secondary prevention is the principle of prevention and control disease. 

The objective are to diagnose or discover the disease as early as possible for reducing 

sick time, cost of treatment and also, make patients a better quality of life. However, the 

diagnosis often has several limitations such as there are not enough experts, take a long 

time, complicated, costly and sometimes harmful to the patient. 

This thesis proposes a method of data mining for analyze, build and identify 

the abnormal pattern of nasal cavity which will as guidelines for develop software that 

is used to help Physician analyze Thai people’s disease of nasal cavity. 

 

 

1.2  Objectives 

1) To analyze the patterns of nasal cavity’s abnormalities. 

2) To create the model for abnormalities classification of nasal cavity. 
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1.3  Scope of Work 

1) The data comes from the patients (both male and female) with nasal 

cavity troubles, age between 18-66 years, from HRH Princess Maha ChaKri Sirindhorn 

Medical Center.  

2) To study the result from medical measurement by using Acoustic 

Rhinometry. 

 

 

1.4  Expected Result 

1) To analyze the patterns of nasal cavity’s abnormalities with high 

accuracy and performance.   

2) The model supported for abnormalities classification of nasal cavity with 

efficiency and minimum time.  

3) To publish the knowledge that obtained from analysis and creating a 

model to the researchers in related fields. 
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CHAPTER 2  

LITERATURE REVIEW 

 

 

Currently, Medical could diagnose the congested nose by objective 

measurement (measuring nasal patency) with two tools [1] are: 

 Active Anterior Rhinomanometry (AAR) which is a measure of 

resistance’s nasal cavity. 

 Acoustic Rhinometry which is a measure of cross sectional area and 

nasal volume. 

The nasal cavity with no choke should has low nasal resistance, proper nasal 

volume and minimal cross sectional area.  

Rhinomanometry is considered as a standard diagnosis (Gold standard) [2] 

that assessment of nasal patency is widely used in clinical. But in actual practice, 

Rhinomanometry is a measure with high costs, expensive equipment, requiring staff 

with specialists and cooperation from patient particularly young patients. The simple 

way to evaluate nasal patency is using acoustic rhinometry to measure cross section area 

of nasal cavity. 

Acoustic Rhinometry measures the structure inside nose that easily in order 

to track the treatment and evaluate blockages in the nasal cavity [3-8] by the reflection 

of sound waves [9-10] for cross-sectional area of nasal passages and distance from the 

nostril into the measured position. This tool cannot analyze primary abnormalities of the 

nasal cavity. Physician required information of cross sectional area and pattern of nasal 

cavity. Then data were compared with the pattern of the nasal cavity that has a statistical 

study in Chinese, Malay, Indian [12] and Iraq [13] for examination of position and areas 

where there is a blockage in nasal passages. 

Present, medical have been used data mining techniques to assist in the 

examination or analysis of diagnose anomaly [14]. Such as Riper rule, using a decision 

tree to identify group of abnormality that are risk factors cardiovascular disease 

(metabolic syndrome) [2] or predict Parkinson’s symptoms, using the k-nearest 
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neighbor to classify MRI brain image. The technical or knowledge gained from doing 

data mining, which has been validated or accepted in the medical community. Then the 

manufacturers of medical devices will develop the technical to help increase the ability 

of the tool for analysis.   

 

 

2.1  Basic Knowledge of Acoustic Rhinometry 

Acoustic rhinometry is measurement of the nasal internal structure by 

reflection of sound wave signal. The principle of tool is to generate an acoustic sound 

then pass the nasal cavity both two sides and measure the sound ware that echoes. when 

signals pass through the nasal structure at different area, a computer will calculate cross 

section area from the concentration of signal the echoes.in addition, it also calculate the 

distance from the nostril into position area where measuring. 

 

 

2.2  Ripper Rule 

The rules of the Ripper Rule [15] was created by Rich Cohen in 1995 is 

comprised of two phases. The first phase will identify the initial rules and the second 

phase will identify the post-process rule optimization data for the learning (Training 

data) is divided into a growing set and pruning set. 

Therefore, the algorithm will create a relationship in greedy fashion rule as 

creating the Ripper Rule to find the best value for the growing set of rule space, which 

will be explained from the BNF. After growing set, it will be pruning the data 

immediately. When finished, the sample is common to the coverage rule of the training 

set, then it will be removed, the remaining training data, which is divided again. After 

learning the rules and to resolve problems that arise from segmentation errors [16] that 

this process is done until the results are satisfied. 
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2.3  C4.5 decision tree 

Algorithm J48 decision tree or C4.5 algorithm is used to create a decision 

tree developed by Ross Quinlan [17]. C.45 extension that is added to the algorithm ID3 

decision tree. This structure could be used for C4.5 classification and this reason it is 

called frequently for the statistical classifier in the C4.5 algorithm to build decision trees 

from the same training data ID3 principle of information entropy [18]. The C4.5 uses 

an accuracy of each list of attributes data for decision to split the data into sub-groups 

which will review the C4.5 normalized information gain (the difference in entropy). 

Results from the selected distribution list for the group data by feature with the highest 

normalized information gain is one of a decision. 

Decision tree is created by done recursively in splitting the data set on the 

independent variables. Each possible split is evaluated by calculating the resulting purity 

gain if it was used to divide the data set 𝐷 into the new subsets {𝐷1,...,𝐷𝑛}. The purity 

gain ∆ is the difference in impurity between the original data set and the subsets as 

defined as follow 

 

∆ = 𝐼(𝐷) − ∑ 𝑃(𝐷𝑖) ∙ 𝐼(𝐷𝑖)

𝑛

𝑖=1

 

 

Where  𝐼(∙) is impurity measure of a given node and 𝑃(𝐷𝑖) is the proportion 

of 𝐷 that is placed in 𝐷𝑖. The split resulting in the highest purity gain is selected, and 

repeat recursively for each subset in this split. 

Different decision tree algorithms apply different impurity measures. C4.5 

uses entropy as impurity measures as follow. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑡) =  − ∑ 𝑝(𝑖|𝑡)𝑙𝑜𝑔2𝑝(𝑖|𝑡)

𝑐−1

𝑖=0

 

Where, 𝑐 is the number of classes and 𝑝(𝑖|𝑡) is the the fraction of instances 

belonging to class 𝑖 at the current node 𝑡. 
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2.4  K-Nearest neighbor 

K-nearest neighbor technique is suitable for the classification problem 

which is algorithm in a group of supervised learning by setting data that close to the 

same group. This technique will imply that which class will replace the new conditions 

by examining the number of K if the terms of the decision is complicated. This approach 

can generate effective model and different from other techniques in that it does not use 

the training data to build the model but will use the data as a model. In the K-NN 

algorithm, we have to specify a positive integer to k which is defined as the number of 

cases to find the predicted new cases. K-NN algorithm such as 1-NN, 2-NN, 3-NN, …. 

K-NN where k instead of a positive integer such as 4-NN means this algorithm will find 

four cases are similar to new case (4 nearest cases) to predict new cases. 

Classification of abnormal uses Euclidean metric to measure the 

dissimilarities between examples represented as vector inputs [19]. Euclidean distance 

is defined as the following formula. 

 

𝑑(𝑥𝑖 , 𝑦𝑗) =  √∑ 𝑤𝑟 (𝑎𝑟(𝑥𝑖) − 𝑎𝑟(𝑥𝑗))
2

𝑛

𝑟=1

 

 

Define x is vector input (𝑎1 , 𝑎2 , 𝑎3 , . . . , 𝑎𝑛 ), 𝑛 is number of  attributes of 

the vector input, 𝑎𝑟 is the attribute, 𝑤𝑟 is the weight of the attribute,  r is from 1 to 𝑛 

 

 

2.5  10 fold Cross-validation 

Cross-validation is a method to evaluate performance of classifier by divide 

data into two groups for use in training and testing are independent. This method is a 

standard procedure in the experiments of classification with small number of sample. In 

the case of K - fold cross-validation, the data is divided into K set equally and calculates 

error values K round. Each round is calculated for a set of K data set and is selected for 

testing and the other K - 1 set is used as input for learning. 
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In this research used 10-fold cross-validation [20], Dataset is divided into 10 

subsets (fold) for each subset data were the same. Dataset are divided into 10 subsets 

(Training data are 9 subsets and keep another for testing). The experiment is repeated 10 

times, but changed the data set for training and testing. 

 

Figure 2.1 10-fold cross validation on a data 

 

 

2.6  Paired T-test 

Paired samples t-tests typically consist of a sample of matched pairs of 

similar units, or one group of units that has been tested twice (a "repeated measures" t-

test). Data of each pair is stored under the same condition but between pairs may not be 

the same condition. This is a data control (Treat) to illustrate the difference clearly. The 

analysis of the differences actions to different levels of each pair directly.  

A typical example of the repeated measures t-test would be where subjects 

are tested prior to a treatment, say for needle hardness testing. There are two kinds of 

plastic components to find that both types of needle test, There are differences in 

performance testing or not. The evaluation indicates that such performance will measure 

the depth of the needle that press down on the plastic piece. Every time by pressing will 

set in the same pressure. If we choose a piece of plastic to test at random and every time 

of the experiment is changed work piece, when hypothesis testing, we need Two sample 

t-test to test. The experiments like this may be error results significantly because the 

differences such as using plastic in the different group, production lot or manufacturing 

date which as a result of a vary of plastic’s hardness. When measure the depth of the 

indentation, the results are difference. However, when using the two sample t-test, it 

will include the effects of various factors caused by the test needle only. 
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The way to define such differences is eliminating the effect of other factors 

as possible. The experiment will use the same piece for testing (Each pair of two types 

of the needle). It means first pair uses the same piece, second pair uses the next piece, 

so third pair and others pair will use the same way.  

When the experiment are as follows, these called “Paired” and the data will 

be paired. As the equation:  

𝑑̅ =  ∑
𝑑𝑖

𝑛

𝑛

𝑖=1

 

Given 𝑑̅ is the difference between the means of the samples and 𝑛 is the 

number of trials.  

 

 

2.7  Evaluation 

 

2.7.1  Sensitivity and specificity 

Sensitivity and specificity are statistical methods to test the efficiency of the 

categories classification. The Statistical function, which is commonly used in the 

medical community.  

Sensitivity values of detection are the ratio of patients which are testing 

results were positive divide by all patients. In practice, we should choose the detection 

with high sensitivity in screening patients for diseases that are more serious but it can 

be treated. If the patient has not been diagnosed with the diseases, they will lose the 

benefits. It is also suitable for initial screening processes to reduce the number of 

patients who were determined specifically for the diagnosis further. The results in a way 

that has a high sensitivity value will more meaningful in case of result is negative. 

Because it means that patients has less likely to be diseased with this method. 

The detection with high specificity value means that patients with a positive 

test result has the high opportunity to be a disease. Therefore, it is useful to confirm the 

diagnosis in case of the data from other detection that the patient likely to be sick with 

the disease. This feature is very useful in case of positive results to cause effect to 
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patients both the mind and the treatment of vulnerable. Therefore, detection with high 

specificity is very useful in case of a positive result. 

In general, we usually expect the diagnostic method that developed with 

highest sensitivity and specificity but it is impossible. When increasing higher 

sensitivity, the specificity value of detection usually decreased. On the contrary, if the 

specificity value is higher, sensitivity value will lower typically. The cut - off point 

appropriate to classify between normal and abnormal in case of result with continuous 

data depends on the appropriate of high sensitivity or high specificity.    

Screening for classifying and diagnosis in experiments, the test result is 

positive means predicted to be diseased or the test result is negative means predicted to 

normal. The results of the experiment might not be correspond to results of the medical 

diagnosis.  

In that setting: 

 True positive: Sick people correctly diagnosed as sick 

 False positive: Healthy people incorrectly identified as sick 

 True negative: Healthy people correctly identified as healthy 

 False negative: Sick people incorrectly identified as healthy 

In general, Positive = identified and negative = rejected. Therefore: 

 True positive = correctly identified 

 False positive = incorrectly identified 

 True negative = correctly rejected 

 False negative = incorrectly rejected 

Let us define an experiment from P positive instances and N negative 

instances for some condition. The four outcomes can be formulated in a 2×2 

contingency table or confusion matrix, as follows: 
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Figure 2.2 Contingency table or confusion matrix 

 

Sensitivity 

Sensitivity relates to the test's ability to identify positive results. The 

sensitivity of a test is the proportion of people that are known to have the disease who 

test positive for it. This can also be written as: 

 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

 

 

Sensitivity is not the same as the precision or positive predictive value (ratio 

of true positives to combined true and false positives), which is as much a statement 

about the proportion of actual positives in the population being tested as it is about the 

test. 

 

Specificity 

Specificity relates to the test's ability to identify negative results. Consider 

the example of the medical test used to identify a disease. The specificity of a test is 

defined as the proportion of patients that are known not to have the disease who will test 

negative for it. This can also be written as: 
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𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

 

However, highly specific tests rarely miss negative outcomes, so they can 

be considered reliable when their result is positive. Therefore, a positive result from a 

test with high specificity means a high probability of the presence of disease. 

Another method that can be used to select the appropriate the cut-off point 

is creating a Receiver Operator Characteristic (ROC) curve. To create a relationship 

graph between the true positive rate (Sensitivity) and false positive rate (1 - Specificity) 

by changing the cut - off point. In addition, creating a ROC curve also helps in 

comparison the efficiency of the diagnosis by comparing the area under the lines of each 

test. The area under curve represents the higher performance. 

 

2.7.2  Receiver Operating Characteristic (ROC) 

Receiver operating characteristic (ROC) or ROC curve is creating a graph 

that shows the performance of the algorithm which will change according to the 

Threshold setting. It is created from the plot of the Sensitivity and Specificity values so 

it shows the tradeoff between the sensitivity and specificity. 

If a sensitivity value is increased, a specificity value will be increased 

respectively. Therefore, if the algorithm is better, the error will rise as well. We can see 

that the researchers around the world are trying to solve this problem and seek to 

maximize or minimize values of specificity.  
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Figure 2.3 ROC curve: Illustrates the relationship between Sensitivity and Specificity 

 

Figure 2.3 if a graph curve approaches the point that is on the left corner, 

the slope graph is high and area under the curve is greater. It means that algorithm has 

a good performance.  
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CHAPTER 3  

RESEARCH METHODOLOGY 

 

 

In this research, we use data mining for creating a model to classify the nasal 

cavity’s abnormalities. Data come from the measurement by Acoustic Rhinometry of 

the patients with nasal cavity troubles. We do the experiments for measuring the 

efficiency in abnormalities classification of nasal cavity. Moreover, to compare each of 

the methods to find the best way for classification. The methods and related knowledge 

are following. 

 

 

3.1  Nasal cross sectional area dataset 

The data used in this research comes from a study in patients with nasal and 

sinus that using Acoustic Rhinometry 114 people (68 male, 46 female), age between 18-

66 years from Otolaryngplogy head and neck surgery Department, HRH Princess Maha 

Chakri Sirindhorn medical center, Srinakhanarinwirot University, Thailand. This study 

was during 2011-2012.  

As the nasal cross sectional area in several distance of the nasal cavity 2904 

records (Left 1452 record, Right 1452 record). There are consists of following attributes: 

patient, gender, age and nose side. The distance of the nasal cross section area from -

3.85 cm. to 20.43 cm. (with phase increased by 0.38 cm.) total of 64 attributes. The last 

attribute is the result from diagnosed by given 0 is ‘normal’ and 1 is ‘abnormal’, details 

are as follows. 
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            a) Normal nasal cavity                                      b) Abnormal nasal cavity 

 

Figure 3.1 Shows sample graphs of cross sectional area (Red is the right, Blue is the 

left) 

 

Table 3.1 Attributes used in the experiments 

 

Attribute Attribute name Description 

1 Gender Patient gender 

2 Age Patient age 

3 Side Nose side 

4 D1 Distance -3.85 cm. 

5 D2 Distance -3.47 cm. 

…. …. …. 

63 D63 Distance 20.04 cm. 

67 D64 Distance 20.43 cm. 

68 Class Diagnose 
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3.2  Experimental process 

The objective of this experiment is to model abnormalities classification and 

comparison of the performance with others models which has 3 steps as shown.  

 

 

 

Figure 3.2 Experimental process 

 

First, pre-processing is to perform data cleaning by removing the irrelevant 

information based on data from acoustic rhinometry such as date, time, patient name, 

patient ID, the type of equipment, software version and incomplete data. Second, use 

data that passed pre-processing to model abnormalities classification of nasal cavity. 

Finally, compare models to find the most effective by using paired t-test. 

 

3.2.1 Data Pre-processing 

From collected data which have some attributes cannot be used so in this 

process need to be cut and transform the data into a format that can be used. As following 

table:  

 

Table 3.2 Show Attribute that used for the Data Pre-processing.  

 

Old Attribute name New Attribute name Description 

Patient Name - Patient Name 

Gender Gender Patient gender 

Pat.Born Age Patient age 

Data Pre-processing 

Data mining 

Results validation 
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Table 3.3 Show Attribute that used for the Data Pre-processing. (cont.) 

 

Old Attribute name New Attribute name Description 

Diagnose Date - Diagnose Date 

Side Side Nose side 

D1 D1 Distance -3.85 cm. 

D2 D2 Distance -3.47 cm. 

…. …. …. 

D63 D63 Distance 20.04 cm. 

D64 D64 Distance 20.43 cm. 

Class Class Diagnose 

 

3.2.2 Data mining and Results validation 

Data mining technique that use in this study is classification by using C4.5 

Decision trees, Ripper Rule, K-Nearest neighbor. In this thesis, the modeling for nasal 

cavity classification in case of abnormal, we create modeling and validation 

simultaneously. The experiment is modeled by 30 times by using 10 fold Cross-

validation in order to divide data sets. Then we use Paired T-test technique which to 

make the same set of data for creating a model and validation. The last step is to compare 

the performance of model by finding the ROC curve.  
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CHAPTER 4  

RESULTS AND DISCUSSION 

 

 

In classification of abnormal divided data into three sets are right nasal 

cavity, left nasal cavity and both sides of nasal cavity by using algorithm C4.5 decision 

tree, Ripper Rule, K-Nearest neighbor. Then compere performance of classifier by 

paired t-test which is used 10-fold cross-validation to run data. Each of the test, new 

data is generated based on cross-validation and tested 30 times. The result will be an 

average of all the tests by compare with a baseline classifier (here it is the C4.5 decision 

tree), the output uses the annotation v or * to indicate that a specific result is statistically 

better (v) or worse (*) than the baseline scheme at the significance level specified 

(currently 0.05) 

 

Table 4.1 Summary the performance of the classification from the right nasal cavity 

1,452 recodes (numbers in parentheses are standard deviations.) 

 

Algorithm Accuracy ROC Sensitivity Specificity 

Ripper Rule 
96.07 

(1.92) 

0.97 

(0.02) 

0.96 

(0.02) 

0.96 

(0.03) 

C4.5 decision tree 
99.48 

(0.60) 

0.99V 

(0.01) 

0.99 

(0.01) 

0.99 

(0.01) 

K-Nearest neighbor 
93.62 

(1.62) 

0.94 

(0.01) 

0.93 

(0.03) 

0.94 

(0.03) 
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Table 4.2 Summary the performance of the classification from the left nasal cavity 

1,452 recodes (Numbers in parentheses are standard deviations.) 

 

Algorithm Accuracy ROC Sensitivity Specificity 

Ripper Rule 
95.64 

(2.16) 

0.96 

(0.02) 

0.96 

(0.02) 

0.94 

(0.04) 

C4.5 decision tree 
98.90 

(0.91) 

0.99V 

(0.01) 

0.99 

(0.01) 

0.99 

(0.02) 

K-Nearest neighbor 
92.31 

(1.83) 

0.92 

(0.02) 

0.93 

(0.03) 

0.91 

(0.04) 

 

Table 4.3 Summary the performance of the classification from the both sides of nasal 

cavity 1,452 recodes (Numbers in parentheses are standard deviations.) 

 

Algorithm Accuracy ROC Sensitivity Specificity 

Ripper Rule 
96.07 

(1.92) 

0.97 

(0.02) 

0.96 

(0.02) 

0.96 

(0.03) 

C4.5 decision tree 
99.48 

(0.60) 

0.99V 

(0.01) 

0.99 

(0.01) 

0.99 

(0.01) 

K-Nearest neighbor 
93.62 

(1.62) 

0.94 

(0.01) 

0.93 

(0.03) 

0.94 

(0.03) 

 

Table 4.1 - Table 4.2 show that the best efficiency classification algorithm 

is C4.5 decision tree and when test data of both sides of nasal cavity from Table 4.3 has 

ROC 0.99 (standard deviations 0.1), Sensitivity 0.99 and Specificity 0.99 with Tree of 

classification  from Table 4.3 
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Figure 4.1 Shows the tree from the classification of the abnormal nasal cavity with the 

C4.5 decision tree. Define 0 is abnormal, 1 is normal 
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CHAPTER 5  

CONCLUSION 

 

 

The results showed that C4.5 decision tree is an algorithm which is suitable 

for classification of abnormal nasal cavity detected by Acoustic Rhinometry. From 

Figure 4.1 when analyzed Tree found that abnormalities of nasal cavity is approximately 

0.0 – 4.24 cm and nasal cross sectional area less than 0.55 cm2 which is close to medical 

research related to the average of Nasal Cross sectional area of Thailand [21].  
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APPENDIX A 

EXPERIMENTAL OUTPUT 

 

 

C4.5 decision tree output 

Number of Leaves  :  11 

Size of the tree :  21 

 

2.3129251 <= 0.551067: 0 (1217.0) 

2.3129251 > 0.551067 

|   1.92743757 <= 0.5513: 0 (183.0) 

|   1.92743757 > 0.5513 

|   |   0.77097499 <= 0.5493: 0 (131.0) 

|   |   0.77097499 > 0.5493 

|   |   |   2.69841263 <= 0.5495: 0 (52.0) 

|   |   |   2.69841263 > 0.5495 

|   |   |   |   0.38548747 <= 0.5501: 0 (31.0) 

|   |   |   |   0.38548747 > 0.5501 

|   |   |   |   |   5.01133779 <= 0.6653: 0 (27.0) 

|   |   |   |   |   5.01133779 > 0.6653 

|   |   |   |   |   |   1.54195005 <= 0.5728 

|   |   |   |   |   |   |   1.54195005 <= 0.5488: 0 (14.0) 

|   |   |   |   |   |   |   1.54195005 > 0.5488: 1 (11.0) 

|   |   |   |   |   |   1.54195005 > 0.5728 

|   |   |   |   |   |   |   4.62585026 <= 0.8436 

|   |   |   |   |   |   |   |   3.08390015 <= 0.6021: 0 (3.0) 

|   |   |   |   |   |   |   |   3.08390015 > 0.6021: 1 (22.0) 

|   |   |   |   |   |   |   4.62585026 > 0.8436: 1 (1155.0/3.0) 
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C4.5 decision tree Stratified cross-validation 

 

Correctly Classified Instances        2833               99.5432 % 

Incorrectly Classified Instances        13                0.4568 % 

Kappa statistic                          0.9906 

Mean absolute error                      0.0064 

Root mean squared error                  0.0676 

Relative absolute error                  1.3106 % 

Root relative squared error             13.7036 % 

Total Number of Instances             2846      

 

 

JRIP rules output 

Number of Rules : 7 

 

Rule 1 = (2.3129251 >= 0.5612) and (1.15646252 >= 0.7933) and (6.55328789 >= 

3.0544) and (1.15646252 >= 0.9777) and (2.69841263 >= 0.579867) => ans=1 

(408.0/3.0) 

Rule 2 = (2.3129251 >= 0.5512) and (1.92743757 >= 0.5746) and (0.77097499 >= 

0.5516) and (3.08390015 >= 0.8886) and (-0.00000006 >= 0.8102) => ans=1 

(571.0/11.0) 

Rule 3 = (2.3129251 >= 0.5512) and (0.77097499 >= 0.687567) and (1.92743757 >= 

0.56) and (1.92743757 <= 0.8956) and (4.24036273 >= 0.7165) => ans=1 (129.0/12.0) 

Rule 4 = (1.92743757 >= 0.9134) and (2.69841263 >= 0.556067) and (1.54195005 >= 

1.1608) => ans=1 (42.0/4.0) 

Rule 5 = (2.3129251 >= 0.591) and (0.77097499 >= 0.5539) and (1.92743757 >= 

0.5525) and (0.38548747 <= 0.7738) and (0.38548747 >= 0.5833) and (3.08390015 >= 

0.7327) => ans=1 (43.0/2.0) 

Rule 6 = (2.3129251 >= 0.5556) and (1.92743757 >= 0.5604) and (0.77097499 >= 

0.5506) and (2.69841263 >= 0.6185) and (17.34693864 >= 3.917233) and (-0.00000006 

>= 0.7882) => ans=1 (19.0/2.0) 

Rule 7 =  => ans=0 (1634.0/7.0) 
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JRIP rules Stratified cross-validation 

 

Correctly Classified Instances        2801               98.4188 % 

Incorrectly Classified Instances        45                1.5812 % 

Kappa statistic                          0.9675 

Mean absolute error                      0.0229 

Root mean squared error                  0.1232 

Relative absolute error                  4.7121 % 

Root relative squared error             24.9894 % 

Total Number of Instances             2846 

 

K-Nearest neighbor Stratified cross-validation 

 

Correctly Classified Instances        2620               92.059  % 

Incorrectly Classified Instances       226                7.941  % 

Kappa statistic                          0.8353 

Mean absolute error                      0.1153 

Root mean squared error                  0.2497 

Relative absolute error                 23.7291 % 

Root relative squared error             50.6546 % 

Total Number of Instances             2846     
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APPENDIX B 

ATTRIBUTES USED IN THE EXPERIMENTS 

 

 

Attributes used in the experiments 

 

Attribute Attribute name Description 

1 Gender Patient gender 

2 Age Patient age 

3 Side Nose side 

4 D1 Distance -3.85 cm. 

5 D2 Distance -3.47 cm. 

6 D6 Distance -3.08 cm. 

7 D7 Distance -2.70 cm. 

8 D8 Distance -2.31 cm. 

9 D9 Distance -1.93 cm. 

10 D10 Distance -1.54 cm. 

11 D11 Distance -1.16 cm. 

12 D12 Distance -0.77 cm. 

13 D13 Distance -0.39 cm. 

14 D14 Distance 0.00 cm. 

15 D15 Distance 0.39 cm. 

16 D16 Distance 0.77 cm. 
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Attribute Attribute name Description 

17 D17 Distance 1.16 cm. 

18 D18 Distance 1.54 cm. 

19 D19 Distance 1.93 cm. 

20 D20 Distance 2.31 cm. 

21 D21 Distance 2.70 cm. 

22 D22 Distance 3.08 cm. 

23 D23 Distance 3.47 cm. 

24 D24 Distance 3.85 cm. 

25 D25 Distance 4.24 cm. 

26 D26 Distance 4.63 cm. 

27 D27 Distance 5.01 cm. 

28 D28 Distance 5.40 cm. 

29 D29 Distance 5.78 cm. 

30 D30 Distance 6.17 cm. 

31 D31 Distance 6.55 cm. 

32 D32 Distance 6.94 cm. 

33 D33 Distance 7.32 cm. 

34 D34 Distance 7.71 cm. 

35 D35 Distance 8.10 cm. 

36 D36 Distance 8.48 cm. 

37 D37 Distance 8.87 cm. 

38 D38 Distance 9.25 cm. 
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Attribute Attribute name Description 

39 D39 Distance 9.64 cm. 

40 D40 Distance 10.02 cm. 

41 D41 Distance 10.41 cm. 

42 D42 Distance 10.79 cm. 

43 D43 Distance 11.18 cm. 

44 D44 Distance 11.56 cm. 

45 D45 Distance 11.95 cm. 

46 D46 Distance 12.34 cm. 

47 D47 Distance 12.72 cm. 

48 D48 Distance 13.11 cm. 

49 D49 Distance 13.49 cm. 

50 D50 Distance 13.88 cm. 

51 D51 Distance 14.26 cm. 

52 D52 Distance 14.65 cm. 

53 D53 Distance 15.03 cm. 

54 D54 Distance 15.42 cm. 

55 D55 Distance 15.80 cm. 

56 D56 Distance 16.19 cm. 

57 D57 Distance 16.58 cm. 

58 D58 Distance 16.96 cm. 

59 D59 Distance 17.35 cm. 

60 D60 Distance 17.73 cm. 
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Attribute Attribute name Description 

61 D61 Distance 18.12 cm. 

62 D62 Distance 18.50 cm. 

63 D63 Distance 18.89 cm. 

64 D64 Distance 19.27 cm. 

65 D65 Distance 19.66 cm. 

66 D63 Distance 20.05 cm. 

67 D64 Distance 20.43 cm. 

68 Class Diagnose 
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Abstract—This research proposes methods to 

classify the pattern of unusual nasal cavity using 

Ripper Rule, C4.5 decision tree, K-Nearest neighbor 

which aims to help physicians classify abnormal 

nasal cavity from acoustic rhinometry signal. The 

experiments showed that the algorithm was best 

effective classification is C4.5 decision tree has ROC 

0.99 (sensitivity 0.99, specificity 0.99 and standard 

deviation 0.1). The result showed that abnormalities 

of the nasal cavity are about 0.3 – 5 cm. and nasal 

cross sectional area is less than 0.55 cm.2. Therefore, 

this study suggests that the C4.5 decision tree 

algorithm could apply for screening abnormal nasal 

cavity. It led to application or tool development on 

medical devices in the future. 

Keywords— Nasal cross sectional area; 

Acoustic Rhinometry; Classification; Ripper 

Rule; C4.5 decision tree; K-Nearest neighbor;  

INTRODUCTION 

Nasal and sinus disease are common diseases 
and public health problems in the country. These 
diseases, which cause blockages in the nasal cavity 
because of the nasal mucosa swelling by 
inflammation. Patients often have a stuffed nose 
and other symptoms such as running nose, the nose 
does not smell, pain, nasal congestion, sneezing, 
etc. 

Currently, Medical could diagnose the 
congested nose by objective measurement 
(measuring nasal patency) with two tools [1] are: 

 Active Anterior Rhinomanometry (AAR) 
which is a measure of resistance’s nasal 
cavity. 

 Acoustic Rhinometry which is a measure of 
cross sectional area and nasal volume. 

The nasal cavity with no choke should has low 
nasal resistance, proper nasal volume and minimal 
cross sectional area.  

Rhinomanometry is considered as a standard 
diagnosis (Gold standard) [2] that assessment of 
nasal patency is widely used in clinical. But in 
actual practice, Rhinomanometry is a measure with 
high costs, expensive equipment, requiring staff 
with specialists and cooperation from patient 
particularly young patients. The simple way to 
evaluate nasal patency is using acoustic rhinometry 
to measure cross section area of nasal cavity. 

Acoustic Rhinometry measures the structure 
inside nose that easily in order to track the 
treatment and evaluate blockages in the nasal 
cavity [3-8] by the reflection of sound waves [9-
10] for cross-sectional area of nasal passages and 
distance from the nostril into the measured 
position. This tool cannot analyze primary 
abnormalities of the nasal cavity. Physician 
required information of cross sectional area and 
pattern of nasal cavity. Then data were compared 
with the pattern of the nasal cavity that has a 
statistical study in Chinese, Malay,Indian [12] and 
Iraq [13] for examination of position and areas 
where there is a blockage in nasal passages. 

Present, medical have been used data mining 
techniques to assist in the examination or analysis 
of diagnose anomaly[14]. Such as Riper rule, using 
a decision tree to identify group of abnormality that 
are risk factors cardiovascular disease (metabolic 
syndrome)[2] or predict Parkinson’ s symptoms, 
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using the k-nearest neighbor to classify MRI brain 
image.The technical or knowledge gained from 
doing data mining, which has been validated or 
accepted in the medical community. Then the 
manufacturers of medical devices will develop the 
technical to help increase the ability of the tool for 
analysis.   

This paper proposes a method of Data mining 
for analyze, build and identify the abnormal pattern 
of nasal cavity which will as guidelines for develop 
software that is used to help Physician analyze Thai 
people’s disease of nasal cavity. 

MATERIALS AND METHODS 

A. Basic Knowledge of Acoustic Rhinometry 

Acoustic rhinometry is measurement of the 

nasal internal structure by reflection of sound 

wave signal. The principle of tool is to generate an 

acoustic sound then pass the nasal cavity both two 

sides and measure the sound ware that echoes. 

when signals pass through the nasal structure at 

different area, a computer will calculate cross 

section area from the concentration of signal the 

echoes.in addition, it also calculate the distance 

from the nostril into position area where 

measuring. 

B. Nasal cross sectional area dataset 

The data used in this research comes from a 

study in patients with nasal and sinus that using 

Acoustic Rhinometry 114 people (68 male, 46 

female), age between 18-66 years. from 

Otolaryngplogy head and neck surgery 

Department, HRH Princess Maha Chakri 

Sirindhorn medical center, Srinakhanarinwirot 

University 

As the nasal cross sectional area in several 

distance of the nasal cavity 2904 records (Left 

1452 record, Right 1452 recorda). The distance of 

the nasal cross section area from -3.85 cm. to 

20.43 cm. (with phase increased by 0.38 cm.) total 

of 64 attributes. Details are as follows. 

 

 

a) Normal nasal cavity 

 

b) Abnormal nasal cavity 

Fig. 1. Shows sample graphs of cross sectional area (Red is 

the right, Blue is the left) 

TABLE I.  ATTRIBUTES USED IN THE EXPERIMENTS 

Attribute Attribute name Description 

1 D1 Distance -

3.85 cm. 

2 D2 Distance -

3.46 cm. 

…. …. …. 

63 D63 Distance 

20.04 cm. 

64 D64 Distance 

20.43 cm. 

 

Experimental methods 

The objective of this experiment is to model 
abnormalities classification and comparison of the 
performance with others models which has 3 steps 
as shown.  

 

Fig. 2. Experimental process 

First, pre-processing is to perform data 
cleaning by removing the irrelevant information 
based on data from acoustic rhinometry such as 
date, time, patient name, patient ID, the type of 
equipment, software version and incomplete data. 
Second, use data that passed pre-processing to 

Pre-processing 

Data mining 

Results validation 
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model abnormalities classification of nasal cavity. 
Finally, compare models to find the most effective 
by using paired t-test. 

A. Ripper Rule 

The rules of the Ripper Rule [15] was created 

by Rich Cohen in 1995 is comprised of two 

phases. The first phase will identify the initial 

rules and the second phase will identify the post-

process rule optimization data for the learning 

(Training data) is divided into a growing set and 

pruning set. 

Therefore, the algorithm will create a 

relationship in greedy fashion rule as creating the 

Ripper Rule to find the best value for the growing 

set of rule space, which will be explained from the 

BNF. After growing set, it will be pruning the data 

immediately. When finished, the sample is 

common to the coverage rule of the training set, 

then it will be removed, the remaining training 

data, which is divided again. After learning the 

rules and to resolve problems that arise from 

segmentation errors [16] that this process is done 

until the results are satisfied. 

B. C4.5 decision tree 

Algorithm J48 decision tree or C4.5 algorithm 

is used to create a decision tree developed by Ross 

Quinlan [17]. C.45 extension that is added to the 

algorithm ID3 decision tree. This structure could 

be used for C4.5 classification and this reason it is 

called frequently for the statistical classifier in the 

C4.5 algorithm to build decision trees from the 

same training data ID3 principle of information 

entropy [18]. The C4.5 uses an accuracy of each 

list of attributes data for decision to split the data 

into sub-groups which will review the C4.5 

normalized information gain (the difference in 

entropy). Results from the selected distribution list 

for the group data by feature with the highest 

normalized information gain is one of a decision. 

C. K-Nearest neighbor 

K-nearest neighbor technique is suitable for 

the classification problem which is algorithm in a 

group of supervised learning by setting data that 

close to the same group. This technique will imply 

that which class will replace the new conditions by 

examining the number of K if the terms of the 

decision is complicated. This approach can 

generate effective model and different from other 

techniques in that it does not use the training data 

to build the model but will use the data as a model. 

In the K-NN algorithm, we have to specify a 

positive integer to k which is defined as the 

number of cases to find the predicted new cases. 

K-NN algorithm such as 1-NN, 2-NN, 3-NN, …. 

K-NN where k instead of a positive integer such 

as 4-NN means this algorithm will find four cases 

are similar to new case (4 nearest cases) to predict 

new cases. 

Classification of abnormal uses Euclidean 

metric to measure the dissimilarities between 

examples represented as vector inputs [19]. 

Euclidean distance is defined as the following 

formula. 

𝑑(𝑥𝑖 , 𝑦𝑗) =  √∑ 𝑤𝑟 (𝑎𝑟(𝑥𝑖) − 𝑎𝑟(𝑥𝑗))
2

𝑛

𝑟=1

       (1) 

 

Define x is vector input (a1, a2, a3, . . . , an), 𝑛 

is number of  attributes of the vector input, 𝑎𝑟 is 

the attribute, 𝑤𝑟 is the weight of the attribute,  r is 

from 1 to 𝑛 

D. 10 fold Cross-validation 

Cross-validation is a method to evaluate 
performance of classifier by divide data into two 
groups for use in training and testing are 
independent. This method is a standard procedure 
in the experiments of classification with small 
number of sample. 

 In the case of K - fold cross-validation, the data 
is divided into K set equally and calculates error 
values K round. Each round is calculated for a set 
of K data set and is selected for testing and the 
other K - 1 set is used as input for learning. 

In this research used 10-fold cross-validation 
[20], Dataset is divided into 10 subsets (fold) for 
each subset data were the same. Dataset are divided 
into 10 subsets (Training data are 9 subsets and 
keep another for testing). The experiment is 
repeated 10 times, but changed the data set for 
training and testing. 

 

Fig. 3. 10-fold cross validation on a data 

Experimental Result 

In classification of abnormal divided data into 
three sets are right nasal cavity, left nasal cavity 
and both sides of nasal cavity by using algorithm 
C4.5 decision tree, Ripper Rule, K-Nearest 
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neighbor. Then compere performance of classifier 
by paired t-test which is used 10-fold cross-
validation to run data. Each of the test, new data is 
generated based on cross-validation and tested 30 
times. The result will be an average of all the tests 

by compare with a baseline classifier (here it is the 
C4.5 decision tree), the output uses the annotation 
v or * to indicate that a specific result is statistically 
better (v) or worse (*) than the baseline scheme at 
the significance level specified (currently 0.05

TABLE II.  SUMMARY THE PERFORMANCE OF THE CLASSIFICATION FROM THE RIGHT NASAL CAVITY 

1,452 RECODES (NUMBERS IN PARENTHESES ARE STANDARD DEVIATIONS.) 

Algorithm Accuracy ROC Sensitivity Specificity 

Ripper Rule 
96.07 

(1.92) 

0.97 

(0.02)* 

0.96 

(0.02) 

0.96 

(0.03) 

C4.5 

decision tree 

99.48 

(0.60) 

0.99 

(0.01) 

0.99 

(0.01) 

0.99 

(0.01) 

K-Nearest 

neighbor 

93.62 

(1.62) 

0.94 

(0.01)* 

0.93 

(0.03) 

0.94 

(0.03) 

TABLE III.  SUMMARY THE PERFORMANCE OF THE CLASSIFICATION FROM THE LEFT NASAL CAVITY 

1,452 RECODES (NUMBERS IN PARENTHESES ARE STANDARD DEVIATIONS.) 

Algorithm Accuracy ROC Sensitivity Specificity 

Ripper Rule 
95.64 

(2.16) 

0.96 

(0.02)* 

0.96 

(0.02) 

0.94 

(0.04) 

C4.5 decision 

tree 

98.90 

(0.91) 

0.99 

(0.01) 

0.99 

(0.01) 

0.99 

(0.02) 

K-Nearest 

neighbor 

92.31 

(1.83) 

0.92 

(0.02)* 

0.93 

(0.03) 

0.91 

(0.04) 

TABLE IV.  SUMMARY THE PERFORMANCE OF THE CLASSIFICATION FROM THE BOTH SIDES OF NASAL 

CAVITY 1,452 RECODES (NUMBERS IN PARENTHESES ARE STANDARD DEVIATIONS.) 

Algorithm Accuracy ROC Sensitivity Specificity 

Ripper Rule 
96.07 

(1.92) 

0.97 

(0.02)* 

0.96 

(0.02) 

0.96 

(0.03) 

C4.5 decision 

tree 

99.48 

(0.60) 

0.99 

(0.01) 

0.99 

(0.01) 

0.99 

(0.01) 

K-Nearest 

neighbor 

93.62 

(1.62) 

0.94 

(0.01)* 

0.93 

(0.03) 

0.94 

(0.03) 

 

 Table II-III show that the best efficiency classification algorithm is C4.5 decision tree and when test 
data of both sides of nasal cavity from Table IV has ROC 99.49% (standard deviations 0.1), Sensitivity 
0.99 and Specificity 0.99 with Tree of classification  from Figure 2. 

CONCLUSION 

The results showed that C4.5 decision tree is an algorithm which is suitable for classification of 

abnormal nasal cavity detected by Acoustic Rhinometry. From Figure 2 when analyzed Tree found that 

abnormalities of nasal cavity is approximately 0.3 - 5 cm and nasal cross sectional area less than 0.55 cm2 

which is close to medical research related to the average of Nasal Cross sectional area of Thailand [21].  
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Fig. 4. hows the tree from the classification of the abnormal nasal cavity with the C4.5 decision tree.Define 

0 is abnormal, 1 is normal  
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