NANHIN N

YT UNAVIUFIINMTIVY

Q



wa A A a Y]
UUILAHBUB I UNAD TBTITHUA 1TIVUDINAUSN T THN TV IEUT TTUN 1528

¥a: LR EERTLARTHET T AEpTo]
AIFLAS. 15T 319Aau1
FIRLAS. T TE T TaEu 4
s Y Ses 3 1 o o o 8 9 a
1903 98: MITnE AN IV T uB Tn g lneldndeafun
Fovii: 7 NINGINN2557

aar

ayildalnsam s7db:

9

. aa

Tuamideiiiigailsz aadiialszgndimalnTad s munaluns saedaaumgdni sure adg seiglu
sgmantausai Inaviend Teoldndas Kineot Tun1sdiag esinanaen mava g ety ndas Kineet sainmitlun
. L . . D . 4, - 2
A amened uas Min1adingziandE i 13ne Fgeuus 190 1eiH M 3N 1010088 Kineo WA
; o oo X N - S 2
ag g uuudeyadideauiia Faulsznaudie dagaunu X, Y uaz z Teelusmideduiiaslwe wdyaiiamnse
) 9 o . u = @ 1 9 ' o o o =
fudin lvnnndedKineet Wlihmsinnpiiimavesigaeigluszndans fusuinsvimi dalumsnaasves
D & 9 1 oo ' o g - 2 oo H ' ap e Ct
amddesuiiszidan ldnqudlediniungudgeigdman 1o au Fuiluyananiiagdua so a3yl Tag
lsznaudaamasia s au uas merda 5 A asiinamga wes gilituandieiuesn e iidanamainvais
mataya lumanaassnzhmaiuiindayang@nasunuaaiaanyeasiniees sesgiegluszndanmaiua
e 1 ' = o oq @ = ' 2 w < o &1 & .
Tngviend Teemimatiam3Ise Banuan latwshmadugmluns Fusu Tnssimd wu neia msdu msuen a1
a2 9 Y o i ¥ . i s e a2, ¥
neaen uaz msgnilathidl Taeduis anamddoynauazde shnis usu Insvimithuaar s ind Gdhidmou s ads
v ; ¢ va L o ; T 0 g
Tuudazaimunaaaasnmalasdadass uaz hifimsddummaluszraamsiuminaiml Teagiang wah

¥ o 1 ' = e 9 ' 2 Sy LT B
NI NABDIVZABINTINTN AT ) ﬂ"lj]‘l’l\ﬂu'rl"ﬂﬂuqﬂﬂ']‘ﬁuﬂ\lﬂﬂﬂiﬂﬂﬂﬂ“ﬂﬁ “]i\“l“l]'ﬂ]q]lﬂ“l’l“lﬂﬁ]"lﬂﬂ"lﬁ‘U‘H‘I’IﬂT]']“l’I'lﬁ“IJEN
P

S A

@Lﬁﬁ'amm‘iﬁﬂ%ﬁ 10 muazgnimlazgndldiimdnmanisshimilasdeys Data mining) Taaluaieiiden
U104 (model) WipnAasnhinsil oufiaunadniveanuudiasatimieaniuanise Fnlizneude Newal
Networks, Support Vector Machine, Naive Bayes, Decision-tree, Logistic regression L1812 Random forest LpgLll U189
ﬁ"l,ﬁ'waﬁwﬁﬁﬁqﬂmg‘mﬁaﬂm’lﬂ“j"‘lumsﬁ'@umﬁ:ummmmﬂvimw"lus gnIas v Ins vimed Tﬂﬂsguuﬁg‘ﬂﬁ'ﬁlm

= o o g Yy oy 4 a3 1 s = 9 w o o
Lﬁﬁﬁ]ﬁﬂﬁallﬁE],ﬁ]ziéllﬂ“l-\ﬂqﬂﬁﬂﬂﬁﬂ“]ﬂ"mﬁqﬁﬂ"IE!LW?JFL"UEL‘I-Aﬂﬁvlﬂﬂﬂﬂﬂ"ﬂlwqﬂﬂﬁﬁﬂ\lallf“lﬁﬁullqﬂﬂ"lfgtluﬁz‘l’i'J"NTLI“IﬁJI‘I']TI']ﬁ‘I-A

521U B30 3855 sumuazn s@1iun s
1. msaugauts wlemside
- ﬂi;jnﬁmfi"m%amm 10 A 3z AUl sdevenuEueeuris 3 T3 uaz 1dsuAsvennanT LY
as1eimarhdn luansiseieihe il Tasaoasingla naz minAkiE I ade lia s i sde
Augaunig mluamise ﬂle_J.a?'uﬁmmmj"lﬁ'm'lxiﬂmnﬂud'suﬁﬁwmﬂﬁamiwﬁ%:@
2. antamyana nisinudeyadiumdy
- Fewrnass wasds mamideyaauazgn ldumidamnuannd Goe binansaszyddaanues
Qﬂﬂaﬁﬂﬁmmwﬂaﬂﬂﬁ
3. ﬂ"li‘ﬂﬂﬂﬂﬂviﬁﬁ'J3Jﬂ1uaﬁﬂﬂ1ﬂﬂﬁ1ijléﬂﬂﬁﬂﬂ151?91'§'UHﬂﬂiz‘l‘]‘m%ﬂﬁ‘i.lﬁﬂﬂﬂ"li‘l‘iﬁﬁﬂ

9 9

= pIngns mam?ﬁﬂ”lﬁ%"uqﬁﬁmagmﬂﬂ"mlmmﬁiwﬁﬁ' waidea: TaFuamldelumsSavmeuiaan

1}

S

69



o A wa A av
HUIABDUNAVIBTITNNITIVY &

o ' @ @ o .3 -
msvuunmmaz vy Insvimi lasldndesfiun
w1o s3suMans Sgnsisual

aAnzma Tuladasaums wninndoma TuTagwszaeundsu3 wes Tnsdwil 087-470-8106

Thammarsat@gmail.com

av o1 Auys - Yo wa o ay 44 14 wa s
Tﬂ54ﬂ151ﬂUﬂQﬂﬁ']'Ju‘lﬁiuﬂ']iwﬂ'ﬁﬂnﬂi']ﬂﬁﬂu llﬁgulﬂiuﬂ'ﬁﬂqU@m5Uﬁiiuﬂ'\5’Jﬂﬂ'ﬂﬂﬂﬂ{]uﬂﬂjuﬂglﬂm"ﬂllﬁz

WIATFINUDINULNTTUMIIOTTTUMS I BAmeAadmand wniinndomaluladnszaoundisuiuds

o av
AUSNTINNITIIUHITINNITIOY

v
s F A (-‘j\,:} o d
¥ 504MAATINS0 AS3NIA Tadu nead
Juil M 0., 9557

4
o
AU A A A

A v s a a
¥9 A¥umansse asnuissa Faa
fuil U . 2557

LRI FAZSANAN  ACSANALAR
& o P 4

o as.maiumi smsny

fufi % 0.0. 2559

70



WU A A Y 1 a v
nilsaetusemin NIUlUM I8

A au o ' o, < o o Y 9 a
yolasamsdve  msdwmunhmavaesuwIngim lasléndeshnn

A’ Va o d a o
o1 MY BITUANAAT TN 1337
fogiAadald  AmzmaluTadmsmumeniinerdoma luTadns veeannd1suyiiues Insfin 087-470-8106

Bud Thammarsat(@ gmail.com

9
Tamddeiisjaniunis UszgndszuumaluTadas aumalunis Aamumgdns suvesdgaeiglusznems

>, S G A da Lo ap o s = P g o o Ce
SupnInsviend Fangduilmmedeyanaiifiergaad co Tusysal Feluamiseiididewihnssaeswammsdms
s v o P " ; e s o 2
SupnTnsviend Taedesms higihsmamddehmsuaasianssumi o Tusendamsfusuinssied Smou s ass
Y aw as a9 o = P P S
Tuudazasslfadszanm s wiil Tagldndes Kineot Tumistiudinng@dnssuveadidiswamide Taedithian
s ' ' dy e Y 4 = % 99 1 2o v ' 9 <
mAdsmnsauaaaimadeauiidinmalieddas: dauisamamideardewaaaniimaeliasuaui
aw o : 4 aw 2 H ! "y a1
ity lddmua'ly Taeshmeianddelinawanlazdhufissimaniug mda: bidwadedes 19meves
Y aw ' 2 ad g9 o aw W Yo =4 ' o 9= o 2. 9
Aei1s waade egha lsnan luns dididuihg swan3de & umsmaduannss ahmsnaess maefideazihg
' 91 o Y 199 1 a o
sandh 4w lumasnumennaliundids wanuide

Tunsiiiideind weamidelinnudesnisaendininmsnaaes s mwamideaunsoneudinnisnaaesld

&

P

) 2y 9. o 2 w9 Y DN = v o, 9 o 1o o
aaeaaa uay Yayad Idvims tuiin13udivesdidhs auaiided ldaeudrninmsnaas 1 §3dee: lihirdeya
2 9 1 av
maniuinldaeluanide
y 9 Il
fatideyaduynaas ldunlumi ¥e uaz wiwana vesdunsaweamedideynaue: bigninavegasisme

4 2 Y8 o o '
L‘Wi’]L‘lj‘umiﬂ@vl'.l‘lﬁﬁ'ﬂmﬁiﬂﬁ’!ﬁ?uyﬂﬂﬁ

P v 2 4y 49 ' o 4 w Fowws e AL @ a4 9o o 2

Fmuhdaldanniidmd e anisdeniivil 185 udetuisedadaouamiluive laningideds
' P 9, S ] - ¥ P )
Jaguszasfuazinaenmside uazilsy TomiFwzinarunnms Ivesesiuds

9 Y9 w2 Hy o 9 Y aa o o aw A 29 ¥

T s wms Ieasatiden nuaing 1o uazvdiiang wesudieennnmsidaiie lsi ldmuany

' ww Y 2 4 < g man 1

dszaed Youdhdudcds wnsens sl meldiden lviiszy lwenmsdeyadmiunguilsyinsws edfiaansan

Tumsade

gy s
mumg;umuﬁm”lumnim

AT

o W va o

f¥usernnfiv
Y 9w \ v dy 9 9 4 o 2 s 4y T o,
Fwuhiusesd deyaii 185 vezgnldnie Jagils vaadlunsdideani ldszy Ininiududenna 185y
. vy
anwudueen hilFldluingiszaeddu uaztmidwaf vsnudesatidhinnudunas lidlawedeyammzda s
9 o

fiaus wlumsidehudenne: 185 uanuguegen isdiums 14

Y o Y
nzanannamihdaly

71



anTIEIvY

AT

Fud

72



MANHIN Y

d' Yo A Aa d
wmm‘n"lmumiﬂwuw

Postural Classification using Kinect

Thammarsat Visutarrom, Pornchai Mongkolnam, and Jonathan Hoyin Chan

The 2014 International Computer Science and Engineering Conference (ICSEC2014)

July 30 - August 1, 2014



74

2014 International Computer Science and Engineering Conference: ICSEC 2014 InternationalTrack

Postural Classification using Kinect

Thammarsat Visutarrom, Pornchai Mongkolnam, and Jonathan Hoyin Chan
School of Information Technology
King Mongkut’s University of Technology Thonburi
Bangkok 10140, Thailand
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Abstract—This research focuses on the comparison of posture
recognition, using a data mining classification approach on the
skeleton data stream obtained from Kinect camera. We classified
four standard postures including Stand Sit, Sif on floor and Lie
Down. We compared six classifiers, namely, decision tree, neural
network, naive Bayes, support vector machine, logistic regression
and random forest in order to find a suitable classifier. Our best
results can correctly classify the postures with 97.88% accuracy,
97.40% sensitivity, and 0.991 ROC area under curve using Max-
Min normalization with a decision tree classifier on fonr
transformed attributes. Our future work will use the knowledge
obtained to classify a wider range of postures of the elderly while
watching television, to be a part of a bigger effort to monitor and
study elderly behavior at home.

Keywords— data mining; elderly; Kinect camera; postural
classification

I.  INTRODUCTION

There are two definitions of ageing society as defined by
the United Nations: when people in the society aged 65 years
old or over comprise more than 7%, or 60 years old or over
comprise more than 10% of a population. From the second
definition, the world became an ageing society since 2000
when the number of people aged 60 years old or over made up
about 10% of the world’s population [1-2] this number is
expected to rise to 21.1% by vear 2050, as can be seen in
Table I. Thailand, in particular, became an ageing society
since 2007 when it had about 11.0% ageing population [3].
Although the ageing population increases globally, elderly
people are being taken care less and less. Our main reason is
that more and more family members work outside of the
home. In addition, physical decline and less financial support
are the other factors that largely keep the elderly people at
home. They tend to be alone in daytime at best or alone the
whole day at worst. One technology that could be used to help
to improve this quality of life and to help family members to
understand them better is a software system that could track
daily activities engage them in wvarious social activities.
Specifically, tracking postures of the elderly people while
watching television is of our interest and is the focus of our
work. We would like to learn what most elderly people spend
a substantial time at home with doing while watching
television.

Like many researchers who pay attention to behavioral
tracking of elderly people. In this paper, we compare the
efficacy of classification accuracy in postural classification,
using Kinect camera.

978-1-4799-4963-2/14/$31.00 ©2014 IEEE
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TABLE L PERCENTAGE OF POPULATION AGED 60 YEARS OR OVER [2].
Region/Country Year Year Year
1950 2000 2050
Worid 8.2% 10.0% 21.1%
Asia 6.8% 8.8% 22.6%
Europe 12.1% 20.3% 36.6%
China 7.5% 10.1% 29.9%
India 5.6% 7.6% 20.6%
Japan 7.7% 23.2% 42.3%
Thailand 5.0% 8.1% 27.1%
USA 12.5% 16.1% 26.9%%

The knowledge and methodology obtained from this
experiment is used to classify the basic postures of elderly
while watching television, which is a part of tracking elderly
behavior.

II. LITERATURE REVIEW

A. Relationship between Elderly People and Televisions

Health and financial problems of elderly people tend to
keep them staying more at home and meeting fewer people.
When they meet fewer people and spend less time socially
interacting, they start to lose social contacts, become more
isolated and unaware of current affairs. In addition, they may
spend more time alone because the household family members
are too busy working outside. As a result, watching television
has become a preferred activity for elderly people because it
can help them see the world from their homes. Roles of
televisions were studied by Reid [4] in “Lifeline or Leisure?:
TV's Role in the Lives of the Elderly”. He compared
television to a window that made them see many things
happening around the world, and preserved the sense of
participation in society and resisted the feelings of isolation
and loneliness [5]. Several researchers have found elderly
people love to spend many howrs per day in front of
televisions [6-8]. In addition, many researches focus on
developing a television system appropriate for elderly people.
For instance, in 2007 Nakajima et al. [9] developed a simple
and inexpensive system or telemonitoring system of
television's operating state for remotely located families to
improve smooth communications between elderly people, who
live alone, and their families. In 2012, Choomkasean et al.
[10] proposed a conceptual model of a multimedia delivery to
televisions of the elderly people. The system could receive
multimedia to the elderly people via televisions, which is used
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to remind them of upcoming events or to allow them to
conveniently communicate with their family members and
friends. Consequently, it helped sustain relationships between
the elderly people and their family members and friends,
which could promote mental health in the long run and
improve the quality of the elderly.

B. Gestural and Postural Detection

Two dimension image processing is the most popular
technique used to detect human gestures or postures using a
simple Web camera or a video camera. However, the
technique still has the problem of separating a desired object
from a complex background. On the other hand, 3D imaging
device can provide a better way to extract a human body out
of a complex background. However, it has been in limited use
for many years mainly due to its high cost and low accuracy in
detecting and extracting desired objects.

In 2010, Kinect cameras and Kinect library functions were
released by Microsoft [11-13]. It is a game controller that is
controlled by gestures and spoken commands of the user.
Kinect library functions can separate a human body from a
complex background in any kind of lighting conditions and
analyze each presumed point of the human body joints in
order to build a visual body structure (skeleton). Each joint
consists of a 3D coordinate of X, Y, and Z position. Kinect
camera has two competing library functions: OpenNI and
Microsoft SDK, which is chosen for this research due to its
effectiveness. Microsoft SDK library has two detection modes.
One is a default Stand tracking mode; this mode can detect all
body joints (20 skeletal joints). Another is a Seated tracking
mode; this mode can detect the upper shoulder joints (10
skeletal joints) as shown in Fig. 1. The Kinect system includes
an RGB camera, a depth sensor and a multi-array microphone
as shown in Fig. 2. The RGB camera is placed between the
depth sensors. The camera is used to record 2D image. The
depth sensor is used to record depth image for analysis of the
skeleton. In addition, the depth sensor system in Kinect
camera is of infrared type. Therefore the Kinect camera still
works with 3D mode in dark areas. The multi-array
microphone is placed horizontally on the Kinect camera body
which is used to record sound commands from users.

Head

0,

Shoulder Right .

shoulder Center

Shoulder Left

Elbow Right

Wrist Right

Ankle Right
Foot Right ¢ §

Fig. 1. Twenty Skeletal Joints.
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Depth sensor

RGB camera

Multi-array microphone

Fig 2. Kinect components [13].

The ability of Kinect in extracting a 3D human skeleton
and its competitive price when compared with other 3D
imaging devices are the main reasons why many researches
use it to capture and analyze human gestures and postures.

In 2012 Patsadu et al. [14] presented human gesture
recognition with Kinect system using a data mining
classification technique. Their data set was extracted from
input of twenty body-joint positions. The average accuracy of
all classification methods was 93.72%, and that can confirm
capability of the Kinect camera for use for human gesture
recognition. Also in 2012, Liu et al. [15] introduced a view
independent posture recognition framework by presenting a
body orientation classification system. The posture was used
in classification of 5 standing postures. Their results showed
that the framework was robust to variant viewpoint with high
accuracy.

In 2013, Kaenchan et al. [16] proposed automatic data
gathering with multiple Kinect cameras from several
viewpoints to create complete skeleton to solve the problem
that some parts of the human body may be obscured by
objects.

In 2014, Paliyawan et al. [17] presented a system for
monitoring office workers in order to prevent Office Workers
Syndrome using Kinect camera. The system can alert a user
when it is time to relax and provide a daily summary report
used to track working behavior of the user.

C. Behavioral Tracking

Behavioral tracking of elderly people can help family
members, physicians, and other health practitioners
understand the elderly people better. Knowing more about the
behaviors and activities of the elderly has been one of the most
sought-after studies in imminent ageing societies. Technology
could be used to monitor and keep records of the daily lives of
the elderly, especially while being at home, to help us better
understand and innovate technologies to serve them.

In 2010, Cardile et al. [18] introduced a computer vision-
based architecture for remote elderly monitoring, which was
built upon a network of wireless camera sensors for tracking
activities of the elderly people. The work was motivated by
the necessity of unobtrusive remote caring systems for elderly
people.

In 2012, Fahim et al. [19] developed an application to
track daily life activities tracked by smart phones, which could
send messages to remind elderly people to complete some
remaining work, take drugs, schedule some activities, etc. In
addition, the system can track activities of the elderly people
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in each day to provide useful data to family members and care
givers. Also in 2012, Correa et al. [20] proposed a navigation
system for elderly care applications based on wireless sensor
networks, which monitored emergency situations of the
elderly people. The system added some functionalities in order
to obtain a full health care system for increasing standard of
lives.

In 2013, Kim et al. [21] proposed a real-time emergency
alarm system that could monitor motions of elderly people.
The system could send out alert messages and images quickly
to the designated people when an emergency situation
occurred to the elderly people who lived alone.

III. PROCESS OVERVIEW

Our experiment was separated into two parts. Part one is
data preprocessing that is done prior to postural classification.
Part two is classification that would compare results from each
candidate classifier models. An outline of the experimental
procedure is shown in Fig. 3. We used Kinect XBOX 360 and
Microsoft SDK version 1.8 working in default standing mode
that can give raw data of 20 joint positions. In the experiment,
we used only 10 joints including head, shoulder left, shoulder
right, hip left, hip right, hip center, knee left, knee right, foot
left and foot right with data transformations instead of using
all available 20 joints.

The data used in our training set are collected from ten
people (5 males and 5 females) with heights between 150-180
centimeters and with various body sizes. Each subject was
asked to perform different postures (Stand, Sit, Sit on Floor,
and Lie Down) for 4-6 minutes per round. The subjects were
asked to be natural and try not to be stationary only for the
duration to emulate the real television watching process. Five
rounds were performed for each subject in front of the Kinect
cameras, which were about 1.8-3.0 meters away. The Kinect
cameras captured about 25-31 frames per second. Fig. 4 shows
four different postures of a sample subject. The training data
set consists of 30,088 instances (each instance comprises the
four attributes mentioned in Section IV), with 7,697 instances
for Stand, 8,848 instances for Sit, 5,819 instances for Sit on
Floor, and 7,724 instances for Lie Down.

Raw Data of Twenty Skeletal Joints from Kinect

Non- Max-Min Z-score
. ot Data
ion ion 4
Preprocessing
| Attribute Transformation [
Classifier
N -
2 2 : Logistic Random
NN ’ D-tree (J48) ‘ Naive Bayes SVM Regrestion Forest

5-Fold Cross Validation

v

’ Result of Each Model |

Fig. 3. Process Overview.

Sit on
Floor

Lie
Down

Fig. 4. Different Posture Examples.
IV. DATA PREPROCESSING

In the step of data preprocessing, we compared two
techniques of normalization to one without normalization of
the raw data. The two normalization techniques used were
Max-Min and Z-score. The corresponding normalization
equations are shown as (1) and (2), respectively.

= J-Min ,

= 1
Max —Min )

~l

I ®

ali

where J” is the normalized data; Min and Max of (1) are
the minimum and maximum values in each skeleton joint

position training set; 7 and 6 in (2) are the mean and the
standard deviation of each skeleton joint position,
respectively.

The data used in classification have four transformed
attributes, including angle of left knee, angle of right knee,
distance from hip to a room floor, and the aspect ratio. These
attributes are provided as follows.

A. Aspect ratio of height and width of the depth image

Each posture gives a different aspect ratio of the width and
the height as shown in Fig. 5. Therefore, this ratio was
selected to be one of the attributes for classification.

Sit on
Floor

Lie Down

Fig. 5. Aspect Ratio of Each Posture.
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The aspect ratio values as in (3)-(5) are derived from the ratio
of distance between maximum and minimum values of x and y
positions of only 5 joints including head, shoulder left,
shoulder right, foot left and foot right.

Width = Max x - Minx , 3
Height =Max y-Min y, @
Width

®

Aspect Ratio =———.
Height

However, using the aspect ratio only cannot give a high
accuracy. In this research, we added three attributes including
angle of left knee, angle of right knee, and distance from hip
to a room floor. Angles of left knee and right knee can help to
differentiate between sit and stand. When people stand, the
angles of their knees are larger. On the other hand, when they
sit, the angles of their knees are smaller as shown in Fig. 6. In
addition, we used distance from hip to room floor for helping
to classify sit and sit on floor. When a subject changes posture
to sit on floor, the distance of hip to room floor will decrease
as shown in Fig. 7.

B. Angles of left knee and right knee

Angles, 0, of the left knee and the right knee are used to
analyze Sit or Stand postures. Both angles of the left knee and
right knee are computed using (6)-(8), where X, Y, and Z are
the coordinates of the knee joint and hip joint positions.

BRG0P O =T =) s ©®
B=|Y,- Y, 0
o=sin"" [i) ®

B

C. Distance from hip to room floor
Distance from hip to a room floor is calculated using (9),

where A, B, C, and D are coefficients of the floor plane, and
X, Y, and Z are the coordinates of the hip center.

Distance = w ) 9)

JAZ+BY+C2

-

Fig. 6. Angles of left knee and right knee.

Fig. 7. Distance from hip to a room floor.

V. CLASSIFICATION DATA

Postural analysis used attribute data from the data recorder.
We selected 6 models including neural network (NN),
decision tree (D-tree), naive Bayes, support vector machine
(SVM), random forest, and logistic regression to compare the
quality of data analysis using 5-fold cross-validation. The
Weka data mining tool was used to implement these six
models.

A. Classification Models

1) Neural Network
In this research we used simple multilayer perceptron
(MLP) which uses back-propagation algorithm in learning
[22-23] for predicting class member of postures (Stand, Sit, Sit
on Floor, and Lie Down). Structural of neural network in our
experiment have three layers (input layer, hidden layer, and
output layer) with 4, 10, and 4 nodes, respectively.
2) Decision Tree
D-tree is used to classify data from class label, which
yields output as a flowchart-like tree structure [14, 17, 22-23].
The J48 is used in our work to classify the data as a set of
decision nodes and leaf nodes. Each leaf node shows a class
outcome label of postures.
3) Naive Bayes
Naive Bayes is a statistical classifier based on the Bayes’s
theorem, which predicts class membership based on
conditional probability [22-23]. The nodes in a Bayesian
model are created from the given training data. Building
model times of naive Bayes are extremely fast when compared
to other methods.
4) Random Forest
Random forest is a classifier consisting of a collection of
tree structured classifiers, which uses the ftree bagging
algorithm in learning model for predicting class member [24].
In our experiment, we used the default number of trees
provided in Weka.

5) Logistic Regression

Logistic regression is the well-known statistical model that
uses logistic function for predicting class member by
comparing the probability values between the categorical
dependent variable and independent variable of each instance
[24]. In our experiment, we used the multinomial logistic
regression algorithm in learning for predicting class member.

6) Support Vector Machine

SVM can classify both linear and nonlinear data [22-23].
The SVM learner also supports multiple-class problems by
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computing the hyper-plane between each class and the rest.
We used SVM polynomial kernel to classify class member of
postures. In our experiment, we used SVM with polynomial
kernel to classify data set. The degree of polynomial kernel
was 3.

VI. RESULTS

This section compares the results of the six classification
methods used in classifying different postures. In the
experiment we used 5-fold cross-validation to determine
performance of each method with the results as given in Table
O Differences of the building model time of each
classification method are not significant in this experiment.
The wrong predictions mainly occurred with Lie Down
because Kinect library function sometimes gave error joint
detections on the body while people lay down.

From Table II, the neural network, D-tree, random forest
and support vector machine methods almost have same results
and give better results than the naive Bayes and logistic
regression methods; and Max-Min normalization is the best
one of all results for the D-tree. Therefore, we select the D-
free with Max-Min normalization in our postural
classifications.

As a comparison, we also used data of twenty skeletal
joints to build classification models without transformation.
The results are shown in Table III. It 1s clear that using only
transformed attributes based on domain knowledge provided
better performance.

TABLE IL RESULT OF EACH MODEL WITH DATA TRANSFORMATION.
Non-Normalization

Model ROC Area Sensitivity Accuracy
NN 0.981 97.20% 97.68 %

D-tree (J48) 0971 97.30% 97.32%
Naive Bayes 0.869 89.900% 89.90 %
SVM 0967 97.10% 97.47 %
Logistic Regression 0.961 96.00% 95.95 %
Random Forest 0.975 97.80 % 91.75%

Max-Min Normalization

Model ROC Area Sensitivity Accuracy
NN 0.983 97.60 % 97.87 %

D-tree (J48) 0.991 97.40% 97.88 %
Naive Bayes 0.994 95.70 % 85.69 %
SVM 0971 97.00% 97.52 %
Logistic Regression 0.970 06.80 % 06.78 %
Random Forest 0.975 97.90 % 97.88 %

Z-score Normalization

Model ROC Area Sensitivity Accuracy
NN 0.981 97.00% 97.68 %

D-tree (J48) 0.969 97.30% 97.32%
Naive Bayes 0.899 89.00% 89.90 %
SVM 0969 97.00 % 97.50 %
Logistic Regression 0.961 96.40 % 95.95 %
Random Forest 0.975 97.80% 97.80 %
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TABLE III. RESULTS WITH TWENTY SKELETAL JOINTS WITHOUT DATA
TRANSFORMATION
Non-Normalization
Model ROC Arca Accuracy
NN 0.943 94.25 % 94.20 %
D-tree (148) 0.981 96.20% 96.16 %
Naive Bayes 0.917 77.50 % 77.50 %
SVM 0.945 95.42% 95.30 %
Logstic Regression 0.957 84.10 % 84.13 %
Random Forest 0.997 94.50 % 90.01 %
Max-Min Normalization
Model ROC Arca Sensitivity Accuracy
NN 0.944 94.35% 94.35%
D-tree (J48) 0.981 96.20% 96.19 %
Naive Bayes 0917 77.50 % 77.50 %
SVM 0.952 95.70 % 95.47 %
Logistic Regression 0.841 95.70 % 84.13 %
Random Forest 0.937 92.40 % 91.43%
Z-score Normalization
Model ROC Area Sensitivity Accuracy
NN 0.945 94.25 % 94.25 %
D-tree (J48) 0.985 97.00% 97.03 %
Naive Bayes 0918 77.70 % 77.74%
SVM 0.940 95.60% 95.20%
Logistic Regression 0.841 92.70 % 84.13%
Random Forest 0.965 92.80 % 91.46%

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented a system for postural detection
and classification of elderly people while watching televisions.
We used Kinect camera to record postures of elderly people.
The input data have four attributes (angles of the left knee and
right knee, distance from hip to a room floor, and aspect ratio).
The appropriate distance of the camera from the person is
about 1.8 to 3.0 meters. In the experiment, we selected six
models to compare the results of postural classification and
selected optimal suitable classifier by using 5-fold cross-
validation. The six classification methods were NN, SVM, D-
tree, logistic regression, random forest and naive Bayes. The
most suitable model was found to be D-tree with Max-Min
normalization of the transformed.

In the near future, we plan to include a wider range of
postures such as half-lying down, slouching, and so on, into
our postural classification system so that we could learn more
about the behaviors of the elderly people while they watch
televisions at home. These obtained data would be very useful
to their family members, physicians, and other health
practitioners. Moreover, we could include a facial recognition
system to make us understand the elderly people’s expressions
and emotions even better, say, while they watch comedy
shows or suspense movies. Above all, more and more
technologies could be used to monitor and keep records of the
daily lives of the elderly people, especially while being at
home, to help us better understand and innovate technologies
to serve them. At the end of the day we may ask ourselves,
“Are we prepared for the imminent ageing society yet?”
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Abstract— We compared the accuracy measure between a
single-stage classifier model and a multiple-stage classifier
model in postural classifications using Kinect. Postural
training sets were collected from Kinect’s skeletal data
streams, based on some of the common human postures during
television watching. Three types of training sets were used,
including Kinect’s raw skeletal training set, skeletons with
attribute selection training set, and skeletal position
transformation training set. We selected four learning models,
namely, neural network, naive Bayes, logistic regression, and
decision tree, for learning our data sets and classifying a
testing set to find the appropriate learning model. The best
accuracy value of our experiment was 87.68 % by using
skeletal position transformation training set with neural
network. In the future, we will apply our technique and
methodology to track elderly behaviors while they are
watching television.

Keywords-  postural  classification; Kinect;  data

sf iple-stage classifier; television watching

L INTRODUCTION

Human posture classification is a very challenging
research which has been an ongoing study for a long time by
researchers in many different fields such as medical science,
sport science, and social science. Current technology allows
for better human posture classification with a high accuracy.
In 2010, the Kinect system was released by Microsoft. Soon
afterwards, it had become popular among many researchers
for human body detection and human postural classification,
largely due to its capability in separating the human body
from a complex background. In addition, Kinect has a built-
in software library that helps to separate each skeletal joint
and enables the analysis of a whole skeleton. It can detect up
to twenty joints, as shown in Fig. 1, each with three
positional coordinates X, Y and Z. Thus there are a total of
60 raw attributes for each image or frame.

Unlike most other researchers, we use Kinect to classify
human postures while watching television. In this paper, we
investigate two classification architectures: a single-stage
classifier model and a multiple-stage classifier model. Both
models are given three types of training sets, including raw
skeletal training set, skeleton with attributes selection
training set, and skeletal position transformation training set.
The data mining techniques used in our experiment include
four learning models of back propagation neural network

(NN), naive Bayes (NB), logistic regression (LR), and
decision tree (J48).

Head

Shoulder Right G Shoulder Left
- Shoulder center

Elbow Right Elbow Left
Wrist Right Wrist Left

Hand Right Hand Left

Hip Right Hip Left

Knee Right Knee Left

Ankle Right Angle Left

Foot Right

Figure 1. Twenty joints obtained from Kinect.

II.  LITERATURE REVIEW

Human posture detection can be separated into two
techniques: 2D image and 3D image processing [1-3]. The
2D image processing was popular in the past because it used
pixel color information to analyze the data. Consequently,
the performance of its postural classification heavily
depended on environmental factors such as light conditions
and background complexity.

Using 3D image processing can decrease the background
complexity problem that occurs with 2D images. The reason
being 3D image processing provides depth data that can help
to better separate each object. In addition, 3D image
processing with infrared sensors could be used in dark
rooms, making it suitable for even complex human postural
analyses.

In 2003, Cohen and Li [4] presented the human postural
classification with SVM modeling using the 3D visual-hull
constructed from a set of silhouette input data. The system
returned the classified human body postures in the form of
thumbnail images.

In 2007, Wu and Aghajan [5] proposed the method of
human posture estimation in a multiple camera network by
using the concept of an opportunistic fusion framework that

81



comprised three dimensions of space, time, and feature levels
to obtain a 3D human skeleton.

In 2010, Kinect [6-9] was launched by Microsoft. It was
a 3D camera game controller which was controlled by the
human gestures of a player. Currently there are two software
libraries for analyzing skeletal joints, ie., Microsoft SDK
and OpenNI. The OpenNI library can analyze 15 main joints
of a human body. The Microsoft SDK library has two
detection modes. The first mode is the default stand tracking
that can analyze 20 joints of the body, and the second mode
is the seated tracking mode that can analyze 10 upper
shoulder joints of the human body. Kinect has three input
components, including depth image sensors, RGB camera,
and a multi-array microphone as shown in Fig. 2. With the
ability to separate the human body from a complex
background and in analyzing the human skeletal joints,
Kinect has been applied by many researchers in their studies
since its inception.

Depth image sensor

RGB camera |

Figure 2. Kinect components [10].

< = |
Multi-array microphone

In 2011, Htike and Khalifa [11] presented a real-time
gesture classification system to classify the dancing gestures
from moving skeletal joint data obtained from Kinect. The
accuracy of their system was 96.9% using the approximate
4-second record of the skeletal motion.

In 2014, Visutarrom et al. [12] presented a system for
simple postural detection and classification of elderly people
while watching television. Their experiments have four
standard postures including stand, sit, sit on floor and lie
down. They selected six models to compare the results of
postural classification and selected the most suitable
classifier by using 5-fold cross-validation. The six
classification methods used were neural network, support
vector machine, decision tree, logistic regression, random
forest and naive Bayes. The best accuracy was 97.88%,
obtained by decision tree with Max-Min normalization
technique.

In 2014, Dai et al. [13] proposed a machine learning and
vision-based method for elderly fall detection using
statistical human posture sequence modeling. A series of
laboratory simulated falls and activities of daily livings
(ADLs) were performed and recorded by Kinect. Hidden
Markov Models were used for modeling the fall posture
sequences and distinguishing different fall activities and
ADLs. The average fall recognition rate was above 80%.

III.  PROCESS OVERVIEW

Our experiment can be separated into two parts: data
preparation and data classification. The workflow is shown

in Fig. 3. Data preparation is used to prepare the training
sets before the learning of each model. Data classification is
to compare the postural classification result of each training-
set against a testing dataset. We use Kinect XBOX 360 with
the Microsoft SDK library version 1.8 with the default stand
tracking mode to detect a human body having 20 skeletal
joints. The distance for test subjects is between 1.8-3.0
meters away from Kinect during the data collection process.

Raw data

Data Preparation (single-sta, se and multiple-stage classifiers)

Yl N
| 20 skeletal joints | Atuibmeselemionl Attribute transformation |
|

Data classification
Testing data

e
|NN|NB LRIJ48\|<—.

v

Identified postures |

Figure 3. Experimental workflow.

Training sets were recorded from seven subjects,
including four males and three females. Their ages are
between 26-65 years old, with height between 150-180
centimeters and various body sizes. Our training sets have a
total of 110,751 instances. The testing data has 20,868
instances obtained from another three subjects. Their ages
are between 30-45 years old, with height between 155-180
centimeters. The details of number of instances in each
posture for both training set and testing set are shown in
Table I. There are a total of 18 postural class memberships as
summarized in Table I. These postures are also illustrated in
Fig. 4 as four main class memberships of stand, sit, sit on
floor and lie down.

TABLE L NUMBER OF INSTANCES IN EACH POSTURE.
Postire .N.umbero insmnf:es
Training set Testing set
Normal stand 6584 985
Stand both hands up 6325 1445
Stand left hand up 6575 856
Stand right hand up 5892 1345
Stand lean forward 6320 964
Sit straight back 5981 869
Sit lean forward 5888 1250
Sit lean backward 5123 958
Sit both hands up 5320 1345
Sit left hand up 6120 945
Sit right hand up 5369 1450
Sit on floor straight back 5842 1065
Sit on floor lean forward 6923 1425
Sit on floor lean backward 6320 954
Sit on floor both hands up 6790 1356
Sit on floor left hand up 6952 1475
Sit on floor right hand up 5602 1185
Lie down in various manners 6825 9%
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Figure 4. Class membership.

A. Data preparation

This step is to prepare the training sets before being used
in learning of each model. In our experiment, we considered
two types of classifier architectures. First is a single-stage
classifier and second is a multiple-stage classifier.

A single-stage classifier model uses all training data
packaged in one set. Therefore, the single-stage classifier has
only one model in the prediction data as shown in Fig. 5 (a).
Consequently, if the training data are large, it is very time
consuming in creating the model.

On the other hand, a multiple-stage classifier would
partition the data into multiple training sets in the first stage,
and that would help to reduce the time to create the model,
depending on the number of partitioned training sets.
Therefore, a multiple-stage classifier requires many models
working together for prediction as shown in Fig. 5 (b).

Predictor

Class member

(a) Single-stage classifier.

Predictor

Class member

(b) Multiple-stage classifier

Figure 5.  Single-stage classifier and multiple-stage classifier.

Unknown data

Stage 1
| Stand | Sit | Sit on floor | Lie down I
Stage 2
Not lean back Lean forward Lean forward Lean forward
Lean forward Straight back Straight back Straight back
Lean Lean an
backward backward backward
Stage 3
No hand up No hand up No hand up No hand up
Both hands up Both hands up. Both hands up Both hands up
Left hand up Left hand up Left hand up Left hand up
Right hand up Right hand up Right hand up Right hand up

v

v

v

Class member

Figure 6. Multiple-stage classifier model.
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In this work, we separate the classification task according
to target classes of training. The classifier is divided into
three stages as shown in Fig. 6. The first stage is used to
classify four main postures, including stand, sit, sit on floor,
and lie down. The second and third stages are used to
classify sub-postures. In particular, the second stage is used
to classify the back posture. The back posture is used to
classify lean forward, straight back, or lean backward. The
third stage is used to classify arm posture. The arm posture is
used to classify hand-up, including both hands up, left hand
up, and right hand up.

Both single-stage classifier and multiple-stage classifier
have three types of training data set as follows.

1) Raw skeletal training set is the training data which
use all 20 skeletal joint positions. Each joint has three
coordinates X, Y, and Z. Each coordinate is considered one
attribute; therefore, this training set has 60 total attributes.

2) Skeleton with attribute selection training set is the
reduced number of attributes and reduced time for finding
relationships between attributes. One advantage of the
atrribute reduction (feature selection) is that less time is
needed in creating the model. We compare two-attribute
selection techniques in order to reduce the dimensionality
from the 60 attributes. They are the gain ratio attribute
evaluator and the information gain attribute evaluator. The
ranker method of feature selection is used in our training set
to obtain the top 10, 20, 30, 40, 50 attributes as features. In
this work, both the single-stage classifier and the multiple-
stage classifier use the same ranker attributes.

3) Skeletal position transformation training set is the
training set with transformed data from the skeletal joints.
Using raw data may make training set have complexity that
affect in learning of classifier and result in error
accumulation due to redundant attributes. Attributes
transformation is a technique that help to reduce the
complexity of attributes in training set. Therefore, we select
this technique to compare accuracy with other training sets.
Equations used in transformed attributes are the equations
that are used to observe the changes of each part of the
human body. Transformation data can help to reduce the
dimensionality of the problem. In addition, transformation
data can help increase the relationships in training and
increase the accuracy of prediction of the learning model.
We select 12 skeletal joints to create nine attributes in the
training set, including shoulder center, shoulder left,
shoulder right, elbow left, elbow right, wrist left, wrist right,
hip center, hip left, hip right, knee left, and knee right. The
nine attributes include angle knee left, angle knee right,
aspect ratio of height and width, distance from hip to room
floor, back status, hand_SWL, hand_SWR, hand_SEL, and
hand_SER.

For stand, sit, sit on floor and lie down postures, they
have different aspect ratio of the width and the height.
Therefore, the aspect ratio of width and height was selected

to be one of the attributes for classification. We found the
aspect ratio can help to classify lie down posture from other
postures as well. However, using the aspect ratio only
cannot give a high accuracy with all postures. We added
three transformed attributes including angle of left knee,
angle of right knee, and distance from hip to the room floor
for improving the prediction of stand, sit and sit on floor.
The angles of left knee and right knee can help to identify
stand and sit. When people stand, the angles at their knee
joints are larger. On the other hand, when they sit, the
angles of their knees are smaller. Distance from hip to room
floor can help to identify sit and sit on floor. When people
sit on floor, distance between hip to room floor will be less
than sit on sofa and chair. In addition, we classify hand up
and back characteristics of each posture for postural
classification to provide even more details. Back status is
used to classify the backward characteristics, including lean
back forward, straight back and lean back backward.
hand_SWL, hand_SWR, hand_SEL, and hand_SER are
used to classify hand up of each posture that has 3
characteristics including hand up right, hand up left and
both hands up. The equations used to find the values of
those attributes are given below in Eqns. (1) - (12).

Aspect ratio of width and height

Width = Max, — Min, , (1
Height = Maxy— Miny, 2)
Width (3)

Aspect _ Ratio = 1
Height

Max and Min is the maximum and minimum values of X
and Y coordinates of only five skeleton joints from head,
shoulder left, shoulder right, foot left, and foot right.

Angles of left knee and right knee

A=x,-X.V+(F -1 +(z,-2.) . &
B=|v,-v,, )

0=sin" [ﬁ] . ©®)
B

X, Y; and Z; are coordinates of hip left and right. X5, Y, and
Z, are values of knee left and right. Angles of left knee and
right knee can help to identify stand and sit.

Distance from hip to room floor
AX,+BY,+CZ,+D

8
VA B iC ®

X3, Y5 and Z; are the coordinates of the hip center. A, B, C
and D are coefficients of the floor plane. Distance from hip
to room floor can help to identify sit and sit on floor.

Distance =
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Back
Back status =7, - 75 7

Z, is Z coordinate of shoulder center and Z; is Z coordinate
of hip center. Back is used to classify the backward
characteristics that include lean back forward, straight back
and lean back backward.

Hand up
Hand SWL=Y,-Y,, 9
Hand SWR = ¥5s— Y5, (10)
Hand SEL = Y,—Ys. (11
Hand_SER = Y5 Y,. (12)

Y, and Y, are the Y coordinates of shoulder left and
shoulder right. Ys and Y; are the Y coordinates of wrist left
and wrist right. Yg and Ygare Y coordinates of elbow left
and elbow right. All attributes in (9)—(12) are used to classify
hand up right, hand up left and both hands up. Hand_SWL
and Hand_SWR are differences between the Y coordinates
of shoulder and wrist of the left hand side and the right hand
side, respectively. Hand_SEL and Hand_SER are differences
between the Y coordinates of shoulder and elbow of the left
hand side and the right hand side, respectively.

B.  Data classification

In this work, we select four learning models, including
neural network, naive Bayes, logistic regression, and
decision tree; all of which are available in the Weka data
mining tool [14].

Neural network [15-16] used in the experiment is the
simple multilayer perceptron (MLP) which uses the back-
propagation algorithm in learning. Structure of the neural
network in the experiment comprises three layers, including
input layer, hidden layer, and output layer. The input and
output layer values depend on the amount of attributes and
the amount of class memberships of each training sel.
Hidden layer value used is the default value provided by the
Weka data mining tool.

Decision tree [15-16] is used to classify data from class
label, yielding the output as a flowchart-like tree structure. In
the experiment, we used J48 algorithm to classify class
membership as a set of decision nodes and leal nodes. Each
leaf node represents a class outcome label.

Naive Bayes [15-16] is a simple probability classifier
based on the Bayes’ theorem with the assumption of
independence between every pair of features. The nodes in
the Bayesian model are created from given training data.
Each node counts the number of rows per attribute value per
class for nominal attributes and calculates the Gaussian
distribution for numerical attributes.

Finally, we also used the multinomial logistic [15-16]
regression algorithm for predicting class member and use the
default parameter provided in Weka data mining tool.

IV. RESULTS

Table II provides the average accuracy result of each
training model, against the testing data. We found that the
skeletal training set of both the single-stage classifier model
and multiple-stage classifier model produced poor results
with the prediction testing set falling between 19% and 26%.
Attributes selection of both the single-stage classifier model
and multiple-stage classifier model increased the accuracy of
the prediction testing set slightly. However, the results were
still poor in the range of 15% to 34%, with better
performance falling in the top 30 ranked attributes with the
values between 22% and 34%. Interestingly, we found Y
coordinate was ranked in the top group that was important in
our training set and X coordinate was ranked in the
unimportant group with the training set. On the other hand,
the skeletal position transformation training set produced
better values than the skeletal training set and the skeleton
with atributes selection training set. The skeletal position
transformation training set of the single-stage classifier gave
the accuracy results between 40% and 60%, and skeletal
position transformation training set of the multiple-stage
classifier gave the best results in the range of 79% to 87%.
The learning model that gave the best results was neural
network with skeletal position transformation training set
using a multiple-stage classifier, with the average accuracy
result of 87.68%.

The accuracy of each individual postural prediction using
the skeletal position transformation training set, against the
testing set, is shown in Table III. The results show that the
performance of the individual posture models is quite similar
except for the noticeably poorer accuracy for the lie down
posture. The best classifier was neural network in all cases.
This is consistent with previous works in medical data
classification using classic machine learning techniques that
show neural networks performs at least as well as other
techniques and quite often outperforms the others [17]. One
possible reason in our case is that there are more adjustable
parameters that can be tuned in Weka.

In summary, adributes transformation is the technique
that helped reduce the complexity of attributes in training set
and increase the accuracy of the data prediction of each
model. In addition, the reduced number of attributes helped
decrease the time needed to create the classifier model. Most
error prediction occurred with the lie down posture. In
addition, we found the error of predicting postures occurred
while people changed postures, or during the transition
period. As a result, postural transitions should also be
considered in order to detect and predict accurate postures
while watching television.

V.  CONCLUSIONS AND FUTURE WORK

In this paper, we are interested in studying the differences
of accuracy values of the single-stage classifier model and
multiple-stage classifier model of postural classification.
Postural data were recorded from Kinect. From the
experiment results, the data transformation training set of
multiple-stage classifier with the neural network learning
model gave the best results.
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In the near future, we want to apply our knowledge and
methodology found herein for developing the postural
classification of elderly people while watching television,
which is the main pastime/activity of the elderly. More sub-
postures such as stretching hands to the sides may be added.
Being able to detect postures and subsequent behaviors can
help their family members, physicians, and other health
practitioners understand the elderly even more. As a result,
better services and technologies could be created and offered
to improve their quality of lives.
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AVERAGE ACCURACY OF 18 POSTURES USING DIFFERENT FEATURE SELECTION METHODS

All 20 joints 25.78 19.79 22.80 20.89 All 20 joints 26.89 1857 20.04 18.65
Gain 10 16.89 15.89 21.90 20.70 Gain 10 17.89 11.87 18.76 19.00
Gain 20 32.78 2345 2555 25.89 Gain 20 24.56 17.02 19.01 2001
Gain 30 33.89 26.50 2745 28.61 Gain 30 34.05 2234 28.23 2245
Gain 40 28.45 22.00 25.12 24.87 Gain 40 2746 21.03 26.45 20.34
Gain 50 24.30 21.00 20.56 20.86 Gain 50 26.04 20.67 24.08 19.04

Info-Gain 10 16.70 1581 21.90 20.76

Info-Gain 10 2249 17.57 21.00 1748

Info-Gain 20 32.06 22.80 2545 26.89

Info-Gain 20 23.93 20.89 22.48 19.78

Info-Gain 30 3245 2432 2545 24.31

Info-Gain 30 29.59 21.89 23.90 21.90

Info-Gain 40 28.76 2204 25.50 25.12

Info-Gain 40 25.67 20.56 22.56 19.87

Info-Gain 50 23.50 2145 19.55 21.56

Info-Gain 50 23.90 19.34 20.45 19.87

Attribute
A 62.78 50.34 60.47 58.46

Attribute
teanifor mation 87.68 79.89 85.67 84.69
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| Normal stand

TABLEIII.

6623 |

ACCURACY OF EACH POSTURE USING TRANSFORMED ATTRIBUTES

[ 60.12

| Normal sd

[ 8936 |

83.26 |

88.65

b 6623 | 5202 | 6159 | 60.37 | Stand both hands up 8956 | 8325 | 88.58 | 8645
Stand Ief hand up 6678 | 5201 | 61.89 | 59.34 | Stand Ieft hand up 8953 | 83.14 | 88.56 | 85.14
Standright hand up 6732 | 5148 | 6159 | 59.32 | Stand right hand up 89.66 | 82.36 | 8748 | 8536
i 6165 | 5121 | 6132 | 59.38 | Stand lean forward 8979 | 8234 | 8632 | 8547
Sit straight back 6025 | 5142 | 61.56 | 59.12 | Sit straight back 38.69 | 8024 | 8664 | 8536
S 6108 | 50.12 | 61.25 | 58.36 | Sitlean forward 8889 | 80.53 | 8632 | 85.60
Sitlean backward 6536 | 5128 | 61.01 | 58.01 | Sit loan backward $7.96 | 81.56 | 8695 | 8536
SOl Rands up 6145 | 5124 | 61.04 | 5847 | Sit both hands up 8721 | 7945 | 8536 | 85.32
Sit left hand up 6254 | 50.18 | 60.48 | 5821 | Sitleft handup 8745 | 79.36 | 8599 | 85.15
Sitrighthandiop 6351 | 50.13 | 6048 | 58.12 | Sitrighthand up 8635 | 79.85 | 85.86 | 84.26
Sit on floor straightback | 6179 | 5048 | 60.78 | 58.02 | Siton floor straightback | 87.69 | 7945 | 85.36 | 84.89
Sit on floor lcan forward | 6035 | 5023 | 59.62 | 58.15 | Siton floorlcan forward | 87.65 | 79.25 | 84.26 | 84.56
Sit on floor lean backward | 6235 | 5002 | 59.89 | 58.36 | Siton floor lean backward | 8736 | 78.54 | 84.38 | 8436
Sit on floor both hands up | 6123 | 5045 | 59.42 | 58.69 | Siton floorboth hands up | 87.45 | 78.56 | 84.35 | 84.57
Siton floor left handup | 6525 | 5036 | 59.24 | 58.25 | Siton floorlefthandup | 8735 | 78.98 | 84.15 | 83.53
Siton floor right handup | 6148 | 5023 | 59.67 | 58.36 | Siton floor right handup | 87.39 | 78.36 | 8428 | 83.63
Lok ss21 | 412 | 5563 | 5368 [EEEEREREE 7898 | 69.58 | 78.64 | 78.79
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