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Dimensional Reduction is an important task in Machine Learning and Pattern
Recognition. Nowadays, we have gained an ability to collect every featufe in our imaginable
aspect which leads to massive data that have too many features to process. Dimensional
Reduction techniques reduce the redundancy among features and conquer the sparseness of
the data set. Basis Selection is an open problem of how much we should reduce the dimension
to be an optimal dataset automatically. In Pattern Recognition tasks of image data sets,
techniques for Dimensional Reduction have been proven to be an important preprocessing step.
2D and (2D)° technigues are the extensions of Dimensional Reduction techniques tailored for
image data sets. 2D and (2D)2 techniques provide more classification accuracy with less
computational cost compared to original techniques. We argue that the step in Basis Selection of
2D techniques is not optimal and the method of Basis Selection is not obvious in (2D)
techniques. We propose the score-based filter techniques to further optimize the Basis Selection
by performing a normalizing and reordering step which results in higher classification accuracy.
Moreover, we also introduce a novel Basis Selection method in (2D)2 fechnigues based on a
greedy algorithm and score metrics which requires less computational cost compared to cross
validation based techniques and provides more classification accuracy than eigenvalue-based
cut-off techniques which stuck in the valley of accuracy space. We have applied our proposed

method to several real world applications, face recognition and hand written recognition.





