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วทิยานิพนธ์นีÊ ศึกษาปัญหาสองปัญหาทีÉเกีÉยวขอ้งกบัการส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์
ทูเพียร์ งานวจิยัส่วนแรกสนใจการวางแผนการส่งขอ้มูลโดยมีเง ืÉอนไขว่าความสามารถในการส่งต่อ
ขอ้มูลของแต่ละเครืÉองนัÊนแตกต่างกนัได้ งานวจิยัมีจุดประสงค์เพืÉอออกแบบแผนการส่งขอ้มูลทีÉ ส่ง
ขอ้มูลจากเครืÉองตน้ทางไปยงัทุกเครืÉองได้รวดเร็วทีÉสุด เราพิจารณาปัญหาในกรณีทีÉแบนด์วดิท์ของเส้น
เชืÉอมทุกเส้นมีค่าเป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการและพิสูจน์ว่าในกรณีดงักล่าวมีแผนการส่ง
ขอ้มูลทีÉดีทีÉสุดทีÉเป็นตน้ไม้ เราลดรูปปัญหานีÊ ไปยงัปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางทีÉ
ต ํÉาทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉดีกรีไม่เท่ากนั และเสนอขัÊนตอนวธีิซึÉงเป็นส่วนขยายของขัÊนตอน
วธีิของ Könemann et al. ซึÉงทาํงานได้เฉพาะกรณีทีÉขอบเขตของดีกรีเท่ากนัทัÊงหมด เราได้พิสูจน์ว่าคาํ
ตอบทีÉได้เป็นแผนการส่งขอ้มูลทีÉมีความล่าชา้ไม่เกิน O(

√
logn) เท่าของแผนการส่งขอ้มูลทีÉดีทีÉสุด เมืÉอ

n เป็นจาํนวนโหนดในกราฟ

ในงานวจิยัส่วนทีÉสองเราพิจารณาการคน้หาแบบช่วง แมว่้าในเครือข่ายเพียร์ทูเพียร์จะนิยม
ใช ้ตารางแฮชแบบกระจายเพืÉอ เกบ็และคน้หากญุแจ แต่การแฮชทาํลายคุณสมบติัทอ้งถิÉนของกญุแจ
การคน้หาแบบช่วงจึงกระทาํได้ลาํบาก ในอีกแนวทางหนึÉงทีÉหลีกเลีÉยงการแฮชนัÊน Ganesan et al.

ได้นาํ เสนอวธีิการปรับดุลภาระของระบบทีÉ เกบ็และคน้หากญุแจบนระบบเพียร์ทู เพียร์ ทีÉทาํงานบน
ปริภูมิกญุแจโดยตรง ขัÊนตอนวธีิทีÉเสนอรับประกนัว่าอตัราส่วนความไม่สมดุลจะมีค่าไม่เกิน 4.237 เมืÉอ
อตัราส่วนความไม่สมดุลคืออตัราส่วนระหว่างภาระสูงสุดต่อตํÉาสุดในเครือข่าย และมีค่าใช ้จ่ายถวัเฉลีÉย
ในการดาํเนินการเป็นค่าคงทีÉ อย่างไรกต็ามขัÊนตอนวธีิดงักล่าวเป็นขัÊนตอนวธีิแบบเรียกตวัเองซึÉงมีขอ้
จาํกดัหลายประการเมืÉอนาํไปประยกุต์ใช ้งานจริง เราเสนอขัÊนตอนวธีิการปรับดุลภาระทีÉง่ายขึÊนและ
ไม่มีการเรียกตวัเอง ทีÉรับประกนัอตัราส่วนความไม่สมดุลไม่เกิน 7.464 และมีค่าใช ้จ่ายถวัเฉลีÉยในการ
ดาํเนินการเป็นค่าคงทีÉ
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Peer-to-Peer Streaming. Doctor of Engineering (Computer Engineering), Major Field:
Computer Engineering, Department of Computer Engineering. Thesis Advisor:
Assistant Professor Jittat Fakcharoenphol, Ph.D. 96 pages.

This thesis considers two important problems in Peer-to-Peer streaming. The first part of this
thesis considers content delivery planning where peers in the network have diverse uplink bandwidths.
The objective of this problem is to find a streaming scheme that minimizes the maximum delivery time
from the source to any peers. We consider the special case of this problem where all bandwidths are
multiples of the required bandwidth and prove that there exists an optimal solution which is a tree.
Using this fact, the problem in this case naturally reduces to the Bounded Degree Minimum Diameter
Spanning Tree problem with Non-Uniform Degree Bounds. We propose an algorithm for this problem
which is an extension of Könemann et al.'s algorithm that works only uniform degree bounds. The
solution obtained from our algorithm is a streaming scheme whose delays are at most O(

√
logn) times

the optimal delay where n is the number of nodes in the network.

In the second part, we consider range queries. Peer-to-Peer networks usually employ distributed
hash tables to handle data queries. However, hashing destroys the locality property of object keys, the
critical properties to range queries. Ganesan et al. avoid the hashing approach and introduce a load-
balancing algorithm that works with a system that searches directly on the key space. Their algorithm
guarantees an imbalance ratio of 4.237 where the imbalance ratio is the ratio between the maximum and
minimum load in the network, while using only a constant amortized cost per operation. However, the
proposed algorithm is recursive, which is undesirable in practical settings. We present a simpler and
non-recursive load-balancing algorithm which guarantees an imbalance ratio of 7.464 with constant
amortized costs per operation.
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คาํนาํ

ในปัจจุบนัมีการใช ้งานอินเทอร์เน็ตอย่างกวา้งขวาง ทาํให้การติดต่อสืÉอสารหรือการเผยแพร่
ขอ้มูลไปยงัผู ้ใช ้งานทีÉอาศยัอยู่ ในสถานทีÉต่างกนัทาํได้อย่างสะดวกและรวดเร็ว สาํหรับสืÉอทีÉถูกเผย
แพร่ในอินเทอร์เน็ตนัÊนมีมากมายหลายประเภทไม่ว่าจะเป็นภาพ เสียง วดิีทศัน์ ฯลฯ ในงานวจิยัฉบบั
นีÊ เราสนใจสืÉอแบบกระแส (Streaming media) สืÉอแบบกระแสเป็นสืÉอประสมประเภทหนึÉงทีÉได้ รับ
ความนิยมอย่างมากในปัจจุบนั เนืÉองจากเป็นสืÉอประสมทีÉ เมืÉอผู ้ใช ้งานได้รับขอ้มูลแลว้สามารถแสดง
ผลได้ทนัที แมว่้าขณะนัÊนผู ้ใช ้งานยงัคงดาวน์โหลดขอ้มูลจากผู ้บริการอยู่ กต็าม ตวัอย่างโปรแกรม
ประยกุต์ ทีÉนาํ เอาสืÉอแบบกระแสไปใช ้งานเช่น โปรแกรมประยกุต์สาํหรับการถ่ายทอดสดเหตุการณ์
ต่างๆ โปรแกรมประยกุต์สาํหรับการประชุมทางไกล (Teleconference) โปรแกรมประยกุต์บนเวบ็ (Web
application) ตวัอย่างเช่นเวบ็ไซต์ www.youtube.com ฯลฯ

ในการส่งขอ้มูลแบบกระแสมีการใช ้สถาปัตยกรรมในการส่งขอ้มูลหลากหลายรูปแบบ เริÉม
แรกรูปแบบการเชืÉอมต่อมีลกัษณะเป็นเครือข่ายแบบรับ-ให้บริการ (Client-Server network) เครือข่าย
แบบนีÊ ประกอบดว้ยเครืÉองบริการ (Server) และเครืÉองรับบริการ (Client) เครืÉองบริการเป็นเครืÉองทีÉ
เกบ็และส่งขอ้มูลทุกอย่าง เมืÉอเครืÉองรับบริการตอ้งการขอ้มูลสืÉอแบบกระแส เครืÉองรับบริการจะตอ้ง
ติดต่อกบัเครืÉองบริการเพืÉอขอขอ้มูล จากนัÊนเครืÉองบริการจึงจะส่งขอ้มูลให้กบัเครืÉองรับบริการทีÉร้องขอ
ขอ้มูล ทัÊงนีÊ รูปแบบการส่งขอ้มูลแบบกระแสโดยใช ้สถาปัตยกรรมแบบนีÊ มีขอ้เสียหลายอย่างเช่น ระบบ
มี Single Point of Failure กล่าวคือถา้เครืÉองบริการเสียระบบจะไม่สามารถทาํงานต่อไปได้ การติดตัÊง
ระบบหรือเพิÉมเครืÉองบริการมีค่าใช ้จ่ายในการติดตัÊงทีÉสูง เป็นตน้

สถาปัตยกรรมในการส่งขอ้มูลแบบกระแสทีÉงานวจิยัฉบบันีÊ สนใจไดแ้ก่ รูปแบบการเชืÉอมทีÉมี
ลกัษณะเป็นเครือข่ายแบบเพียร์ทูเพียร์ (Peer-to-Peer network) เครือข่ายแบบเพียร์ทูเพียร์นัÊนไม่มีเครืÉอง



2

บริการ แต่ละเครืÉองในเครือข่ายมีสิทธิเท่าเทียมกนัและสามารถเป็นได้ทัÊงเครืÉองทีÉรับและส่งต่อขอ้มูล
รูปแบบการเชืÉอมต่อแบบนีÊ ทนทานต่อการเสียของฮาร์ดแวร์ นัÉนคือแมว่้าเครืÉองตน้กาํเนิดขอ้มูลเสีย
แต่ถา้มีเครืÉองในระบบบางเครืÉองทีÉได้รับขอ้มูลแลว้ เครืÉองทีÉมีขอ้มูลเหล่านัÊนสามารถส่งขอ้มูลต่อแทน
เครืÉองตน้กาํเนิดขอ้มูลได้ ทาํให้ระบบสามารถส่งขอ้มูลนัÊนต่อไปได้

เมืÉอนาํ เอา รูปแบบการเชืÉอมต่อทีÉ มีลกัษณะเป็นเครือข่ายแบบแบบเพียร์ทู เพียร์มาใช ้ ในการ
ส่งขอ้มูลแบบกระแส พบว่ามีปัญหาวจิยัทีÉ น่าสนใจหลายปัญหาเช่น ปัญหาการคน้หาขอ้มูล (Content
searching) ปัญหาการออกแบบแผนการส่งขอ้มูล (Content delivery) ปัญหาดา้นความปลอดภยั (Secu-
rity) ปัญหาการจดัการกาํหนดการ (Scheduling) ปัญหาโหนดเขา้ระบบออกระบบ (Dynamic) ปัญหา
ความเป็นธรรมในการรับส่งขอ้มูล (Fairness) ฯลฯ

ในงานวทิยานิพนธ์ฉบบันีÊ เราสนใจปัญหาทีÉสาํคญัทีÉ เกีÉยวขอ้งกบัการส่งขอ้มูลแบบกระแสบน
เครือข่ายเพียร์ทูเพียร์ 2 ปัญหาไดแ้ก่ (1) ปัญหาการวางแผนการส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทูเพียร์
และ (2) ปัญหาการออกแบบวธีิการปรับดุลภาระบนเครือข่ายเพียร์ทูเพียร์เพืÉอรองรับการคน้หาแบบช่วง

เราจะกล่าวถึงวทิยานิพนธ์ในส่วนแรกซึÉงเกีÉยวกบัปัญหาการวางแผนการส่งขอ้มูลแบบกระแส
บนเครือข่ายเพียร์ทู เพียร์ก่อน วทิยานิพนธ์ในส่วนแรกนีÊ มีจุดมุ่งหมายคือตอ้งการออกแบบแผนการ
ส่งขอ้มูลแบบกระแสทีÉ ส่งขอ้มูลจากเครืÉองตน้ทาง (Source) ไปยงัทุกเครืÉองในระบบได้รวดเร็วทีÉสุด
วทิยานิพนธ์ส่วนแรกนีÊ มีเง ืÉอนไขว่าแต่ละเครืÉองในเครือข่ายมีความสามารถในการส่งต่อขอ้มูลได้แตก
ต่างกนั

เริÉมแรกการส่งขอ้มูลแบบกระแสนัÊนใช ้การเชืÉอมต่อแบบรับ-ให้บริการ การเชืÉอมต่อแบบนีÊ
มีโครงสร้างทีÉ ง่าย นัÉนคือเครืÉองรับบริการทุกเครืÉองเชืÉอมต่อโดยตรงกบัเครืÉองบริการ แต่การเชืÉอมต่อ
แบบนีÊ ไม่สามารถรองรับเครืÉองรับบริการจาํนวนมากได้ เนืÉองจากโดยทัÉวไปแลว้เครืÉองบริการส่วนใหญ่
มีความสามารถในการให้บริการทีÉจาํกดั ในงานวจิยัในส่วนแรกเราจึงสนใจนาํเอาการเชืÉอมต่อแบบ
เครือข่ายเพียร์ทูเพียร์มาใช ้ในการส่งขอ้มูลแบบกระแส เนืÉองจากในเครือข่ายเพียร์ทูเพียร์ถา้เครืÉองตน้
ทางส่งขอ้มูลให้กบัเครืÉองในระบบจาํนวนหนึÉงแลว้ เครืÉองทีÉได้รับขอ้มูลเหล่านัÊนสามารถช่วยส่งขอ้มูล
ต่อไปยงัเครืÉองอืÉนๆ ในระบบต่อไปได้ การทีÉสามารถทาํเช่นนีÊ ได้ทาํให้มีประสิทธิภาพในการส่งขอ้มูล
มากกว่าการเชืÉอมต่อแบบเครือข่ายแบบรับ-ให้บริการ
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การส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทูเพียร์มีหลายปัจจยัทีÉตอ้งคาํนึงถึง สาํหรับปัจจยั
ในการรับส่งขอ้มูลทีÉวทิยานิพนธ์ส่วนแรกนีÊ สนใจมี 2 ปัจจยัไดแ้ก่ ปัจจยัแรกคือความล่าชา้จากเครืÉอง
บริการทีÉต ํÉา (Low delay) ซึÉงเป็นหนึÉงในเกณฑ์ทางคุณภาพทีÉนาํมาใช ้วดัคุณภาพของขอ้มูลในโปรแกรม
ประยกุต์สาํหรับถ่ายทอดสดสืÉอแบบกระแส ปัจจยัทีÉสองคือความสามารถในการส่งขอ้มูลต่อของเครืÉอง
ในระบบ เนืÉองจากแต่ละเครืÉองในเครือข่ายมีลกัษณะทีÉแตกต่างกนั ดงันัÊนการทีÉแต่ละเครืÉองมีความ
สามารถในการส่งขอ้มูลต่อไปยงัเครืÉองอืÉนจึงไม่จาํเป็นทีÉจะตอ้งเท่ากนั

จากปัจจยัความตอ้งการความล่าชา้จากเครืÉองบริการทีÉต ํÉาและแต่ละเครืÉองมีความสามารถในการ
ส่งขอ้มูลต่อทีÉต่างกนั Ren et al. (2008) ได้นิยามปัญหาการส่งขอ้มูลทีÉมีโครงสร้างแบบเมชทีÉมีความ
ล่าชา้ตํÉาทีÉสุด (Minimum Delay Mesh problem (MDM problem)) ขึÊน พวกเขาได้พิสูจน์ว่าปัญหานีÊ เป็น
ปัญหาNP-Complete และได้เสนอขัÊนตอนวธีิแบบศึกษาสาํนึก (Heuristic algorithm) นอกจากนีÊพวกเขา
ยงัได้ทาํการทดลองเพืÉอเปรียบเทียบประสิทธิภาพการทาํงานเทียบกบังานวจิยัของ Small et al. (2007)
ซึÉงเป็นงานวจิยัก่อนหนา้ทีÉใกล้เคียงกนั จากการทดลองพบว่าแผนการส่งขอ้มูลจากงานของ
Ren et al. (2008) มีความล่าชา้เฉลีÉยและความล่าชา้ทีÉมากทีÉสุดจากเครืÉองตน้ทางไปยงัโหนดใดๆ ตํÉากว่า
งานวจิยัของ Small et al. (2007) อีกทัÊงยงัพบว่าจาํนวน hop เฉลีÉยและจาํนวน hop สูงสุดมีจาํนวนนอ้ย
กว่าเช่นกนั

หลงัจากนัÊน Huang et al. (2009) ได้ศึกษากรณีพิเศษของ MDM problem ภายใต้ชืÉอ The
Minimum Delay Peer-to-Peer Streaming problem กรณีพิเศษทีÉพวกเขาสนใจคือกรณีทีÉแผนการส่ง
ขอ้มูลแบบกระแสทีÉดีทีÉสุดเป็นตน้ไม้ พวกเขาได้ตัÊงเง ืÉอนไขเกีÉยวกบัแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊน
(Uplink bandwidth) และอา้งว่าภายใต้เง ืÉอนไขดงักล่าวจะมีแผนสาํหรับการส่งขอ้มูลทีÉดีทีÉสุดเป็นตน้ไม้
หรือ เป็นโครงสร้างตน้ไม้หลายตน้มารวมกนั (อา้งไว้ในงานวจิยัของพวกเขาในหวัขอ้ทีÉ 4.2.4) พวกเขา
เสนอขัÊนตอนวธีิแบบประมาณซึÉงเป็นการปรับแก้ขัÊนตอนวธีิของ Könemann et al. (2005) ทีÉให้ผลลพัท์
เป็นแผนการส่งขอ้มูลทีÉมีความล่าชา้จากเครืÉองตน้ทางไปยงัเครืÉองใดๆ ไม่เกิน O(

√
logn) เท่าของคาํตอบ

ทีÉดีทีÉสุด

อย่างไรกต็ามเราพบว่าเง ืÉอนไขทีÉเกีÉยวกบัแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊนในงานวจิยัของ
Huang et al. (2009) นัÊนไม่จริง โดยเราจะแสดงตวัอย่างทีÉไม่จริงในส่วนการตรวจเอกสาร
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สาํหรับงานวจิยัในส่วนแรกนีÊ เราสนใจกรณีพิเศษของ MDM problem เช่นกนั แต่ เรา เสนอ
เง ืÉอนไขของปัญหาทีÉต่างออกไป เง ืÉอนไขของวทิยานิพนธ์ส่วนแรกคือ

"แบนด์วดิท์ของเส้นเชืÉอมทุกเส้นมีค่าเป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ"

เมืÉอแบนด์วดิท์ทีÉตอ้งการ (Required bandwidth) คือแบนด์วดิท์ขัÊนตํÉาทีÉทาํให้สามารถรับชมสืÉอ
แบบกระแสได้อย่างมีประสิทธิภาพ ภายใต้เง ืÉอนไขดงักล่าวเราสามารถพิสูจน์ได้ว่ามีคาํตอบทีÉดีทีÉสุด
ของ MDM problem เป็นตน้ไม้ ซึÉงเราจะพิสูจน์เง ืÉอนไขนีÊ ว่าเป็นจริงในบทตัÊง 1 ในบทผลและวจิารณ์

สาํหรับโหนด v ใดๆ ดีกรีของโหนด v คือจาํนวนครัÊ งทัÊงหมดทีÉเสน้เชืÉอมเกิดกบัโหนด v เรา
นิยามขอบเขตดีกรีของโหนด v ว่าเป็นดีกรีทีÉมากทีÉสุดทีÉเป็นไปได้ของโหนด v โดยทีÉใช ้สญัลกัษณ์ว่า Bv

เมืÉอมีคาํตอบทีÉเป็นตน้ไม้ใน MDM problem พิจารณาโหนดใดๆ จะพบว่าแบนด์วดิท์ของเสน้เชืÉอมโยง
ขึÊนและเสน้เชืÉอมโยงลง (Downlink bandwidth) สามารถพิจารณาเป็นจาํนวนเส้นเชืÉอมทีÉ เกิดกบัโหนด
นัÊนได้ ดงันัÊนเมืÉอพิจารณาโหนด u จะพบว่าดีกรีของโหนด u จะไม่เกิน Uu +1 เมืÉอ Uu แทนแบนด์วดิท์
ของเสน้เชืÉอมโยงขึÊนของโหนด u ดว้ยเหตุนีÊทาํให้เราสนใจปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเสน้ผ่าน
กลางทีÉต ํÉาทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉขอบเขตดีกรีไม่เท่ากนั โดยเส้นผ่านกลางคือความยาวของ
ระยะทางทีÉสัÊนทีÉสุดระหว่างโหนดสองโหนดใดๆ ทีÉห่างกนัทีÉสุดในตน้ไม้

ปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางทีÉต ํÉาทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉขอบเขต
ดีกรีไม่เท่ากนั (TheBoundedDegreeMinimumSpanning Tree problemwith non-uniform degree bound)
เรียกย่อว่า BDST problem with non-uniform degree bound ปัญหานีÊ กาํหนด metric length function l

บนเซตของโหนด V ทีÉมีจาํนวน n โหนดและแต่ละโหนด v จะมีขอบเขตดีกรี Bv มาให้ จุดประสงค์
ของปัญหานีÊ คือตอ้งการหาตน้ไม้ทอดขา้ม (Spanning tree) ทีÉมีเส้นผ่านกลางตํÉาทีÉสุดโดยทีÉแต่ละโหนด v

มีดีกรีในตน้ไม้ไม่เกิน Bv

ภาพทีÉ 1 แสดงตวัอย่าง instance ของปัญหา ตวัอย่างคาํตอบและตวัอย่างคาํตอบทีÉดีทีÉสุด เมืÉอ
กาํหนดให้หมายเลขภายในแต่ละโหนดคือขอบเขตดีกรีของโหนดนัÊน สมมติให้ความล่าใช ้ในการส่ง
ขอ้มูลระหว่างโหนดคู่ใดๆ เป็นหนึÉงหน่วย โดยภาพ (ก) แสดง instance ของปัญหา ภาพ (ข) แสดง
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ภาพทีÉ 1 เมืÉอหมายเลขในโหนดเป็นขอบเขตดีกรีของโหนด (ก) ตวัอย่าง instance ของปัญหา (ข)
ตวัอย่างแผนการส่งขอ้มูล (ค) ตวัอย่างแผนการส่งขอ้มูลทีÉมีความล่าชา้ตํÉาทีÉสุด

ตวัอย่างแผนการส่งขอ้มูลทีÉมีความล่าชา้ 3 หน่วย และภาพ (ค) แสดงตวัอย่างแผนการส่งขอ้มูลทีÉมีความ
ล่าชา้ตํÉาทีÉสุดซึÉงมีความล่าชา้ 2 หน่วย

เราจะลดรูป MDM problem ในกรณีทีÉแบนด์วดิท์ของเส้นเชืÉอมทุกเสน้มีค่าเป็นจาํนวนเท่าของ
แบนด์วดิท์ทีÉตอ้งการไปเป็น BDST problem with non-uniform degree bound เมืÉอกาํหนด instance ของ
MDM problem มาให้ เราจะกาํหนดดีกรีของแต่ละโหนดดงันีÊ เรากาํหนดให้ขอบเขตดีกรีของแต่ละ
โหนด v ให้มีค่าเป็น Uv +1 นัÉนคือ Bv = Uv +1 เมืÉอ Uv แทนแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊนของโหนด
v หารดว้ยแบนด์วดิท์ทีÉตอ้งการ สาํหรับโหนดรากกาํหนดให้ขอบเขตดีกรีมีค่าเป็น Ur นัÊนคือ Br = Ur

เรานาํเอาขัÊนตอนวธีิของ Könemann et al. (2005) ซึÉงจดัการปัญหานีÊ ในกรณีทีÉขอบเขตดีกรี
ของทุกโหนดไม่เกิน B และขัÊนตอนวธีิของ Frederickson et al. (1978) มาเป็นเครืÉองมือในจดัการ
BDST problem with non-uniform degree bound คาํตอบทีÉได้จะเป็นตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลาง
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(Diameter) ยาวไม่เกิน O(
√

logn) เท่าของตน้ไม้ทีÉเป็นคาํตอบทีÉดีทีÉสุด ตวัอย่างแสดงดงัรูป 1

วทิยานิพนธ์ในส่วนทีÉสองสนใจปัญหาการคน้หาแบบช่วงบนเครือข่ายเพียร์ทูเพียร์ โดยทัÉวไป
การคน้หาวตัถุในเครือข่ายจะใช ้กญุแจ (key) ซึÉงเป็นตวัแทนของวตัถุในระบบทีÉตอ้งการคน้หา สาํหรับ
การคน้หาในเครือข่ายแบบรับ-ให้บริการนัÊน เมืÉอเครืÉองรับบริการตอ้งการคน้หาวตัถุ เครืÉองรับบริการ
จะส่งคาํร้องคน้หาพร้อมกญุแจให้กบัเครืÉองบริการ จากนัÊนเครืÉองบริการจะส่งคาํตอบให้กบัเครืÉองรับ
บริการว่าวตัถุทีÉสมัพนัธ์กบักญุแจนัÊนเกบ็ไว้ตาํแหน่งใดในระบบ

เนืÉองจากในเครือข่ายเพียร์ทูเพียร์นัÊนไม่มีเครืÉองบริการ ส่วนใหญ่การคน้หาขอ้มูลจึงมีการสร้าง
โครงสร้างขอ้มูลแบบกระจายเพืÉอใช ้ในการคน้หา โครงสร้างขอ้มูลทีÉเป็นทีÉนิยมไดแ้ก่ตารางแฮชแบบ
กระจาย (Distributed hash tables (DHTs))

ตารางแฮชแบบกระจายเป็นกลุ่มของระบบแบบกระจายทีÉไม่มีเครืÉองศูนยก์ลางและเป็นระบบ
ทีÉให้บริการการคน้หาคลา้ยกบัตารางแฮช โดยทัÉวไปตารางแฮชแบบกระจายรองรับการดาํเนินการ 2
อย่างไดแ้ก่ การเกบ็ขอ้มูลและการคน้หาขอ้มูล การเกบ็ขอ้มูลจะเป็นการเกบ็คู่ลาํดบัของ (กญุแจ, ค่า)
ไว้ทีÉโหนดทีÉสอดคลอ้งกบัค่าทีÉได้จากการแฮชกญุแจ ส่วนการคน้หาจะแฮชกญุแจเพืÉอหาโหนดทีÉเกบ็คู่
ลาํดบั ทาํให้ได้ค่าจากคู่ลาํดบัทีÉโหนดนัÊนเกบ็ไว้ การใช ้ตารางแฮชแบบกระจายมีขอ้ดีคือ การแฮชทาํให้
คู่ลาํดบัของ (กญุแจ, ค่า) กระจายไปทัÉวระบบจึงทาํให้ภาระของแต่ละเครืÉองทีÉเกบ็คีย์ใกล้เคียงกนั อีก
ทัÊงใช ้เวลาในการคน้หาและเกบ็ขอ้มูลทีÉต ํÉาเป็น O(logn) ขอ้เสียคือเนืÉองจากการใช ้การแฮชนัÊนทาํลาย
คุณสมบติัทอ้งถิÉนของกญุแจ (Local properties) นัÉนคือทาํให้กญุแจทีÉลาํดบัใกล้กนั เมืÉอผ่านฟังกช์นัแฮช
แลว้ค่าแฮชทีÉได้ไม่ใกล้กนั ทาํให้การเกบ็คีย์เกบ็ไว้ต่างเครืÉองกนั สิÉงนีÊ เองทีÉทาํให้เกิดความยากสาํหรับ
โปรแกรมประยกุต์ทีÉตอ้งการใช ้การคน้หาแบบช่วง

ในวทิยานิพนธ์ส่วนทีÉสองนีÊ เราสนใจการคน้หาขอ้มูลแบบช่วงทีÉทาํงานบนปริภูมิกญุแจโดยตรง
ไม่ใช ้การแฮช เราจะนาํเอาเครืÉองมาเรียงตามลาํดบัในปริภูมิของกญุแจ (Key space) จากนัÊนแบ่งช่วง
ปริภูมิของกญุแจให้แต่ละเครืÉองรับผดิชอบ เมืÉอมีการใส่หรือลบกญุแจอาจจะทาํให้ภาระของเครืÉองนัÊน
มีความแตกต่างกบัเครืÉองอืÉนมาก จึงจาํเป็นตอ้งมีการปรับดุลภาระ (Load balancing)

Ganesan et al. (2004) ศึกษาปัญหาการปรับดุลภาระ (Load balancing) ทีÉรองรับการคน้หาแบบ
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ภาพทีÉ 2 ตวัอย่างการแบ่งช่วงกญุแจทีÉแต่ละโหนดรับผดิชอบ

ช่วง Ganesan et al. (2004) ได้ตัÊงปัญหาการปรับดุลภาระบนเครือข่ายเพียร์ทูเพียร์ไว้ดงันีÊ ระบบ
ประกอบดว้ยเซต V ของโหนด n โหนดโดยทีÉแต่ละโหนดจะเกบ็กลุ่มของกญุแจ ปริภูมิของกญุแจ (Key
space) จะถูกแบ่งออกเป็นช่วง n ช่วงดว้ยขอบเขต R0 ≤ R1 ≤ · · · ≤ Rn กาํหนดให้ Ni แทนโหนด
ลาํดบัทีÉ i ทีÉรับผดิชอบช่วง [Ri−1, Ri) สาํหรับโหนด u ใดๆ กาํหนดให้ L(u) แทนภาระ (Load) ของ
โหนด u หรือจาํนวนของกญุแจทีÉถูกเกบ็ไว้ทีÉโหนด u นอกจากนีÊ เมืÉอพิจารณาตามช่วงทีÉแต่ละโหนดรับ
ผดิชอบ ณ เวลาใดๆ กต็ามในระบบ โหนดในระบบจะมีลาํดบัซึÉงลาํดบัเหล่านีÊจะใช ้นิยามความสมัพนัธ์
ซา้ย (Left) และขวา (Right) ตวัอย่างแสดงดงัภาพทีÉ 2

เมืÉอกญุแจถูกใส่เขา้ไปในระบบหรือถูกลบออกจากระบบ โหนดทีÉรับผดิชอบช่วงของกญุแจนัÊน
จะตอ้งมีการปรับปรุงขอ้มูล หลงัจากนัÊนขัÊนตอนวธีิการปรับดุลภาระจะถูกเรียก โดยมีจุดมุ่งหมายเพืÉอ
รักษาอตัราส่วนของภาระของโหนดทีÉสูงสุดต่อภาระของโหนดทีÉต ํÉาสุดให้มีค่านอ้ย อตัราส่วนนีÊ เรียกว่า
อตัราส่วนความไม่สมดุล (Imbalance ratio)

Ganesan et al. (2004) ได้เสนอขัÊนตอนวธีิการปรับดุลภาระทีÉรองรับการคน้หาแบบช่วงบนเซต
ของโหนดทีÉเกบ็กญุแจทีÉมีการเรียงของกญุแจตามลาํดบั ซึÉงเรียกว่าขัÊนตอนวธีิ AdjustLoad ในแต่ละ
ครัÊ งทีÉ มีการเรียกขัÊนตอนวธีิ AdjustLoad ทีÉโหนดใดๆ จะมีการเรียกดูขอ้มูลแบบครอบคลุม (Global
information) ไดแ้ก่ขอ้มูลของภาระทีÉต ํÉาทีÉสุดหรือสูงทีÉสุดในระบบ เพืÉอนํามาเปรียบเทียบกบัขอ้มูลของ
ภาระของโหนดนัÊน จากนัÊนขัÊนตอนวธีิจึงจะตดัสินใจว่าจะดาํเนินการอย่างไรต่อไป

พวกเขาได้พิสูจน์ว่าขัÊนตอนวธีิ AdjustLoad รับประกนัอตัราส่วนความไม่สมดุลว่าอย่างนอ้ย
มีค่าประมาณ 4.237 อีกทัÊงค่าใช ้จ่ายในการดาํเนินการในแต่ละการดาํเนินการโดยเฉลีÉยยงัเป็นค่าคงทีÉอีก
ดว้ย
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อย่างไรกต็ามขัÊนตอนวธีิของ Ganesan et al. (2004) เป็นขัÊนตอนวธีิแบบ recursive ซึÉงมีขอ้จาํกดั
หลายประการเมืÉอนาํไปประยกุต์ใช ้งานจริง ยิÉงไปกว่านัÊนในการใส่หรือลบกญุแจหนึÉงครัÊ งตอ้งเรียกขัÊน
ตอนวธีิ AdjustLoad ให้ทาํงานกบัทุกโหนดทีÉภาระมีการเปลีÉยนแปลง ในกรณีทีÉแย่ทีÉสุดอาจจะมีการ
เรียกขัÊนตอนวธีิ AdjustLoad ให้ทาํงานกบัทุกโหนด นอกจากนีÊ ในการเรียกตวัเองแต่ละครัÊ งจะมีการ
เรียกการดาํเนินการพืÊนฐานซึÉงตอ้งการขอ้มูลแบบครอบคลุม นัÉนหมายความว่ามีการคน้หาขอ้มูลแบบ
ครอบคลุมหลายครัÊ งต่อการใส่กญุแจหรือลบกญุแจหนึÉงครัÊ ง

ในวทิยานิพนธ์ส่วนทีÉสองนีÊ เราเสนอขัÊนตอนวธีิอย่างง่ายในการปรับดุลภาระทีÉรองรับการคน้หา
แบบช่วงและไม่เป็นขัÊนตอนวธีิแบบ recursive ขัÊนตอนวธีิทีÉเสนอนีÊ ใช ้การดาํเนินการพืÊนฐานเช่นเดียว
กบังานวจิยัของ Ganesan et al. (2004) อีกทัÊงในการใส่กญุแจหรือลบกญุแจการดาํเนินการเหล่านีÊ จะ
ถูกเรียกใช ้งานไม่เกินหนึÉงครัÊ ง นัÉนหมายความว่าขัÊนตอนวธีิทีÉเราเสนอนัÊนจะมีการเรียกดูขอ้มูลแบบ
ครอบคลุมไม่เกินหนึÉงครัÊ งต่อการใส่กญุแจหรือลบกญุแจ

เราศึกษาการปรับดุลภาระในกรณีทีÉ มีแต่การใส่กญุแจเพียงอย่างเดียวและกรณีทีÉ มีทัÊงการใส่
กญุแจและลบกญุแจ ในกรณีทีÉมีแต่การใส่กญุแจอย่างเดียว เราแสดงว่าขัÊนตอนวธีิทีÉเสนอนัÊนมีอตัราส่วน
ความไม่สมดุลจะมีค่าไม่เกิน 7.464 โดยใช ้ค่าใช ้จ่ายถวัเฉลีÉยในแต่ละการดาํเนินการเป็นค่าคงทีÉ ส่วน
ในกรณีทีÉมีทัÊงการใส่กญุแจและลบกญุแจ เราแสดงว่าขัÊนตอนวธีิทีÉเสนอนัÊนมีอตัราส่วนความไม่สมดุล
จะมีค่าไม่เกิน 7.464 เช่นกนัโดยใช ้ค่าใช ้จ่ายถวัเฉลีÉยในแต่ละการดาํเนินการเป็นค่าคงทีÉ



วตัถุประสงค์

1. เพืÉอแก้ปัญหาการวางแผนการส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทูเพียร์ โดยมีเง ืÉอนไขว่า
แต่ละเครืÉองในเครือข่ายมีความสามารถในการส่งต่อขอ้มูลได้แตกต่างกนั

2. เพืÉอแก้ปัญหาการออกแบบวธีิการปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์ทีÉรองรับการคน้หา
แบบช่วง

ขอบเขตของงานวจิัย

1. ศึกษาปัญหาการวางแผนการส่งขอ้มูลแบบกระแสในเครือข่ายเพียร์ทูเพียร์ โดยมีเง ืÉอนไขว่า
แต่ละเครืÉองในเครือข่ายมีความสามารถในการส่งต่อขอ้มูลได้แตกต่างกนั โดยทาํการวจิยัเฉพาะดา้น
ทฤษฎี

2. สาํหรับปัญหาการวางแผนการส่งขอ้มูลแบบกระแสในเครือข่ายเพียร์ทูเพียร์ โดยมีเง ืÉอนไข
ว่าแต่ละเครืÉองในเครือข่ายมีความสามารถในการส่งต่อขอ้มูลได้แตกต่างกนั เราสนใจกรณีทีÉแบนด์วดิท์
ของเสน้เชืÉอมทุกเสน้เป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ

3. ศึกษาปัญหาการปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์ทีÉรองรับการคน้หาแบบช่วง โดยทาํการ
วจิยัเฉพาะดา้นทฤษฎี

4. สาํหรับปัญหาการปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์ทีÉรองรับการคน้หาแบบช่วง เราสนใจ
การเพิÉมและลบคีย์ทีÉเป็นแบบลาํดบั ไม่พิจารณากรณีทีÉเพิÉมหรือลบคีย์พร้อมกนั

5. สาํหรับปัญหาการปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์ทีÉรองรับการคน้หาแบบช่วง เราจะ
สมมติว่าจาํนวนโหนดในระบบคงทีÉตลอดการทาํงาน



การตรวจเอกสาร

ในส่วนนีÊ เราจะตรวจเอกสารทีÉ เกีÉยวขอ้งไดแ้ก่ เครือข่ายเพียร์ทูเพียร์ ปัญหาการส่งขอ้มูลแบบ
กระแส ปัญหาทีÉเกีÉยวขอ้งกบัการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางทีÉต ํÉาทีÉสุดและดีกรีมีขอบเขตและ
ปัญหาของพนกังานขาย k คน หวัขอ้ดงักล่าวเกีÉยวขอ้งกบังานวจิยัการวางแผนการส่งขอ้มูลแบบกระแส
บนเครือข่ายเพียร์ทูเพียร์ จากนัÊนเราจะตรวจเอกสารทีÉเกีÉยวขอ้งซึÉงเกีÉยวกบังานวจิยัการคน้หาแบบช่วง
บนเครือข่ายเพียร์ทูเพียร์ไดแ้ก่ ปัญหาการคน้หาแบบช่วง การปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์ทีÉ
รองรับการคน้หาแบบช่วงและขัÊนตอนวธีิของ Ganesan et al. (2004)

เครือข่ายเพยีร์ทูเพยีร์

เครือ ข่าย เพียร์ทู เพียร์ (Peer-to-Peer network) เป็น เครือข่ายการติดต่อสืÉอสาร รูปแบบหนึÉง ทีÉ
เครืÉองคอมพิวเตอร์แต่ละเครืÉองมีสิทธิเท่าเทียมกนั นัÉนคือเครืÉองคอมพิวเตอร์แต่ละเครืÉองนัÊนสามารถ
รับขอ้มูลและส่งต่อขอ้มูลได้ เครือข่ายเพียร์ทูเพียร์เป็นเครือข่ายทีÉแตกต่างกบัเครือข่ายรับ-ให้บริการ
(Client-Server network) ทีÉ เมืÉอเครืÉองรับบริการตอ้งการขอ้มูลจะตอ้งติดต่อกบัเครืÉองบริการเพียงอย่าง
เดียว สาํหรับโปรแกรมประยกุต์ทีÉทาํงานโดยใช ้เครือข่ายเพียร์ทูเพียร์ทีÉได้รับความนิยมตวัอย่างเช่น
โปรแกรมประยกุต์สาํหรับการแชร์ไฟล์ (File sharing) เช่นBitTorrent, eDonkey เป็นตน้ โปรแกรมประยกุต์
สาํหรับโทรศพัท์ผ่านทางอินเทอร์เน็ต (Internet phone) เช่น Skype เป็นตน้ และโปรแกรมประยกุต์สาํหรับ
ชมสืÉอแบบกระแส (Live streaming) เช่น Sopcast, CoolStreaming เป็นตน้

เนืÉองจากเครือข่ายเพียร์ทู เพียร์นัÊนไม่มีเครืÉองบริการ การคน้หาขอ้มูลส่วนใหญ่จึงมีการสร้าง
โครงสร้างขอ้มูล เพืÉอ ช่วยในการคน้หา สาํหรับโครงสร้างขอ้มูลทีÉ เป็นทีÉ นิยมไดแ้ก่ตารางแฮชแบบ
กระจาย (Distributed hash tables (DHTs))

ตารางแฮชแบบกระจายเป็นกลุ่มของระบบแบบกระจายทีÉไม่มีเครืÉองศูนยก์ลางและเป็นระบบทีÉ
ให้บริการการคน้หาคลา้ยกบัตารางแฮช โดยทัÉวไปตารางแฮชแบบกระจายรองรับการดาํเนินการพืÊน
ฐาน 2 อย่างไดแ้ก่ การเกบ็ขอ้มูลและการคน้หาขอ้มูล ภาพทีÉ 4 แสดงตวัอย่างการทาํงานของตารางแฮช
แบบกระจาย โดยอธิบายได้ดงันีÊ เครืÉองแต่ละเครืÉองจะมีกญุแจทีÉสอดคลอ้งกนัอยู่ซึÉงใช ้เป็นตวัแทนของ
เครืÉองนัÊน ตวัอย่างเช่นเมืÉอเครืÉอง B จะเขา้ใช ้งานระบบ เครืÉอง B จะนาํเอากญุแจทีÉสอดคลอ้งนัÊนมาผ่าน
แฮชฟังกช์นั สมมติว่าได้ค่าเป็น H(B) จากนัÊนจะเขา้ใช ้งานระบบดว้ยคาํสัÉง Join(H(B)) สาํหรับวตัถุใดๆ
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ภาพทีÉ 3 ตวัอย่างเครือข่าย (ก) เครือข่ายรับ-ให้บริการและ (ข) เครือข่ายเพียร์ทูเพียร์

ก็เช่นกนัจะมีกญุแจทีÉสอดคลอ้งกนัอยู่ ตวัอย่างเช่นเมืÉอตอ้งการเกบ็ค่าของวตัถุ A เริÉมตน้วตัถุ A จะนาํ
เอากญุแจทีÉสอดคลอ้งกนัไปผ่านแฮชฟังกช์นั สมมติว่าได้ค่าเป็น H(A) จากนัÊนการใส่วตัถุ A เขา้ไปใน
ระบบขะใช ้คาํสัÉง Insert(H(A), val(A)) โดยทีÉคู่ลาํดบั (H(A), val(A)) จะถูกเกบ็ไว้ทีÉโหนด X ทีÉมีค่า H(X)
ทีÉมีค่าใกล้กบัค่า H(A) ในการคน้หาวตัถุ A จะใช ้คาํสัÉง Lookup(H(A)) เพืÉอคน้หาโหนด X ทีÉมีค่า H(X)
ใกล้กบัค่า H(A) สุดทา้ยจะได้ค่า val(A)

การใช ้ตารางแฮชแบบกระจายมีขอ้ดีคือ การแฮชทาํให้คู่ลาํดบั (H(A), val(A)) ใดๆ มีการกระ
จายไปทัÉวระบบทาํให้ปริมาณของกญุแจทีÉแต่ละโหนดนัÊนเกบ็ไว้หรือเรียกอีกอย่างว่าภาระของแต่ละ
โหนดมีปริมาณทีÉ ใกล้ เคียงกนั นอกจากนีÊ การใช ้ตารางแฮชแบบกระจายยงัทาํให้ระบบรองรับการ
ปรับขนาดได้และมีความคงทนต่อการเสียของโหนด อีกทัÊงใช ้เวลาในการคน้หาขอ้มูลตํÉาเป็น O(logn)

ตวัอย่างงานวจิยัทีÉเกีÉยวกบัตารางแฮชแบบกระจายเช่นKademlia จากงานของMaymounkov andMazières
(2002), CAN จากงานของ Ratnasamy et al. (2001), Pastry จากงานของ Rowstron and Druschel (2001),
Chord จากงานของ Stoica et al. (2003) และ Tapestry จากงานของ Zhao et al. (2004)
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ภาพทีÉ 4 ตวัอย่างการทาํงานของตารางแฮชแบบกระจาย

ปัญหาการออกแบบแผนการส่งข้อมูลแบบกระแส

การส่งขอ้มูลแบบกระแส (Media streaming) ในเครือข่ายเพียร์ทูเพียร์เป็นหวัขอ้งานวจิยัทีÉได้รับ
ความสนใจเป็นอย่างมาก จุดประสงค์หลกัของงานวจิยัทางดา้นนีÊ คือการออกแบบวธีิการส่งสืÉอแบบ
กระแสทีÉมีคุณภาพสูงไปให้กบัผู ้ใช ้งานจาํนวนมาก สาํหรับวทิยานิพนธ์นีÊ หนึÉงในเง ืÉอนไขสาํหรับการ
การส่งขอ้มูลแบบกระแสในเครือข่ายเพียร์ทูเพียร์ทีÉเราสนใจคือความล่าชา้ (Delay) ในการส่งขอ้มูลจาก
เครืÉองตน้ทางไปยงัทุกเครืÉองทีÉต ํÉาทีÉสุด ทัÊงนีÊ ความล่าชา้เป็นหนึÉงในเกณฑ์ทีÉนาํมาใช ้วดัคุณภาพของ
โปรแกรมประยกุต์แบบเวลาจริง (Real-Time applications) เพราะว่าความล่าชา้ทาํให้การโตต้อบมีปัญหา

ปัญหาการส่งขอ้มูลในเครือข่าย เพียร์ทู เพียร์ ทีÉ มีความล่าชา้ ทีÉ ต ํÉา ทีÉสุดนัÊน มีการศึกษาคน้ควา้
มากมาย หลายงานวจิยัเสนอการใช ้โครงสร้างในการส่งขอ้มูลแบบต่างๆ เพืÉอทีÉจะทาํให้การส่งขอ้มูลมี
ความล่าชา้ทีÉต ํÉา ตวัอย่างการใช ้โครงสร้างตน้ไม้ตน้เดียวในการส่งขอ้มูลพบในงานวจิยั
Deshpande et al. (2002) และ Tran et al. (2006) เป็นตน้ การใช ้โครงสร้างตน้ไม้หลายตน้ในการส่ง
ขอ้มูลซึÉงเป็นการสร้างโครงสร้างตน้ไม้แบบตน้เดียวหลายๆ แบบ โดยมีเง ืÉอนไขว่าเครืÉองรับบริการแต่ละ
เครืÉองจะตอ้งเป็นโหนดภายในของตน้ไม้อย่างนอ้ยหนึÉงตน้จากหลายๆ ตน้ พบในงานวจิยั
Padmanabhan et al. (2002), Castro et al. (2003), Venkataraman et al. (2006) และ Liao et al. (2007)
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เป็นตน้ นอกจากนีÊยงัมีการใช ้โครงสร้างอืÉนๆ ในการส่งขอ้มูลเช่น Jiang et al. (2003) เป็นการส่งขอ้มูล
บนโครงสร้างของเครือข่ายแบบ Gnutella , Zhang et al. (2005) เป็นการรับส่งขอ้มูลโดยทีÉจะเลือกรับ
ขอ้มูลจากโหนดใกล้เคียงทีÉทาํการเลือกไว้ก่อน โดยใช ้โพรโทคอลแบบ Gossip-Based เป็นตน้

นอกจากนีÊ ยงัมีงานวจิยัหลายฉบบัทีÉมีขอ้สมมติฐานเกีÉยวกบัสภาพแวดลอ้มว่าสภาพแวดลอ้มทีÉ
ศึกษามีลกัษณะเหมือนกนั (Homogeneous environments) เช่น Nguyen and Cheung. (2005),
Zhou et al. (2007) เป็นตน้ แต่ทว่าขอ้สมมติฐานเช่นนีÊไม่เป็นจริงในเครือข่ายจริง เนืÉองจากในเครือข่าย
จริงแต่ละเครืÉองส่วนใหญ่มีลกัษณะแตกต่างกนั โดยเฉพาะอย่างยิÉงความสามารถในการส่งต่อขอ้มูลไป
ยงัเครืÉองอืÉนมกัแตกต่างกนั ดงันัÊนในวทิยานิพนธ์ฉบบันีÊ เราจึงมีเง ืÉอนไขอีกอย่างทีÉสนใจคือสิÉงแวดลอ้ม
ทีÉศึกษามีลกัษณะไม่เหมือนกนั (Heterogeneous environments) เมืÉอกล่าวอย่างเจาะจงคือวทิยานิพนธ์
ฉบบันีÊสนใจเครือข่ายทีÉแต่ละโหนดมีแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊน (Uplink bandwidth) ทีÉแตกต่างกนั

ในวทิยานิพนธ์ส่วนแรกเราสนใจกรณีเฉพาะกรณีหนึÉงของปัญหาการส่งขอ้มูลทีÉ มีโครงสร้าง
แบบเมชทีÉมีความล่าชา้ตํÉาทีÉสุด (Minimum Delay Mesh problem) ซึÉงเรียกย่อว่า MDM problem ทัÊงนีÊ
MDM problem เป็นปัญหาการออกแบบแผนการส่งขอ้มูลแบบกระแสทีÉได้ รับความสนใจมากปัญหา
หนึÉง เริÉมตน้ Ren et al. (2008) ได้นิยาม MDM problem ดงันีÊ

ใน MDM problem มีการนิยามส่วนประกอบ 3 ส่วน ส่วนแรกเป็นการนิยามเครือข่าย พิจารณา
เครือข่ายเป็นโครงข่ายซอ้นทบั (Overlay network) ซึÉงโมเดลเป็นกราฟบริบูรณ์แบบมีทิศทาง (Complete
directed graph) G = (V,E) โดยทีÉ V เป็นเซตของเพียร์และ E เป็นเซตของเสน้เชืÉอมของโครงข่ายซอ้น
ทบั เสน้เชืÉอม (u, v) แต่ละเส้นจะมีค่าใช ้จ่าย ℓ(u, v) ทีÉสอดคลอ้งกบัความล่าชา้ในการส่งขอ้มูลจาก
โหนด u ไปยงัโหนด v ในเครือข่าย สาํหรับความล่าชา้ของเส้นทาง P คือผลรวมของความล่าชา้ของ
แต่ละเสน้เชืÉอมในเสน้ทาง P ซึÉงมีค่าเป็น∑(u,v)∈P ℓ(u, v)

ส่วนทีÉสองเป็นการนิยามความตอ้งการแบนด์วดิท์ เนืÉองจากเครือข่ายเพียร์ทูเพียร์ แต่ละโหนด
สามารถส่งขอ้มูลต่อให้กบัโหนดอืÉนๆ ได้ สาํหรับแต่ละโหนด u จะกาํหนดให้ Uu แทนแบนด์วดิท์ของ
เสน้เชืÉอมโยงขึÊน (Uplink bandwidth) ของโหนด u ให้หน่วย (Unit) แทนขนาดของแพค็แกจ (Package)
ทีÉ เลก็ทีÉสุดในโปรแกรมประยกุต์ทีÉ ส่งขอ้มูลแบบกระแส ให้ s เป็นอตัราในการส่งขอ้มูลแบบกระแส
สมมติว่ามีเครืÉองตน้ทาง r ∈ V ทีÉตอ้งการส่งขอ้มูลเพียงเครืÉองเดียว เง ืÉอนไขความตอ้งการแบนด์วดิท์
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ไดแ้ก่ r จะส่งขอ้มูลดว้ยอตัรา s หน่วยต่อวนิาที และแต่ละเพียร์ตอ้งการรับขอ้มูลอย่างนอ้ย s หน่วยต่อ
วนิาที

ส่วนทีÉสามเป็นการนิยามแผนการส่งขอ้มูลแบบกระแส (Streaming scheme) แผนการส่งขอ้มูล
แบบกระแสเป็นการอธิบายว่าขอ้มูลแบบกระแสจะถูกส่งให้แต่ละเพียร์จากเครืÉองตน้ทางได้อย่างไร
แผนการส่งนีÊ จะระบุเซตของโหนดพ่อ Pu ของแต่ละเพียร์ u นัÉนคือจะระบุว่าโหนดใดบา้งทีÉ ส่งส่วน
ของขอ้มูลแบบกระแสให้กบัโหนด u นอกจากนีÊยงัระบุปริมาณทีÉส่งอีกดว้ย โดยกาํหนดให้ su(v) แทน
ปริมาณของแบนด์วดิท์ของขอ้มูลแบบกระแสทีÉโหนด u รับมาจากโหนด v อย่างไรกต็ามแผนการส่ง
ขอ้มูลแบบกระแสนัÊนแต่ละโหนดทีÉส่งขอ้มูลจะส่งได้ไม่เกินแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊน นัÉนคือ
เมืÉอพิจารณาโหนดพ่อ v แต่ละโหนดนัÊนมีเง ืÉอนไขว่า∑u:Pu∋v su(v) ≤ Uv อีกทัÊงความสมัพนัธ์พ่อลูก
ทีÉถูกนิยามโดย Pu สาํหรับทุกโหนด u ∈ V จะตอ้งไม่เป็นวฏัจกัร (Cycle)

จุดประสงค์ของ MDM problem เป็นการหาแผนการส่งขอ้มูลแบบกระแสทีÉคาํนึงถึงเง ืÉอนไข
แบนด์วดิท์ของเส้นเชืÉอมโยงขึÊนของทุกโหนดขณะเดียวกนัตอ้งการให้ความล่าชา้ทีÉมากทีÉสุดจากเครืÉองตน้
ทางไปยงัโหนดใดๆ มีค่าตํÉาทีÉสุด

Ren et al. (2008) ได้พิสูจน์ว่าปัญหานีÊ เป็นปัญหา NP-Complete และได้เสนอขัÊนตอนวธีิแบบ
ศึกษาสาํนึก (Heuristic algorithm) พวกเขานิยาม Pi(j) ว่าเป็นอตัราส่วนทีÉโหนด j ให้แบนด์วดิท์บริการ
กบัโหนด i หารดว้ยความล่าชา้จากโหนด j ไปโหนด i ขัÊนตอนวธีิของพวกเขาทาํงานดงันีÊ เริÉมตน้
แต่ละโหนดจะถูกเรียงตามค่าแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊนจากมากไปนอ้ย จากนัÊนโหนดจะถูกเพิÉม
เขา้ไปในระบบตามลาํดบันีÊ เมืÉอโหนด i ถูกเพิÉมเขา้ไปในระบบ ขัÊนตอนวธีิจะเลือกโหนด j ทีÉมี Pi(j) ทีÉ
มากทีÉสุด จากนัÊนเชืÉอมโหนด i ต่อกบัโหนด j ถา้โหนด i ยงัรับขอ้มูลไม่ถึง s หน่วย ขัÊนตอนวธีิจะ
หาโหนดใหม่ k ทีÉมี Pi(k) มากทีÉสุดเพืÉอเชืÉอมต่อกบัโหนด i ขัÊนตอนวธีิจะเชืÉอมต่อโหนดใหม่กบัโหนด
i จนกระทัÉงได้รับขอ้มูลครบ s หน่วย จากนัÊนขัÊนตอนวธีิจะเพิÉมโหนดถดัไปเขา้สู่ระบบ ทาํเช่นนีÊ จน
ครบทุกโหนด

นอกจากนีÊพวกเขายงัได้ทาํการทดลองเพืÉอเปรียบเทียบประสิทธิภาพการทาํงานเทียบกบั วธีิการ
เพิÉมโหนดใหม่โดยเชืÉอมเขา้กบัโหนดในระบบทีÉใกล้ทีÉสุดและเปรียบเทียบกบังานวจิยั Outreach ของ
Small et al. (2007) จากการทดลองพบว่าผลลพัธ์ทีÉได้มีความล่าชา้เฉลีÉยและความล่าชา้ทีÉมากทีÉสุดไป
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ยงัโหนดใดๆ ตํÉากว่า 2 วธีิทีÉนาํมาเปรียบเทียบ อีกทัÊงพบว่าจาํนวน hop เฉลีÉยและจาํนวน hop สูงสุดมีจาํ
นวนตํÉากว่าเช่นกนั

Huang et al. (2009) ได้ศึกษากรณีพิเศษกรณีหนึÉงของ MDM problem ในอีกชืÉอหนึÉงคือปัญหา
การส่งขอ้มูลแบบกระแสในเครือข่ายเพียร์ทูเพียร์ทีมีความล่าชา้ตํÉาทีÉสุด (The Minimum Delay Peer-to-
Peer streaming problem) ทัÊงนีÊ พวกเขาได้อา้งว่าคาํตอบทีÉดีทีÉสุดในกรณีพิเศษนีÊ จะเป็นตน้ไม้ พวก
เขาใช ้เทคนิคในการแก้ปัญหาคลา้ยกบัวธีิทีÉวทิยานิพนธ์นีÊ นาํเสนอ นัÉนคือการแปลงปัญหาให้อยู่ ในรูป
ของปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางตํÉาทีÉสุดและดีกรีมีขอบเขตและใช ้ขัÊนตอนวธีิของ
Könemann et al. (2005) ทีÉปรับปรุงแลว้มาแก้ปัญหา ขัÊนตอนวธีิทีÉพวกเขาเสนอนัÊนให้ผลลพัธ์ทีÉมีความ
ล่าชา้ไม่เกิน O(

√
logn) เท่าของคาํตอบทีÉดีทีÉสุด

เมืÉอกาํหนดให้ s คือปริมาณแบนด์วดิท์ทีÉตอ้งการ Huang et al. (2009) ได้ตัÊงเง ืÉอนไขสาํหรับ
ปัญหาการส่งขอ้มูลแบบกระแสในเครือข่ายเพียร์ทูเพียร์ทีÉมีความล่าชา้ตํÉาทีÉสุดว่า

1. โหนดจาํนวนอย่างนอ้ยครึÉ งหนึÉงมีแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊนอย่างนอ้ย 2s หน่วยต่อวนิาที

2. ทุกโหนดจะตอ้งมีแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊนมากกว่าหรือเท่ากบั 1 หน่วยต่อวนิาที

Huang et al. (2009) ได้อา้งว่าภายใต้เง ืÉอนไขดงักล่าวนีÊ จะมีแผนสาํหรับการส่งขอ้มูลทีÉดีทีÉสุด
เป็นตน้ไม้ในกรณีทีÉ s = 1 หรือ เป็นตน้ไม้หลายตน้มารวมกนัในกรณี s > 1 โดย Huang et al. (2009)
อา้งไว้ในงานของพวกเขาในหวัขอ้ทีÉ 4.2.4

เราพบว่าเง ืÉอนไขทีÉ Huang et al. (2009) ได้อา้งไว้ไม่เพียงพอต่อการรับประกนัว่าแผนสาํหรับ
การส่งขอ้มูลทีÉดีทีÉสุดเป็นตน้ไม้ เราจะแสดงโดยการยกตวัอย่างทีÉขดัแยง้กบัเง ืÉอนไขเหล่านีÊ พิจารณา
เครือข่ายทีÉ มี 8 โหนดโดยทีÉแต่ละโหนดมีแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊน 2.5 หน่วยต่อวนิาที และ
กาํหนดให้แบนด์วดิท์ทีÉตอ้งการมีค่าเป็น 1 หน่วยต่อวนิาที (s = 1) และให้เส้นเชืÉอมแต่ละเส้นมีความ
ล่าชา้ 1 หน่วย ดว้ยการกาํหนดค่าต่างๆ ดงัทีÉกล่าวมาเราพบว่า ตน้ไม้ใดๆ จะมีความล่าชา้ทีÉต ํÉาทีÉสุดมีค่า
เป็น 3 หน่วย แต่เครือข่ายแบบเมชจะมีความล่าชา้ทีÉต ํÉาทีÉสุดมีค่าเป็น 2 หน่วย ตวัอย่างดงักล่าวขดัแยง้
กบัทีÉ Huang et al. (2009) ได้อา้งไว้ว่าจะมีแผนสาํหรับการส่งขอ้มูลทีÉดีทีÉสุดเป็นตน้ไม้ เราได้แสดง
ตวัอย่างดงัภาพทีÉ 5
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ภาพทีÉ 5 ตวัอย่างทีÉขดัแยง้กบัเง ืÉอนไขของ Huang et al. (2009) (ก) เครือข่ายแบบเมชซึÉงมีความล่าชา้ 2
หน่วย และ (ข) เครือข่ายแบบตน้ไม้ ซึÉงมีความล่าชา้ 3 หน่วย

ปัญหาทีÉเกีÉยวข้องกบัการสร้างต้นไม้ทอดข้ามทีÉมีเส้นผ่านกลางทีÉตํÉาทีÉสุดและดกีรีมีขอบเขต

Shi et al. (2001) ได้นิยามปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางทีÉต ํÉาทีÉสุดและดีกรี
มีขอบเขตในกรณีทีÉขอบเขตดีกรีไม่เท่ากนั (The Bounded Degree Minimum Spanning Tree problem
with non-uniform degree bound) ปัญหานีÊ เรียกย่อว่า BDST problem with non-uniform degree bound
ปัญหานีÊกาํหนด metric length function l บนเซตของโหนด V ทีÉมีจาํนวน n โหนดและแต่ละโหนด v จะ
มีขอบเขตดีกรี Bv มาให้ จุดประสงค์ของปัญหานีÊ คือตอ้งการหาตน้ไม้ทอดขา้ม (Spanning tree) ทีÉมีเส้น
ผ่านกลาง (Diameter) ตํÉาทีÉสุดโดยทีÉแต่ละโหนด v มีดีกรีในตน้ไม้ไม่เกิน Bv เมืÉอเสน้ผ่านกลางคือความ
ยาวของระยะทางทีÉสัÊนทีÉสุดระหว่างโหนดสองโหนดใดๆ ทีÉห่างกนัทีÉสุดในตน้ไม้

Shi et al. (2001) ได้เสนอขัÊนตอนวธีิแบบศึกษาสาํนึกสาํหรับ BDST problem with non-uniform
degree bound ในปัญหานีÊขอบเขตดีกรีของแต่ละโหนดมีค่าแตกต่างกนัได้ พวกเขาได้พิสูจน์ว่าปัญหา
นีÊ เป็นปัญหา NP-Complete และได้เสนอขัÊนตอนวธีิเชงิละโมบ (Greedy algorithm) ทีÉทาํงานคลา้ยกบั
Prim's MST algorithm เริÉมตน้กาํหนดให้โหนดราก r หนึÉงโหนดอยู่ ในตน้ไม้ T จากนัÊนเพิÉมโหนด
ใหม่ u เขา้เชืÉอมต่อกบัโหนดทีÉอยู่ ในตน้ไม้ T ขัÊนตอนวธีิจะเลือกโหนดทีÉมีดีกรีทีÉยงัไม่ถูกใช ้และเมืÉอ
เชืÉอมกบัโหนด u แลว้ทาํให้ระยะทางจากโหนด u ไปยงัโหนดใดๆ ใน T สัÊนทีÉสุด Shi et al. (2001)
ได้พิสูจน์ว่าผลลพัท์ทีÉได้จากขัÊนตอนวธีิเป็นตน้ไม้ทอดขา้มทีÉมีเสน้ผ่านกลางไม่เกิน O(2ϵ logdmin dmax)
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เท่าของตน้ไม้ทีÉดีทีÉสุด เมืÉอ ϵ คือนํÊาหนกัของเส้นเชืÉอมทีÉมากทีÉสุด dmin และ dmax แทนดีกรีของโหนดทีÉ
นอ้ยทีÉสุดและมากทีÉสุดตามลาํดบั

Könemann et al. (2005) ได้เสนอขัÊนตอนวธีิแบบประมาณสาํหรับปัญหาการสร้างตน้ไม้ทอด
ขา้มทีÉมีเส้นผ่านกลางตํÉาทีÉสุดและดีกรีมีขอบเขต ในกรณีทีÉแต่ละโหนดมีขอบเขตดีกรีจาํกดัดว้ยค่า B ค่า
เดียวกนัทุกโหนด ต่อไปเราจะเรียกว่าขัÊนตอนวธีิ KLS เริÉมตน้ขัÊนตอนวธีิ KLS จะทาํการแบ่งกราฟออก
เป็นกลุ่มย่อยๆ ซึÉงภายในแต่ละกลุ่มมีเสน้ผ่านกลางตํÉา แลว้สร้างตน้ไม้ทีÉเป็นแกนหลกัเชืÉอมทีÉระหว่าง
กลุ่มย่อย จากนัÊนในแต่ละกลุ่มย่อยจะสร้าง Balanced (B − 1)-ary tree ขัÊนตอนวธีิ KLS ให้ผลลพัธ์
เป็นตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางไม่เกิน O(

√
logn) เท่าของตน้ไม้ทีÉดีทีÉสุด เมืÉอ B มีค่ามากกว่าหรือ

เท่ากบั 3

นอกจากนีÊ Ravi (1994) ได้ศึกษาปัญหาทีÉใกล้เคียงกนัทีÉมีช ืÉอว่าปัญหาเวลาในการแพร่สญัญาณทีÉ
ต ํÉาทีÉสุด (TheMinimumBroadcast Time problem) ปัญหานีÊกาํหนดกราฟทีÉเช ืÉอมกนัแบบไม่มีทิศทางและ
โหนดราก (Root node) มาให้ จุดมุ่งหมายของปัญหานีÊ คือตอ้งการออกแบบแผนการส่งขอ้มูล (Scheme)
สาํหรับการแพร่สญัญาณทีÉใช ้เวลาในการแพร่สญัญาณไปยงัทุกโหนดตํÉาทีÉสุด การทาํงานจะทาํงานเป็น
รอบ ในแต่ละรอบการทาํงานแต่ละโหนดทีÉได้รับขอ้มูลแลว้จะถูกอนุญาติให้ส่งขอ้มูลให้กบัโหนดอืÉนทีÉ
ติดกนัได้รอบละหนึÉงโหนดเท่านัÊน จุดทีÉแตกต่างกนัของปัญหานีÊกบัปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมี
เสน้ผ่านกลางตํÉาทีÉสุดและดีกรีมีขอบเขตคือ ปัญหานีÊพิจารณากรณีทีÉเส้นเชืÉอมทีÉเป็นไปได้ไม่จาํเป็นตอ้ง
เป็นเมตริก (Non-metric case) แต่ว่าปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเสน้ผ่านกลางตํÉาทีÉสุดและดีกรีมี
ขอบเขตพิจารณากรณีทีÉเสน้เชืÉอมทีÉเป็นไปได้เป็นเมตริก (Metric case) Ravi ได้เสนอขัÊนตอนวธีิแบบ
ประมาณสาํหรับปัญหาเวลาในการแพร่สญัญาณทีÉต ํÉาทีÉสุดทีÉได้อตัราส่วนต่อวธีิทีÉดีทีÉสุดเป็น O( log2 n

log log n )

ต่อมา Elkin and Kortsarz (2006) ได้พฒันาขัÊนตอนวธีิทีÉได้อตัราส่วนทีÉดีขึÊนเป็น O( log n
log log n )

ปัญหาการเดนิทางของพนักงานขาย k คน

ปัญหานีÊกาํหนดกราฟบริบูรณ์แบบไม่มีทิศทาง(Undirected complete graph) G = (V,E) โหนด
เริÉมตน้ r ∈ V และฟังกช์นัค่าใช ้จ่ายทีÉไม่เป็นค่าลบบนแต่ละเส้นเชืÉอม e ทีÉสอดคลอ้งกบัอสมการอิง
รูปสามเหลีÉยม (Triangle inequality) มาให้ ปัญหาการเดินทางของพนกังานขาย k คน The k-Traveling
Salesperson Problem คือการหาหมู่ (Collection) ของทวัร์ย่อย (Subtour) k ทวัร์ทีÉแต่ละทวัร์ย่อยประกอบ
ดว้ยโหนดเริÉมตน้ r และแต่ละโหนดจะอยู่ ในทวัร์ย่อยอย่างนอ้ยหนึÉงทวัร์ ความยาวของ k-ทวัร์ถูกนิยาม
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ดว้ยความยาวทีÉมากทีÉสุดท่ามกลาง k ทวัร์ย่อยนีÊ สาํหรับ k-ทวัร์ทีÉดีทีÉสุดคือ k-ทวัร์ทีÉมีความยาวนอ้ยทีÉสุด

Frederickson et al. (1978) ได้เสนอขัÊนตอนวธีิสาํหรับแก้ปัญหานีÊ ซึÉงต่อไปเราจะเรียกว่าขัÊน
ตอนวธีิ FHK เริÉมตน้ขัÊนตอนวธีิ FHK จะทาํการหาทวัร์ R = (r = v1, v2, . . . , vn, v1) ทีÉผ่านทุกโหนด
โดยมีโหนด v1 เป็นโหนดเริÉมตน้ ให้ c แทนค่าใช ้จ่ายทีÉไม่เป็นค่าลบบนแต่ละเสน้เชืÉอม e ทีÉสอดคลอ้ง
กบัอสมการอิงรูปสามเหลีÉยม สมมติว่าทวัร์ R มีค่าใช ้จ่ายเป็น c(R) = L จากนัÊนแต่ละ j ทีÉ 1 ≤ j < k

ให้ท่องไปตามทวัร์ R จนเจอโหนดสุดทา้ย vl(j) ทีÉมีค่าใช ้จ่ายของเสน้ทางเริÉมจากโหนด r ไปยงัโหนด
vl(j) ตามทวัร์ R ไม่เกิน j/k(L− 2Cmax) +Cmax เมืÉอ Cmax แทนดว้ยmax1≤i≤nc(v1, vi) จากนัÊนเชืÉอม
แต่ละ vl(j) และ vl(j)+1 กบั v1 จะได้ k-ทวัร์ทีÉมาจาก k ทวัร์ย่อยดงันีÊ R1 = v1, . . . , vl(1), v1,

R2 = v1, vl(1)+1, . . . , vl(2), v1, · · · , Rk = v1, vl(k−1)+1, . . . , vn), v1 ตวัอย่างดงัภาพทีÉ 6

เมืÉอกาํหนดให้ Ck แทนค่าใช ้จ่ายของทวัร์ย่อยทีÉมากทีÉสุดทีÉได้จากขัÊนตอนวธีิ FHK บนโหนด
เซต V ของกราฟ G ทีÉมีโหนดราก r กาํหนดให้ C∗

k แทนค่าใช ้จ่ายของทวัร์ย่อยทีÉมากทีÉสุดในคาํตอบ
ทีÉดีทีÉสุดของปัญหาการเดินทางของพนกังานขาย k คนบนเมตริกในกราฟ G และกาํหนดให้ e แทน
อตัราส่วนทีÉดีทีÉสุดของขัÊนตอนวธีิแบบประมาณของปัญหาการเดินทางของพนกังานขายหนึÉงคน ขัÊน
ตอนวธีิ FHK รับประกนัว่า

Ck ≤ (e+ 1− 1/k)C∗
k

เมืÉอใช ้ขัÊนตอนวธีิของ Christofides (1976) ในการหาทวัร์ของปัญหาการเดินทางของพนกังานขายหนึÉง
คน จะได้ค่า e = 1.5 ดงันัÊนขัÊนตอนวธีิ FHK จะให้อตัราส่วนการประมาณของปัญหาการเดินทางของ
พนกังานขาย k คนบนเมตริกเป็น 5/2− 1/k

ปัญหาการการค้นหาแบบช่วง

งานวจิยัทีÉเกีÉยวกบัการคน้หาขอ้มูลแบบซบัซอ้นในเครือข่ายเพียร์ทูเพียร์เป็นปัญหาทีÉน่าสนใจมา
เป็นเวลานาน เริÉมตน้เมืÉอ Harren et al. (2002) ได้กล่าวในงานวจิยัของพวกเขาว่าการคน้หาขอ้มูลแบบ
ซบัซอ้นเป็นปัญหาเปิดทีÉสาํคญัในเครือข่ายเพียร์ทูเพียร์ หลงัจากนัÊนได้มีงานวจิยัทีÉเกีÉยวกบัการคน้หา
ในเครือข่ายเพียร์ทูเพียร์เป็นจาํนวนมาก นอกจากนีÊ Risson and Moors (2006) ได้ทาํการสาํรวจเกีÉยวกบั
การคน้หาวธีิต่างๆ ในเครือข่ายเพียร์ทูเพียร์
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ภาพทีÉ 6 ตวัอย่างการทาํงานของขัÊนตอนวธีิ FHK

ในวทิยานิพนธ์ฉบบันีÊ สนใจการคน้หาแบบช่วงซึÉงเป็นหนึÉงในวธีิการคน้หาทีÉถูกใช ้งานอย่าง
มากมายในหลายๆ โปรแกรมประยกุต์ รวมทัÊงโปรแกรมประยกุต์ทีÉทาํงานบนเครือข่ายเพียร์ทูเพียร์เช่น
กนั ตวัอย่างของการคน้หาแบบช่วงเช่นในระบบพีทูพีทีวี (P2PTV) ผู ้ใช ้งานตอ้งการคน้หาขอ้มูลของ
รายการทีÉผู ้ชมอายุมากกว่า 13 ปีชมได้หรือในระบบบริการขอ้มูล (Data management system) ผู ้ใช ้งาน
ตอ้งการคน้หาขอ้มูลของพนกังานทีÉมีรายได้ในช่วง 20000 บาทถึง 40000 บาทเป็นตน้

เนืÉองจากในเครือข่ายเพียร์ทูเพียร์นัÊนไม่มีเครืÉองบริการทาํให้มีการสร้างโครงสร้างขอ้มูลมาช่วย
ในการคน้หาขอ้มูล โครงสร้างขอ้มูลทีÉได้รับความนิยมไดแ้ก่ตารางแฮชแบบกระจาย (DHTs) โดย
ตารางแฮชแบบกระจายจะนาํเอากญุแจของวตัถุไปผ่านแฮชฟังกช์นั จากนัÊนจึงนาํเอาค่าทีÉได้จากการ
แฮชไปใช ้ในการระบุตาํแหน่งในเครือข่าย อย่างไรกต็ามการแฮชทาํลายคุณสมบติัทอ้งถิÉน (Local
property) นัÉนคือกญุแจทีÉอยู่ ในลาํดบัติดกนั เมืÉอผ่านแฮชฟังกช์นัแลว้ค่าทีÉได้ส่วนใหญ่ไม่อยู่ ในลาํดบั
ถดักนั ตวัอย่างเช่นในภาพทีÉ 7 กญุแจหมายเลข 2000 เมืÉอผ่านแฮชฟังกช์นัแลว้ได้ค่า A1940B93F0 แต่
กญุแจหมายเลข 2001 เมืÉอผ่านแฮชฟังกช์นัแลว้ได้ค่า 0932FD0129 เป็นตน้

งานวจิยัในช่วงแรกมุ่งไปทีÉการสร้างโครงสร้างขอ้มูลทีÉคน้หาแบบช่วงได้บนตารางแฮชแบบ
กระจายเช่น Prefix hash tree (PHT) จากงานของ Ramabhadran et al. (2004) เป็นการสร้าง Prefix tree บน
ตารางแฮชแบบกระจาย และ Distributed segment tree (DST) จากงานของ Zheng et al. (2006) เป็นการ
สร้าง Segment trees บนตารางแฮชแบบกระจาย ทัÊงสองงานวจิยัมีขอ้ดีคือสามารถนาํไปใช ้งานกบั
ตารางแฮชแบบกระจายใดๆ ได้โดยไม่ตอ้งปรับแก้ แต่การดาํเนินการใดๆ ในโครงสร้างขอ้มูลเหล่านีÊ
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ภาพทีÉ 7 ตวัอย่างกญุแจเมืÉอผ่านแฮชฟังกช์นั

จะใช ้เวลาในการทาํงานเป็นสองขัÊน นัÉนคือขัÊนแรกใช ้เวลาในการคน้หาใน Binary search tree หรือ
Segment tree จากนัÊนในขัÊนทีÉสองจะใช ้เวลาในการคน้หาในตารางแฮชแบบกระจายอีกครัÊ งหนึÉง

นอกจากนีÊ ยงัมีโครงสร้างขอ้มูลแบบอืÉนทีÉรองรับการคน้หาแบบช่วงในเครือข่ายเพียร์ทูเพียร์ทีÉ
ไม่ได้ใช ้ตารางแฮชแบบกระจาย ตวัอย่างเช่นโครงสร้างขอ้มูล SkipNet จากงานของHarvey et al. (2003)
ซึÉงปรับปรุงมาจากโครงสร้างขอ้มูล Skip Lists (Pugh (1990)) SkipNet รองรับการคน้หาแบบช่วงหรือ
รองรับการปรับดุลภาระอย่างใดอย่างหนึÉง แต่ไม่สามารถทาํทัÊงสองอย่างพร้อมกนัได้ โครงสร้างขอ้มูล
Skip Graphs จากงานของ Aspnes and Shah (2003) ได้ปรับปรุงมาจากโครงสร้างขอ้มูล Skip Lists เช่น
กนั Skip Graphs มีความสามารถคลา้ยกบั Balanced tree ในเครือข่ายแบบกระจาย อีกทัÊง Skip Graphs
รองรับการคน้หาแบบช่วงได้แต่ว่าไม่รองรับการปรับดุลภาระบนจาํนวนของวตัถุต่อโหนด

นอกจากนีÊ มีโครงสร้างขอ้มูลหลายๆ แบบทีÉรองรับการคน้หาแบบช่วงอย่างมีประสิทธิภาพและ
ได้แสดงประสิทธิภาพโดยการทดลองว่ามีคุณสมบติัทีÉ ดีในเรืÉองของการปรับดุลภาระ ไดแ้ก่ Mercury
จากงานของ Bharambe et al. (2004), Baton จากงานของ Jagadish et al. (2005), Dak จากงานของ
Yang and Hu (2006), Chordal graph จากงานของ Joung (2008), Yarqs จากงานของ Zhang et al. (2009)
เป็นตน้ อย่างไรกต็ามงานวจิยัเหล่านีÊไม่ได้มีการรับประกนัทางทฤษฎีเกีÉยวกบัภาระของโหนดในระบบ
ในโครงสร้างขอ้มูลนัÊนๆ เลย
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ปัญหาการปรับดุลภาระในเครือข่ายเพยีร์ทูเพยีร์ทีÉรองรับการค้นหาแบบช่วง

ปัญหานีÊ มีสองกลุ่มนกัวจิยัหลกัทีÉให้ความสนใจในทางทฤษฎีทัÊงการคน้หาแบบช่วงและการ
ปรับดุลภาระ กลุ่มแรกจะเป็นกลุ่มของ Karger and Ruhl (2004) กลุ่มทีÉสองเป็นกลุ่มของ
Ganesan et al. (2004) ในส่วนนีÊ เราจะอธิบายงานวจิยัของ Karger and Ruhl (2004) ส่วนงานวจิยัของ
Ganesan et al. (2004) เราจะอธิบายและทบทวนขัÊนตอนวธีิในหวัขอ้ถดัไป เนืÉองจากวทิยานิพนธ์ฉบบันีÊ
ทาํเปรียบเทียบงานวจิยัของ Ganesan et al. (2004)

ทัÊงสองกลุ่มนกัวจิยัใช ้การดาํเนินการพืÊนฐาน 2 อย่างเหมือนกนั การดาํเนินการอย่างแรกจะ
จดัการภาระของโหนดสองโหนดทีÉติดกนัให้สมดุล โดยการยา้ยภาระของโหนดทีÉมีภาระมากกว่าไปยงั
โหนดทีÉมีภาระนอ้ยกว่า ในการดาํเนินการอย่างทีÉสอง โหนด i จะยา้ยภาระทัÊงหมดของมนัให้กบัโหนด
ทีÉอยู่ ติดกนั จากนัÊนโหนด i จะยา้ยตาํแหน่งเพืÉอไปแบ่งภาระของโหนด j ในตาํแหน่งใหม่

งานวจิยั Karger and Ruhl (2004) ได้เสนอโพรโทคอลแบบสุ่ม ทีÉแต่ละโหนดจะสุ่มเลือกโหนด
อืÉนมาเพืÉอเปรียบเทียบภาระกนั ถา้ภาระต่างกนัมากจะมีการปรับดุลภาระ การสุ่มเรียกโหนดอืÉนนีÊ จะ
เกิดขึÊนแมว่้าจะไม่มีการใส่กญุแจหรือลบกญุแจทีÉโหนดนัÊนกต็าม พวกเขาได้แสดงว่าดว้ยความน่าจะ
เป็นทีÉสูงถา้แต่ละโหนดทาํการติดต่อกบัโหนดอืÉนเพืÉอทาํการปรับดุลภาระเป็นจาํนวน Ω(logn) ครัÊ งแลว้
ภาระของแต่ละโหนดจะอยู่ ระหว่าง ϵ

16 ·L และ 16
ϵ ·L เมืÉอ L แทนภาระเฉลีÉยของระบบและ ϵ เป็นค่าคงทีÉ

ทีÉอยู่ ระหว่าง 0 < ϵ < 1
4 ทัÊงนีÊ ค่าคงทีÉทีÉซ่อนไว้ในสญัลกัษณ์ Ω จะขึÊนอยู่ กบัค่า ϵ นอกจากนีÊ พวกเขา

ยงัได้แสดงอีกว่าค่าใช ้จ่ายของขัÊนตอนการปรับดุลภาระสามารถถูกถวัเฉลีÉยไปกบัค่าใช ้จ่ายทีÉเป็นค่าคงทีÉ
ของการใส่กญุแจและลบกญุแจได้ โดยค่าคงทีÉจะขึÊนอยู่ กบัค่า ϵ เราพบว่าอตัราส่วนความระหว่างภาระ
สูงสุดต่อภาระตํÉาสุดในงานของ Karger and Ruhl จะมีค่าเป็นอย่างนอ้ย 128

ขัÊนตอนวธีิของ Ganesan et al.

ในส่วนนีÊ เราจะอธิบายงานวจิยั Ganesan et al. (2004) โดยเราจะกล่าวถึงอตัราส่วนความไม่
สมดุล ค่าใช ้จ่ายในการปรับดุลภาระ การดาํเนินการพืÊนฐาน 2 อย่างและขัÊนตอนวธีิ AdjustLoad

เมืÉอกญุแจถูกใส่เขา้ไปในระบบหรือถูกลบออกจากระบบ โหนดทีÉรับผดิชอบช่วงของกญุแจนัÊน
จาํนวนกญุแจทีÉรับผดิชอบมีการเปลีÉยนแปลง ดงันัÊนจะตอ้งปรับปรุงขอ้มูล หลงัจากนัÊนขัÊนตอนวธีิการ
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ปรับดุลภาระจะถูกเรียกโดยมีจุดมุ่งหมายเพืÉอรักษาอตัราส่วนของภาระของโหนดทีÉสูงสุดและภาระของ
โหนดทีÉต ํÉาสุดให้มีค่านอ้ย อตัราส่วนนีÊ ถูกเรียกว่าอตัราส่วนความไม่สมดุล (Imbalance ratio) ซึÉงจะใช ้
สญัลกัษณ์ว่า σ

กาํหนดให้ L(u) แทนภาระของโหนด u หรือจาํนวนของกญุแจทีÉถูกเกบ็ไว้ทีÉโหนด u ณ เวลา
ใดๆ กต็ามในระบบ เราจะกล่าวว่าขัÊนตอนวธีิการปรับดุลภาระจะรับประกนัอตัราส่วนความไม่สมดุล
ถา้หลงัจากการใส่กญุแจเขา้ไปในระบบหรือลบกญุแจออกจากระบบในแต่ละครัÊ งและตามดว้ยการ
ทาํงานของขัÊนตอนวธีิการปรับดุลภาระแลว้ maxu L(u) ≤ σ · minu L(u) + c0 สาํหรับค่าคงทีÉ c0 บางค่า

งานวจิยัของ Ganesan et al. (2004) มีจุดมุ่งหมายคือตอ้งการพฒันาขัÊนตอนวธีิการปรับดุลภาระ
ทีÉรับประกนัอตัราส่วนความไม่สมดุลทีÉมีค่าเป็นค่าคงทีÉและมีค่าใช ้จ่ายถวัเฉลีÉยต่อการใส่หรือลบกญุแจทีÉ
ต ํÉา Ganesan et al. (2004) ได้พิจารณาค่าใช ้จ่ายในการปรับดุลภาระ 3 ชนิดไดแ้ก่

1. การยา้ยขอ้มูล ในการดาํเนินการแต่ละครัÊ ง ถา้มีการยา้ยกญุแจจากโหนดหนึÉงไปเกบ็ไว้อีก
โหนดหนึÉงจะนบัค่าใช ้จ่ายเป็นหนึÉงหน่วย

2. การเปลีÉยนขอบเขต เมืÉอขัÊนตอนการปรับดุลภาระถูกเรียกใช ้ ช่วงของกญุแจทีÉแต่ละโหนด
รับผดิชอบอาจจะเปลีÉยนแปลง การเปลีÉยนแปลงนีÊ จะตอ้งถูกแพร่ข่าวออกไปในระบบ เพืÉอทีÉว่าการใส่
กญุแจหรือลบกญุแจครัÊ งต่อไปจะได้เกิดขึÊนยงัโหนดทีÉถูกตอ้ง

3. การสอบถามขอ้มูลของภาระ การทาํงานนีÊจะเกิดขึÊนเมืÉอมีโหนดร้องขอขอ้มูลแบบครอบคลุม
(Global information) ไดแ้ก่ ขอ้มูลของภาระสูงทีÉสุดและขอ้มูลของภาระตํÉาทีÉสุด

ค่าใช ้จ่ายของขัÊนตอนวธีิการปรับดุลภาระจะวดัจากจาํนวนของกญุแจทีÉถูกยา้ยต่อการใส่หรือ
ลบกญุแจ โดยในงานวจิยัของ Ganesan et al. (2004) สนใจค่าใช ้จ่ายแบบถวัเฉลีÉย ทัÊงนีÊ ค่าใช ้จ่ายแบบ
ถวัเฉลีÉยของการใส่หรือลบกญุแจจะมีค่าเป็น c ถา้สาํหรับลาํดบัใดๆ ของการใส่หรือลบกญุแจ t ครัÊ ง
จาํนวนของกญุแจทีÉถูกยา้ยมีจาํนวนไม่เกิน tc

Ganesan et al. (2004) ได้เสนอขัÊนตอนวธีิ AdjustLoad โดยขัÊนตอนวธีิ AdjustLoad นีÊ
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ภาพทีÉ 8 การดาํเนินการ (ก) NbrAdjust (ข) Reorder

ใช ้การดาํเนินการพืÊนฐาน 2 อย่างไดแ้ก่ NbrAdjust และการดาํเนินการ Reorder ทัÊงนีÊ การดาํเนิน
การพืÊนฐานมีโหนดทีÉเกีÉยวขอ้งหลายโหนด เราจะนิยามโหนดเพืÉอนบา้น (Neighbor) ของโหนด u ใดๆ
ว่าเป็นโหนดทีÉอยู่ ในลาํดบัถดักนัทางดา้นซา้ยหรือดา้นขวาของโหนด u ในปริภูมิกญุแจ สาํหรับการ
ดาํเนินการ NbrAdjust และการดาํเนินการ Reorder นิยามได้ดงันีÊ

การดาํเนินการ NbrAdjust: โหนด Ni จะยา้ยภาระของมนัให้กบัโหนดเพืÉอนบา้น Ni+1 การก
ระทาํดงักล่าวอาจจะทาํให้เกิดการเปลีÉยนแปลงของขอบเขต Ri ของโหนด Ni และโหนด Ni+1

การดาํเนินการ Reorder: พิจารณาโหนด Ni ทีÉ มี ช่วงรับผดิชอบเป็นช่วงว่าง [Ri, Ri) จะยา้ย
ตาํแหน่งของโหนด Ni เพืÉอไปแบ่งช่วงของโหนด Nj หลงัจากนัÊนช่วง [Rj , X) จะถูกรับผดิชอบโดย
โหนด Nj ในขณะทีÉช่วง [X,Rj+1) จะถูกรับผดิชอบโดยโหนดNi สาํหรับค่าX,Rj ≤ X ≤ Rj+1 บาง
ค่า สุดทา้ยแต่ละโหนดจะเปลีÉยนชืÉอตามความเหมาะสม

สาํหรับค่าคงทีÉ c และ δ บางค่า Ganesan et al. (2004) นิยามลาํดบัของระดบักัÊน (Thresholds)

Tm = ⌊cδm⌋

สาํหรับทุกๆ ค่า m ≥ 1 ระดบักัÊนนีÊจะถูกใช ้เป็นเง ืÉอนไขในการเรียกขัÊนตอนวธีิ AdjustLoad

ให้ทาํงาน เมืÉอกาํหนดให้ค่า δ = 2 พวกเขาจะเรียกขัÊนตอนวธีินีÊ ว่า Doubling Algorithm ทัÊงนีÊ ขัÊนตอน
วธีิ AdjustLoad ยงัคงทาํงานได้เมืÉอค่า δ > ϕ = (1+

√
5)

2 ≈ 1.618 ซึÉงเป็นค่า Golden ratio พวกเขา
เรียกขัÊนตอนวธีิทีÉทาํงานดว้ยค่า Golden ratio ว่า Fibbing Algorithm พวกเขาได้พิสูจน์ว่าขัÊนตอนวธีิ
AdjustLoad ทีÉทาํงานดว้ยอตัราเหล่านัÊนสามารถรับประกนัอตัราส่วนความไม่สมดุล σ ว่ามีค่า δ3 (มีค่า
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ประมาณ 4.237)

เมืÉอกาํหนดลาํดบัของระดบักัÊนมาให้ ขัÊนตอนวธีิ AdjustLoad จะทาํงานดงันีÊ เมืÉอภาระของ
โหนด Ni ขา้มผ่านระดบักัÊน Tm แลว้ขัÊนตอนวธีิการปรับดุลภาระจะถูกเรียกทีÉโหนด Ni กาํหนดให้
Nj เป็นโหนดเพืÉอนบา้นของโหนด Ni ทีÉมีภาระนอ้ยทีÉสุด ถา้ภาระของโหนด Nj มีค่าไม่มากจะเรียก
การดาํเนินการ NbrAdjust ตามดว้ยการเรียกขัÊนตอนวธีิ AdjustLoad ซ ํÊาทีÉโหนด Ni และโหนด Nj

แต่ถา้ภาระของโหนด Nj มีค่ามากจะพิจารณาภาระของโหนดทีÉ มีภาระนอ้ยทีÉสุด Nk ถา้อตัราส่วน
ระหว่าง Nj และ Nk ต่างกนัมากจะเรียกการดาํเนินการ Reorder โดยเริÉมตน้โหนด Nk จะยา้ยภาระ
ทัÊงหมดให้กบัโหนดเพืÉอนบา้นทีÉ มีภาระนอ้ยทีÉสุด N จากนัÊนการดาํเนินการ Reorder จะถูกเรียกทีÉ
โหนด Nk และโหนด Ni ทา้ยทีÉสุดจะมีการเรียกขัÊนตอนวธีิ AdjustLoad อีกครัÊ งทีÉโหนด N ขัÊนตอน
วธีิ AdjustLoad สาํหรับการใส่กญุแจถูกแสดงดงัภาพทีÉ 9

ส่วนกรณีการลบกญุแจสามารถทาํได้ในลกัษณะคลา้ยกนั เมืÉอภาระของโหนด Ni ลดลงขา้ม
ระดบักัÊน Tj ถา้ภาระของโหนดเพืÉอนบา้น Nj มีค่ามากกว่า Tj+1 แลว้โหนด Ni จะปรับดุลภาระกบั
โหนดเพืÉอนบา้นดว้ยการดาํเนินการ NbrAdjust ตามดว้ยการเรียกขัÊนตอนวธีิ AdjustLoad ซ ํÊาทีÉ
โหนด Ni และโหนด Nj แต่ถา้ภาระของโหนดเพืÉอนบา้นมีค่านอ้ยจะพิจารณาโหนดทีÉมีภาระสูงสุด
Nk ถา้Nk มีภาระมากกว่า Tj+2 โหนดNi จะโอนภาระทัÊงหมดให้โหนดNj แลว้ไปแบ่งครึÉ งภาระของ
โหนด Nk จากนัÊนมีการเรียกขัÊนตอนวธีิ AdjustLoad ซ ํÊาทีÉโหนด Nj

อย่างไรกต็ามแมว่้าการดาํเนินการพืÊนฐานทัÊงสองอย่างไดแ้ก่ NbrAdjust และ Reorder นัÊน
จะง่ายต่อการอธิบาย แต่ขัÊนตอนวธีิ AdjustLoad เป็นขัÊนตอนวธีิแบบ recursive ซึÉงมีขอ้จาํกดัหลาย
ประการเมืÉอนาํไปประยกุต์ใช ้งานจริง อีกทัÊงในกรณีทีÉแย่ทีÉสุดในการเพิÉมหรือลบกญุแจ ขัÊนตอนวธีิ
AdjustLoad ไม่ได้รับประกนัจาํนวนครัÊ งของการดาํเนินการทีÉถูกเรียก ไม่ได้รับประกนัจาํนวนขอ้มูลทีÉ
ตอ้งถูกปรับให้ทนัสมยั (การเปลีÉยนตวัแบ่งเขตและขอ้มูลภาระ) และไม่ได้รับประกนัจาํนวนของโหนด
ทีÉได้รับผลกระทบ นอกจากนีÊ การดาํเนินการปรับดุลภาระแต่ละครัÊ งมีการเรียกดูขอ้มูลแบบครอบคลุม
ดงันัÊนจาํนวนครัÊ งของการเรียกดูขอ้มูลแบบครอบคลุมอาจจะมากกว่าจาํนวนครัÊ งของการใส่กญุแจหรือ
ลบกญุแจ
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Procedure AdjustLoad(u) for insertion
1: Let L(Ni) = x ∈ (Tm, Tm+1].
2: Let Nj be the lighter loaded neighbor of Ni.
3: if L(Nj) ≤ Tm−1 then
4: {Do NbrAdjust}
5: Move tuples from Ni to Nj to equalize load.
6: AdjustLoad(Nj).
7: AdjustLoad(Ni).
8: else
9: Find the least-loaded node Nk.

10: if L(Nk) ≤ Tm−2 then
11: {Do Reorder}
12: Transfer all data from Nk to N = Nk±1.
13: Transfer data from Ni to Nk, s.t., L(Ni) = ⌈x/2⌉ and L(Nk) = ⌊x/2⌋
14: AdjustLoad(N).
15: {Rename nodes appropriately.}
16: end if
17: end if

ภาพทีÉ 9 ขัÊนตอนวธีิ AdjustLoad ในกรณีการใส่กญุแจ



อุปกรณ์และวธีิการ

อุปกรณ์

1. เครืÉองคอมพิวเตอร์ Intel R⃝ Pentium R⃝ Core2 Duo CPU 2.26GHz 3 GB of RAM

2. ระบบปฏิบติัการ Microsoft Windows 7

3. ซอฟตแ์วร์ MikTex

4. ซอฟตแ์วร์ TeXworks

5. อุปกรณ์สาํนกังาน

วธีิการ

ในวทิยานิพนธ์ส่วนแรก เราจะแสดงการวางแผนการส่งขอ้มูลแบบกระแสในเครือข่ายเพียร์ทู
เพียร์ โดยมีเง ืÉอนไขว่าแต่ละเครืÉองในเครือข่ายมีความสามารถในการส่งต่อขอ้มูลได้แตกต่างกนั เรา
สนใจMDMproblem ในกรณีทีÉแบนด์วดิท์ของเส้นเชืÉอมทุกเส้นเป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ
เราได้พิสูจน์ว่าในกรณีพิเศษนีÊ มีคาํตอบทีÉดีทีÉสุดเป็นตน้ไม้ เราจึงลดรูปปัญหาไปเป็นการออกแบบวธีิ
การสร้างตน้ไม้ทอดขา้มทีÉมีเสน้ผ่านกลางทีÉต ํÉาทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉขอบเขตดีกรีไม่เท่ากนั
ดงันัÊนเราจะอธิบายขัÊนตอนวธีิสาํหรับการสร้างตน้ไม้ทอดขา้มทีÉ มี เส้นผ่านกลางทีÉต ํÉาทีÉสุดและดีกรีมี
ขอบเขตในกรณีทีÉขอบเขตดีกรีไม่เท่ากนั ในวทิยานิพนธ์ส่วนทีÉสองเราจะแสดงการออกแบบวธีิการ
ปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์ทีÉรองรับการคน้หาแบบช่วง โดยเราพิจารณากรณีทีÉเกิดขึÊนจาก
การใช ้งานจริงสองกรณี กรณีแรกเป็นกรณีทีÉมีแต่การใส่กญุแจ เราจะแสดงการดาํเนินการ MinBal-

ance ทีÉจะถูกใช ้งานเมืÉอมีการใส่กญุแจ กรณีทีÉสองเป็นกรณีทัÉวไปทีÉมีทัÊงการใส่กญุแจและลบกญุแจ
เราจะแสดงการดาํเนินการ Split ทีÉจะถูกใช ้งานเมืÉอมีการลบกญุแจเกิดขึÊน

1. การวางแผนการส่งข้อมูลแบบกระแสในเครือข่ายเพยีร์ทูเพยีร์

เนืÉองจากเราได้พิสูจน์ในบทตัÊง 1 ในส่วนผลและวจิารณ์ว่า ถา้แบนด์วดิท์ของทุกเสน้เชืÉอมมีค่า
เป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ s และความล่าชา้มีคุณสมบติัเป็นเมตริกแลว้คาํตอบของ MDM
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problem จะสามารถเปลีÉยนให้เป็นตน้ไม้ทีÉมีเสน้ผ่านกลางไม่เพิÉมขึÊนจากคาํตอบตน้ฉบบั ดว้ยความจริง
นีÊ ทาํให้เราสามารถลดรูปปัญหาไปเป็นปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางทีÉต ํÉาทีÉสุดและ
ดีกรีมีขอบเขตในกรณีทีÉขอบเขตดีกรีไม่เท่ากนัได้ โดยเราจะกาํหนดขอบเขตดีกรี Bv = Uv + 1 ให้กบั
แต่ละโหนด v ∈ V − {r} และกาํหนดขอบเขตดีกรี Br = Ur สาํหรับเครืÉองตน้ทาง r

1.1 ขัÊนตอนวธีิสาํหรับ BDST with non-uniform degree bound

เราจะแสดงขัÊนตอนวธีิสาํหรับการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางทีÉต ํÉาทีÉสุดและดีกรี
มีขอบเขตในกรณีทีÉขอบเขตดีกรีไม่เท่ากนั สาํหรับขอบเขตดีกรีของโหนด v ใดๆ เราจะใช ้สญัลกัษณ์
เป็น Bv เราสมมติว่ามีโหนด v ทีÉมีขอบเขตดีกรี Bv > 2 เราจะเลือกโหนดนีÊ เป็นโหนดราก r ซึÉงขอ้
สมมตินีÊ เราจะแสดงว่าสามารถยกเลิกได้ในหวัขอ้ย่อย 2.5 ในส่วนผลและวจิารณ์ กาํหนดให้ ∆ แทนค่า
ความยาวของเสน้ผ่านกลางของคาํตอบทีÉดีทีÉสุด ซึÉงเราสมมติว่าขัÊนตอนวธีิรู้ค่า ∆ ทัÊงนีÊ ค่า ∆ จะอยู่ ใน
ช่วง [maxe∈Eℓe, n ·maxe∈Eℓe] เราสามารถใช ้การคน้หาแบบทวภิาค (Binary search) เพืÉอหาค่าทีÉเหมาะ
สมได้ นัÉนคือค่าทีÉนาํมาใช ้จะมีค่ามากกว่าค่าทีÉดีทีÉสุดไม่เกินสองเท่า

ขัÊนตอนวธีิทีÉเสนอนีÊ จะหาตน้ไม้ทอดขา้ม T ทีÉมีโหนดราก r โดยทีÉระยะทางจากโหนด r

ไปยงัโหนดใดๆ ใน T จะไม่เกิน O(
√

logn)∆ โดยเราจะแสดงบทพิสูจน์ต่างๆ ในส่วนผลและวจิารณ์

ในการสร้างคาํตอบเราจะแบ่งโหนด V ออกเป็น 3 เซต V1, V2 และ V3 ดงันีÊ
1. สาํหรับ i ∈ {1, 2}, Vi เป็นเซตของโหนด v ทีÉ Bv = i

2. V3 เป็นเซตของโหนด v ทีÉ Bv > 2 (สงัเกตว่าโหนด r ∈ V3 จากขอ้สมมติ)

ขัÊนตอนวธีิของเราจะจดัการโหนดแต่ละกลุ่มแยกกนั แสดงได้ดงัภาพทีÉ 10

สาํหรับโหนดในกลุ่ม V3 เราจะสร้างตน้ไม้ H โดยเราจะลดรูปปัญหาจากกรณีทีÉมีเง ืÉอนไข
ว่าแต่ละโหนดมีขอบเขตดีกรีไม่เท่ากนัมาเป็นกรณีทีÉแต่ละโหนดมีขอบเขตดีกรีเป็น 3 การลดรูปทาํดงันีÊ
สาํหรับแต่ละโหนด v ∈ V เราจะสร้างโหนด v1, v2, . . . , vBv−2 ซึÉงเปรียบเสมือนสาํเนาของโหนด v

จาํนวน Bv − 2 โหนดและแทนเซตของโหนดเหล่านีÊ ดว้ย c(v) กาํหนดให้ V ′ = ∪v∈V c(v) และนิยาม
ฟังกช์นัการส่ง f : V ′ → V ทีÉ f(u) = v ก็ต่อเมืÉอ u ∈ c(v) ส่วนเมตริก d′ สามารถนิยามได้ดว้ย
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สาํหรับ u, v ∈ V ′ ใดๆ ให้ d′(u, v) = d(f(u), f(v)) สงัเกตได้ว่าสาํหรับโหนด v ใดๆ ระยะทางระหว่าง
สองโหนดใดๆ ใน c(v) ภายใต้ d′ จะมีค่าเป็นศูนย์ สุดทา้ยเราจะกาํหนดค่าขอบเขตดีกรีของทุกโหนด
v ∈ V ′ เป็น 3 จากนัÊนเรียกใช ้ขัÊนตอนวธีิ KLS ผลลพัธ์ทีÉได้เป็นตน้ไม้ทอดขา้มบนเซตของโหนด
V ′ เราใช ้บทตัÊง 3 ซึÉงพิสูจน์ในส่วนผลและวจิารณ์แปลงคาํตอบจากเซตของโหนด V ′ กลบัมาเป็น V

โดยทีÉความยาวของเส้นผ่านกลางไม่เพิÉมขึÊน ผลลพัธ์ทีÉได้เราจะเรียกว่า ส่วนฐาน (base) ของคาํตอบ ซึÉง
เราพิสูจน์ในบทผลและวจิารณ์ว่าเสน้ผ่านกลางของ H จะไม่เกิน O(

√
logn)∆

สาํหรับโหนดในกลุ่ม V2 เรากาํหนดให้ K คือจาํนวนของดีกรีทีÉยงัไม่ถูกใช ้ของส่วนฐาน
เราจะเรียกขัÊนตอนวธีิ FHK เพืÉอแบ่งเซตของโหนด V ออกเป็น K ทวัร์ย่อยทีÉมีโหนดราก r ในแต่ละ
ทวัร์ เราจะสร้างเซตของเสน้ทางโดยแต่ละทวัร์ย่อย เราจะท่องไปในทวัร์ย่อยเริÉมทีÉโหนดราก จาก
นัÊนขา้มโหนดในเซต V3 − {r} และโหนดในเซต V1 ในขัÊนสุดทา้ยเราจะนาํเอาโหนด r ออกจากเส้น
ทาง ผลลพัธ์จะได้เซตของเส้นทาง K เส้น L1, L2, ..., LK ซึÉงเราจะเรียกว่าส่วนหาง (tails) ของคาํตอบ
สงัเกตได้ว่าแต่ละเส้นทางจะมีเฉพาะโหนดในเซตของ V2 เราพิสูจน์ในบทผลและวจิารณ์ว่าความยาว
ของแต่ละเส้นนัÊนไม่เกิน O(∆)

สุดทา้ยเราจะเชืÉอมแต่ละโหนดในเซต V1 ซึÉงเป็นโหนดใบต่อกบัส่วนทา้ยของส่วนหาง
แต่ละเส้นทาง Li สาํหรับค่า 1 ≤ i ≤ K จากนัÊนนาํส่วนหางไปเชืÉอมต่อกบัโหนดในส่วนฐานทีÉมีดีกรีทีÉ
ไม่ถูกใช ้

ภาพรวมของขัÊนตอนวธีิในการสร้าง BDST with non-uniform degree bound แสดงดงัภาพ
ทีÉ 11 โดยโหนดเซต V3 จะถูกสร้างเป็นตน้ไม้ H โหนดเซต V2 จะถูกสร้างเซตของเสน้ทางทีÉมีจาํนวน
เท่ากบัผลรวมของดีกรีทีÉไม่ถูกใช ้ของตน้ไม้ H และโหนดเซต V1 แต่ละโหนดจะถูกนาํมาเชืÉอมส่วน
ทา้ยของเสน้ทางทีÉได้จาก V2 แต่ละเส้น
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Procedure BDST with non-uniform degree bound
1: Let V1 be the set of nodes v ∈ V with Bv = 1.
2: Let V2 be the set of nodes v ∈ V with Bv = 2.
3: Let V3 be the set of nodes v ∈ V with Bv > 2.
4: //base construction
5: For each node v ∈ V3, create a set of nodes c(v) = {v1, v2, . . . , vBv−2}.
6: Let V ′ = ∪v∈V3c(v).
7: Define a mapping function f : V ′ → V to be such that f(u) = v iff u ∈ c(v).
8: Define the metric d′:for any u, v ∈ V ′, let d′(u, v) = d(f(u), f(v)).
9: Assign degree bound of every node v ∈ V ′ to 3.

10: Using the KLS algorithm to construct a tree H ′ from V ′ using metric d′.
11: Convert a tree H ′ to H which uses a node set V by Lemma 3
12: //tails construction
13: Let K be the total amount of unused degree in the base.
14: Using the FHK algorithm to partition V into K tours.
15: For each tour, traverse the tour starting at the root node r, and skipping over nodes in V3−{r}

and V1. Then remove r from the path. We got a set of paths, L1, L2, . . . , LK .
16: //combine
17: Attach each path Li to nodes in H which has unused degree for 1 ≤ i ≤ K.
18: Attach each node in V1 to the end of each tail.

ภาพทีÉ 10 ขัÊนตอนวธีิสาํหรับ BDST with non-uniform degree bound
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ภาพทีÉ 11 ตวัอย่างการสร้างตน้ไม้ทอดขา้มทีÉ มี เส้นผ่านกลางทีÉต ํÉา ทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉ
ขอบเขตดีกรีไม่เท่ากนัโดยแบ่งกลุ่มของโหนดออกเป็น 3 กลุ่ม

2. การออกแบบวธีิการปรับดุลภาระในเครือข่ายเพยีร์ทูเพยีร์ทีÉรองรับการค้นหาแบบช่วง

สมมติว่ามีเครืÉอง central directory ทีÉเกบ็ขอ้มูลขอบเขตช่วง R0 ≤ R1 ≤ · · · ≤ Rn และสามารถ
ส่งคาํร้องขอการเพิÉมกญุแจและการลบกญุแจไปยงัโหนดทีÉถูกตอ้งได้ การมีเครืÉอง central directory
ทาํให้แต่ละโหนดสามารถเรียกขอขอ้มูลหรือปรับปรุงขอ้มูลใช ้ค่าใช ้จ่าย 1 หน่วย ทัÊงนีÊสามารถยกเลิก
การใช ้งาน central directory ได้โดยใช ้โครงสร้างขอ้มูล Skip graphs ซึÉงอธิบายในหวัขอ้ 3.5 ของบทผล
และวจิารณ์

เราจะพิจารณากรณีทีÉ เกิดขึÊนในการใช ้งานจริงสองกรณีดว้ยกนัคือ กรณีทีÉ มีแต่การใส่กญุแจ
อย่างเดียวและกรณีทัÉวไปทีÉมีทัÊงการใส่และการลบกญุแจ เราสมมติว่าเริÉมตน้แต่ละโหนดมีภาระเกบ็ไว้
จาํนวน c0 โดยทีÉ c0 เป็นค่าคงทีÉบางค่าซึÉงจาํเป็นต่อการพิสูจน์ ไม่เช่นนัÊนจะทาํให้คาํนวณอตัราส่วนความ
ไม่สมดุลไม่ได้

เนืÉองจากรูปแบบในการเกบ็ขอ้มูลตามกญุแจมีลกัษณะเป็นเชงิเส้น ดงันัÊนเมืÉอพิจารณาตามช่วง
ทีÉแต่ละโหนดรับผดิชอบ ณ เวลาใดๆ กต็ามในระบบ โหนดในระบบจะมีลาํดบัซึÉงลาํดบัเหล่านีÊ จะใช ้
นิยามความสมัพนัธ์ซา้ย (left) และขวา (right) ระหว่างโหนดได้ ซึÉงความสมัพนัธ์นีÊ มีความสาํคญัต่อการ
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วเิคราะห์เป็นอย่างมาก

2.1 ขัÊนตอนวธีิในกรณีทีÉมีแต่การใส่กญุแจ

กรณีทีÉมีแต่การใส่กญุแจนีÊ ง่ายต่อการวเิคราะห์และให้แนวคิดเกีÉยวกบัการจดัการในกรณี
ทัÉวไป อีกทัÊงกรณีนีÊ มีความน่าสนใจเนืÉองจากในหลายโปรแกรมประยกุต์การลบกญุแจแทบจะไม่เกิด
ขึÊนเลยเช่น การแชร์ไฟล์ (file sharing) เป็นตน้

ในกรณีนีÊ เราจะอธิบายการดาํเนินการ MinBalance ซึÉงใช ้การดาํเนินการพืÊนฐานสองอย่า
ไดแ้ก่การดาํเนินการ NbrAdjust และ Reorder เช่นเดียวกบังานวจิยัของ Ganesan et al. อย่างไร
กต็ามขัÊนตอนวธีิทีÉนาํเสนอนีÊ ง่ายกว่าขัÊนตอนวธีิ AdjustLoad ของ Ganesan et al.

มีขอ้สงัเกตว่าการดาํเนินการMinBalance ไม่ได้เป็นการดาํเนินการเรียกตวัเองและจาํนวน
ครัÊ งในการเรียกใช ้งานการดาํเนินการพืÊนฐานคือการดาํเนินการ NbrAdjust และ Reorder อย่างละ
หนึÉงครัÊ ง เราได้พิสูจน์อตัราส่วนความไม่สมดุลว่ามีค่าเป็น 3 +

√
5 ≈ 5.237 อีกทัÊงยงัแสดงว่าค่าใช ้จ่าย

ถวัเฉลีÉยของการใส่กญุแจเป็นค่าคงทีÉ ในหวัขอ้ย่อย 2.2 ของส่วนผลและวจิารณ์

การดาํเนินการ MinBalance

หลงัจากทีÉมีการใส่กญุแจเกิดขึÊนทีÉโหนด u ใดๆ การดาํเนินการ MinBalance จะถูกเรียก
สมมติว่าโหนดทีÉมีภาระนอ้ยทีÉสุดคือโหนด v ถา้ภาระของโหนด u มีค่ามากกว่า α เท่าของภาระของ
โหนด v โหนด v จะโอนภาระทัÊงหมดของมนัให้กบัโหนดเพืÉอนบา้นทีÉติดกบัมนัทีÉมีภาระนอ้ยทีÉสุด
หลงัจากนัÊนโหนด v จะยา้ยตาํแหน่งและแบ่งภาระครึÉ งหนึÉงจากโหนด u เราจะเรียกขัÊนตอนต่างๆ เหล่า
นีÊ ว่า การดาํเนินการ MinBalance สงัเกตได้ว่าการดาํเนินการนีÊ จะตอ้งการขอ้มูลของภาระทีÉต ํÉาทีÉสุด
ดงันัÊนจะตอ้งมีวธีิในการเรียกคน้ขอ้มูลนีÊจากในระบบดว้ย



32

Procedure MinBalance (u)

1: Let v be the minimum-loaded node in the system.
2: if L(u) > α · L(v) then
3: //MinBalance steps
4: Let z be the lightly-loaded neighbor of v.
5: Transfer all keys of v to z.
6: Transfer a half-load of u to v, s.t., L(u) =

⌈
L(u)
2

⌉
and L(v) =

⌊
L(u)
2

⌋
.

7: Rename nodes appropriately.
8: end if

ภาพทีÉ 12 การดาํเนินการ MinBalance

2.2 ขัÊนตอนวธีิในกรณีทัÉวไป

สาํหรับกรณีทีÉรองรับทัÊงการใส่กญุแจและการลบกญุแจ หลงัจากทีÉมีการใส่กญุแจหรือลบ
กญุแจแลว้ขัÊนตอนวธีิการปรับดุลภาระจะถูกเรียก สาํหรับการใส่กญุแจจะเรียกการดาํเนินการ Min-

Balance ทีÉได้นาํเสนอไว้ในหวัขอ้ก่อนหนา้ ส่วนการลบกญุแจเราเสนอการดาํเนินการ Split ซึÉงบท
พิสูจน์จะแสดงในหวัขอ้ย่อย 2.3 ของส่วนผลและวจิารณ์

การดาํเนินการ Split

การดาํเนินการ Split จะถูกเรียกเมืÉอมีการลบกญุแจเกิดขึÊนทีÉโหนด u ใดๆ กาํหนดให้
โหนด z เป็นโหนดเพืÉอนบา้นทีÉมีภาระนอ้ยทีÉสุดของ u ขัÊนตอนวธีิการปรับดุลภาระจะถูกเรียกเมืÉอภาระ
ของโหนด u มีค่านอ้ยกว่า 1

β เท่าของภาระทีÉสูงสุดในระบบ โดยมีขัÊนตอนปรับดุลภาระอยู่ สองชนิดขึÊน
อยู่กบัภาระของโหนด z ถา้ภาระของโหนด z มีค่ามากกว่า 2

β เท่าของภาระทีÉสูงสุด โหนด u และโหนด
z จะเฉลีÉยภาระกนัทาํให้ภาระของทัÊงสองโหนดเท่ากนั เราเรียกขัÊนตอนเหล่านีÊ ว่า SplitNbr ในอีก
กรณีหนึÉงถา้ภาระของโหนด z มีไม่เกิน 2

β เท่าของภาระทีÉสูงสุด โหนด u โอนภาระของมนัทัÊงหมดให้
กบัโหนด z หลงัจากนัÊนโหนด u จะยา้ยตาํแหน่งไปแบ่งภาระครึÉ งหนึÉงของโหนดทีÉมีภาระทีÉสูงสุด ขัÊน
ตอนเหล่านีÊ จะเรียกว่า SplitMax ซึÉงแสดงได้ดงัรูปทีÉ 13 สงัเกตได้ว่า SplitNbr จะเรียกการดาํเนิน
การ NbrAdjust เพียงอย่างเดียว แต่ SplitMax จะเรียกทัÊงการดาํเนินการ NbrAdjust และการดาํเนิน
การ Reorder สงัเกตได้ว่าการดาํเนินการนีÊจะตอ้งการขอ้มูลของภาระทีÉสูงทีÉสุด ดงันัÊนจะตอ้งมีวธีิใน
การเรียกคน้ขอ้มูลนีÊจากในระบบดว้ยเช่นกนั
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Procedure Split (u)

1: Let w be the maximum-loaded node in the system.
2: if L(u) ≤ L(w)

β then
3: Let z be the lightly-loaded neighbor of u.
4: if L(z) ≤ 2 · L(w)

β then
5: //SplitMax steps
6: Transfer all keys of u to z.
7: Transfer a half-load of w to u, s.t., L(w) =

⌈
L(w)
2

⌉
and L(u) =

⌊
L(w)
2

⌋
.

8: else
9: //SplitNbr steps

10: Move keys from z to u to equalize load, s.t., L(u) =
⌈
(L(u)+L(z))

2

⌉
and L(z) =

⌊
(L(u)+L(z))

2

⌋
.

11: end if
12: {Rename nodes appropriately.}
13: end if

ภาพทีÉ 13 การดาํเนินการ Split



ผลและวจิารณ์

ในส่วนผลและวจิารณ์นีÊ จะเป็นส่วนทีÉแสดงบทพิสูจน์ต่างๆ ทีÉ เกีÉยวขอ้งกบัปัญหาวจิยัทัÊงสอง
ปัญหา เริÉมตน้เราจะพิสูจน์ว่าภายใต้เง ืÉอนไขทีÉ ว่าแบนด์วดิท์ของเส้นเชืÉอมทุกเส้นเป็นจาํนวนเท่าของ
แบนด์วดิท์ทีÉตอ้งการนัÊน MDM problem จะมีคาํตอบทีÉดีทีÉสุดเป็นตน้ไม้ ต่อมาเราจะแสดงบทพิสูจน์ทีÉ
เกีÉยวกบัปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเสน้ผ่านกลางทีÉต ํÉาทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉขอบเขต
ดีกรีไม่เท่ากนั จากนัÊนในงานวจิยัส่วนทีÉสอง เราจะวเิคราะห์การออกแบบวธีิการปรับดุลภาระสาํหรับ
วธีิการคน้หาแบบช่วงในเครือข่ายเพียร์ทูเพียร์ซึÉงพิจารณาทัÊงกรณีทีÉมีแต่การใส่กญุแจและกรณีทัÉวไปทีÉมี
ทัÊงการใส่และลบกญุแจ

1. คาํตอบทีÉเป็นต้นไม้สําหรับ MDM problem

ในส่วนนีÊ เราจะพิสูจน์ว่าภายใต้เง ืÉอนไขทีÉว่าแบนด์วดิท์ของทุกๆ เส้นเชืÉอมมีค่าเป็นจาํนวนเท่า
ของแบนด์วดิท์ทีÉตอ้งการ s จะมีคาํตอบทีÉดีทีÉสุดทีÉมีการเชืÉอมต่อกนัเป็นตน้ไม้สาํหรับ MDM problem
ในการพิสูจน์ เราจะแสดงขัÊนตอนวธีิในการแปลงคาํตอบของ MDM problem ไปเป็นคาํตอบทีÉ มีการ
เชืÉอมต่อกนัเป็นตน้ไม้

เราสมมติว่าความล่าชา้มี คุณสมบติั เป็นเมตริก นัÉนคือ ความล่าชา้มี คุณสมบติัสมมาตรและ
สอดคลอ้งกบัอสมการสามเหลีÉยม โดยไม่สูญเสียหลกัการทัÉวไปเราจะปรับแบนด์วดิท์ของเสน้เชืÉอม
ทุกเสน้โดยหารดว้ย s จากนัÊนปัดเศษทิÊง

บทตัÊง 1

ถา้แบนด์วดิท์ของทุกเสน้เชืÉอมมีค่าเป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ s และความล่าชา้มี
คุณสมบติัเป็นเมตริกแลว้คาํตอบของ MDM problem จะสามารถเปลีÉยนให้อยู่ ในรูปของตน้ไม้ทีÉมีความ
ยาวของเสน้ผ่านกลางไม่เพิÉมขึÊนจากคาํตอบตน้ฉบบั
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พิสูจน์

เราจะใช ้ทฤษฎบีท max-flow min-cut (Ford and Fulkerson (1962)) ในการสร้างตน้ไม้ เพืÉอ
ใหก้ารไหลจากตน้ทางไปปลายทางมีความชดัเจน เราจะสร้างกราฟสองส่วน (Bipartite graph) ทีÉแสดง
แผนการส่งขอ้มูลกระแส

เมืÉอให้คาํตอบของ MDM problem มา เราจะกาํหนดให้ bipartite graph F = (V1 ∪ V2, EF )

โดยทีÉ V1 = V2 = V และแต่ละคู่ของโหนด u และ v ทีÉมี u ∈ Pv and sv(u) > 0 เราจะกาํหนดให้มีเส้น
เชืÉอม (u, v) ∈ EF โดยทีÉ u ∈ V1 และ v ∈ V2 นัÉนคือเราจะมีเส้นเชืÉอม (u, v) ใน F ก็ต่อเมืÉอ u มีการส่ง
ขอ้มูลกระแสให้ v

ในการสร้างคาํตอบทีÉเป็นตน้ไม้ มนัเพียงพอถา้เราสามารถแสดงได้ว่าเราสามารถหาโหนดพ่อ
Pu ให้กบัแต่ละโหนด u ̸= r ทีÉสอดคลอ้งกบัเง ืÉอนไขสองขอ้ไดแ้ก่

1. แต่ละโหนด u นัÊน เสน้เชืÉอม (Pu, u) ∈ EF

2. แต่ละโหนด v จะมีโหนดลูกไม่เกิน Uv โหนด

เนืÉองจากการทีÉสามารถกาํหนดโหนดพ่อให้กบัแต่ละโหนดนัÊนทาํให้ได้ตน้ไม้แผ่ทัÉว เราจะแสดงขัÊน
ตอนวธีิในการกาํหนดโหนดพ่อให้กบัโหนดลูก

เราจะลดรูปปัญหานีÊ ไปเป็นปัญหาการไหลสูงสุด (Max-flow problem) โดยใช ้การลดรูป
แบบมาตรฐานนัÉนคือการเพิÉมโหนดแหล่งกาํเนิดพิเศษ a และโหนดแหล่งรับพิเศษ b แต่ละเส้นเชืÉอม
(u, v) ใน F เราจะกาํหนดความจุเป็นจาํนวนเตม็ทีÉนอ้ยทีÉสุดทีÉไม่นอ้ยไปกว่าปริมาณของไหลทีÉโหนด
v ดาวนโ์หลดโดยตรงมาจากโหนด u จากคาํตอบทีÉได้รับ จากนัÊนเราจะกาํหนดทิศทางให้กบัแต่ละเสน้
เชืÉอมใน F จากเซต V1 ไป V2 สาํหรับแต่ละโหนด u ∈ V1 เราจะเพิÉมเสน้เชืÉอมทีÉมีทิศทาง (a, u) ทีÉมี
ความจุ Uu หน่วย สาํหรับแต่ละโหนด v ∈ V2 เราจะเพิÉมเสน้เชืÉอมทีÉมีทิศทาง (v, b) ทีÉมีความจุหนึÉง
หน่วย

เราสามารถยนืยนัได้ว่าเมืÉอกาํหนดคาํตอบของ MDM problem มาให้จะมี minimum cut ระหว่าง
ab ทีÉมีขนาดอย่างนอ้ย |V | − 1 ดงันัÊนจากทฤษฎบีท Max-Flow Min-Cut theorem เราจะได้ว่ามีการไหล
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ภาพทีÉ 14 ตวัอย่างการสร้างคาํตอบเป็นตน้ไม้จากการลดรูปคาํตอบของ MDM problem สมมติว่าแต่ละ
โหนดมีแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊน 3 หน่วย

ขนาด |V | − 1 เนืÉองจากความจุของทุกเส้นเชืÉอมเป็นจาํนวนเตม็ ดงันัÊนจะมีการไหลเตม็หน่วย (Integral
flow) เมืÉอกาํหนดการไหลเตม็หน่วยมาให้ แต่ละโหนดใน x ∈ V2 − {r} จะได้รับการไหลปริมาณหนึÉง
หน่วยจากโหนดใน V1 ซึÉงจะกลายเป็นโหนดพ่อของโหนด x ดงันัÊนเราสามารถหาการกาํหนดความ
สมัพนัธ์พ่อลูกได้

ภาพทีÉ 14 แสดงตวัอย่างการลดรูป โดยภาพทีÉ 14 (ก) แสดงตวัอย่างคาํตอบของ MDM problem
โดยสมมติว่าแต่ละโหนดมีแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊน 3 หน่วย ภาพทีÉ14 (ข) แสดงการลดรูปไป
เป็นปัญหาการไหลสูงสุด โดยมีการเพิÉมโหนดพิเศษ a และ b มีการเพิÉมเส้นเชืÉอมระหว่าง a กบัโหนด
ในเซต V1 ทีÉมีความจุเท่ากบัค่าแบนด์วดิท์เชืÉอมโยงขึÊนของแต่ละโหนดในเซต V1 เพิÉมเสน้เชืÉอมระหว่าง
โหนดในเซต V1 กบัโหนดในเซต V2 ทีÉมีความจุเป็นจาํนวนเตม็ทีÉมีค่านอ้ยทีÉสุดทีÉไม่นอ้ยไปกว่าปริมาณ
ของไหลทีÉถูกส่งจากโหนดในเซต V1 ไปโหนดในเซต V2 เพิÉมเส้นเชืÉอมระหว่างโหนดในเซต V2 กบั
โหนด b ทีÉมีความจุเป็นหนึÉงหน่วย ภาพทีÉ 14 (ค) แสดงคาํตอบเป็นตน้ไม้
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จากบทตัÊง 1 เมืÉอพิจารณาแต่ละโหนด u เราสามารถพิจารณาแบนด์วดิท์ของเสน้เชืÉอมโยงขึÊน
และแบนด์วดิท์ทีÉตอ้งการเป็นเส้นเชืÉอมทีÉเกิดกบัโหนด u ได้ ปัญหานีÊ จึงลดรูปไปเป็น BDST problem
with non-uniform degree bound ได้ดว้ยการกาํหนดขอบเขตดีกรี Bv = Uv + 1 ให้กบัแต่ละโหนด v ∈

V − {r} และกาํหนดขอบเขตดีกรี Br = Ur สาํหรับเครืÉองตน้ทาง r ดงันัÊนเราจะได้บทแทรก

บทแทรก 1

ถา้แบนด์วดิท์มีค่าเป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ s ถา้มีขัÊนตอนวธีิทีÉมีอตัราส่วนการ
ประมาณเป็น O(

√
logn) สาํหรับ BDST problem with non-uniform degree bound จะมีขัÊนตอนวธีิการ

ประมาณทีÉเป็น O(
√

logn) สาํหรับ MDM problem

2. การวเิคราะห์ขัÊนตอนวธีิสําหรับ BDST problem with non-uniform degree bound

ในส่วนนีÊ เราจะพิสูจน์ว่าขัÊนตอนวธีิสาํหรับ BDST problem with non-uniform degree bound
ทีÉนาํเสนอในบทอุปกรณ์และวธีิการ มีอตัราส่วนการประมาณเป็น O(

√
logn) เริÉมตน้เราจะทบทวน

คุณสมบติัทีÉเกีÉยวขอ้งกบัตน้ไม้ก่อน ขัÊนตอนวธีิทีÉเรานาํเสนอนัÊน เราแบ่งโหนด V ออกเป็น 3 เซต V1, V2

และ V3 เราจะวเิคราะห์แยกส่วนกนัโดยโหนดในกลุ่ม V3 จะนาํไปสร้างเป็นตน้ไม้ H ซึÉงเป็นส่วนฐาน
ของคาํตอบ เราจะพิสูจน์คุณสมบติัของตน้ไม้ H ในหวัขอ้ย่อย 2.2 สาํหรับโหนดในกลุ่ม V2 เราจะ
สร้างเซตของเส้นทาง k เสน้ซึÉงเป็นส่วนหางของคาํตอบ เราจะพิสูจน์คุณสมบติัในส่วนหางในหวัขอ้
ย่อย 2.3 สุดทา้ยเมืÉอนาํเอาตน้ไม้ H มาต่อดว้ยเซตของเส้นทาง k เส้นและต่อทา้ยดว้ยเซตของโหนดใน
กลุ่ม V1 จะได้ทฤษฎบีท สุดทา้ยเราแสดงวธีิการจดัการกบัโหนดรากในกรณีทีÉโหนดรากมีดีกรีตํÉา

2.1 การวเิคราะห์คุณสมบติัของตน้ไม้ (Properties of trees)

สาํหรับตน้ไม้ T = (V,E) ใดๆ และโหนด u ∈ V เราจะนิยาม degT (u) ว่าเป็นดีกรี (Degree)
ของโหนด u สาํหรับโหนดในตน้ไม้ T ทีÉมีดีกรีเท่ากบั 1 เราจะเรียกว่าโหนดใบ (Leaves) สาํหรับโหนด
ทีÉไม่ใช่โหนดใบของตน้ไม้ (Non-leaf nodes) เราจะเรียกว่า โหนดภายใน (Internal nodes) เราจะนิยาม
N(T ) ว่าเป็นเซตของโหนดภายในของตน้ไม้ T
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ประพจน์ทีÉจะกล่าวต่อไปเป็นความจริงพืÊนฐานของคุณสมบติัของตน้ไม้

ประพจน์ 1

สาํหรับตน้ไม้ T = (V,E) ใดๆ จาํนวนของโหนดใบจะเท่ากบั

∑
v∈N(T )

(degT (v)− 2) + 2

พิสูจน์

จากคุณสมบติัพืÊนฐานของตน้ไม้ 2 ขอ้ไดแ้ก่

2|E| =
∑
v∈T

(degT (v)) (1)

และ

|E| = |V | − 1 (2)

เมืÉอนาํเอาสมการ (2) แทนค่าในสมการ (1) จะได้ว่า

2(|V | − 1) =
∑
v∈T

(degT (v))

เนืÉองจากเซต V ประกอบดว้ย N(T ) และ L เมืÉอ L แทนเซตของโหนดใบไม้ในตน้ไม้ T
จะได้ว่า

2|V | − 2 =
∑

v∈N(T )

(degT (v)) +
∑
v∈L

(degT (v))

โหนดใบของตน้ไม้มีดีกรีเท่ากบั 1 ดงันัÊน∑v∈L(degT (v)) = |L| ทาํให้ได้ว่า

2|V | − 2 =
∑

v∈N(T )

(degT (v)) + |L|
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2|V | − 2− |L| =
∑

v∈N(T )

(degT (v))

2|N(T ) + L| − 2− |L| =
∑

v∈N(T )

(degT (v))

|L| − 2 =
∑

v∈N(T )

(degT (v))− 2|N(T )|

|L| =
∑

v∈N(T )

(degT (v)− 2) + 2

จะได้ว่าจาํนวนใบของตน้ไม้ T มีค่าเท่ากบั∑v∈N(T )(degT (v)− 2) + 2

เมืÉอกาํหนด instance ของ BDST problem with non-uniform degree bounds และตน้ไม้ T
มาให้ สาํหรับโหนด u ใน T กาํหนดให้ UT (u) แทนจาํนวนดีกรีทีÉไม่ถูกใช ้ (Unused degree) ของโหนด
u ในตน้ไม้ T นัÉนคือ UT (u) = Bu − degT (u), สาํหรับ V ′ ทีÉเป็นซบัเซตของ V จาํนวนดีกรีทีÉไม่ถูก
ใช ้ของเซตของโหนด V ′ ของตน้ไม้ T จะแทนดว้ย UT (V

′) มีค่าเท่ากบัผลรวมของดีกรีทีÉไม่ถูกใช ้ของ
โหนดในเซตของโหนด V ′ ในประพจน์ถดัไปจะเป็นการพิสูจน์เกีÉยวกบัดีกรีทีÉไม่ถูกใช ้แลว้คาํตอบทีÉ
เป็นไปได้ของ instance ของ BDST problem with non-uniform degree bounds

ประพจน์ 2

กาํหนดให้ T ′ แทนตน้ไม้ของเซตของโหนด V ′ ถา้ทุกๆ โหนด u ในเซตของโหนด V ′

ทีÉมี degT ′(u) ≤ Bu แลว้จะได้ว่าจาํนวนดีกรีทีÉไม่ถูกใช ้มีค่าเป็น UT ′(V ′) =
∑

u∈V ′(Bu − 2) + 2

พิสูจน์

พิจารณาตน้ไม้ T ′ ใดๆ สาํหรับแต่ละโหนด u จาํนวนดีกรีทีÉไม่ถูกใช ้ของ u จะเท่ากบั
Bu ลบดว้ยดีกรีของมนัในตน้ไม้ T ′ เนืÉองจากผลรวมของดีกรีของโหนดในตน้ไม้ทีÉมี |V ′| โหนดมีค่า
เป็น 2 · (|V ′| − 1) = 2|V ′| − 2 ดงันัÊนผลรวมของดีกรีทีÉไม่ถูกใช ้ของทุกโหนดรวมกนัเป็น∑v∈V ′ Bv −

(2|V ′| − 2) =
∑

v∈V ′(Bv − 2) + 2 ตามตอ้งการ

ประพจน์ถดัไปจะพิจารณาถึงความเป็นไปได้ของตวัอย่างของ BDST problem with non-
uniform degree bounds ว่าตวัอย่างของปัญหาทีÉได้รับมามีผลเฉลยหรือไม่
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ประพจน์ 3

ถา้ ∑u∈V Bu < 2|V | − 2 แลว้ instance ของ BDST problem with non-uniform degree
bounds นัÊนจะไม่มีผลเฉลย

จากประพจน์ 2 ทาํให้เราได้เง ืÉอนไขของจาํนวนโหนด u ทีÉมีดีกรีเป็น 1

บทแทรก 2

กาํหนดให้ V1 แทนเซตของโหนด u ทีÉมี Bu = 1 สาํหรับ instance ทีÉมีคาํตอบของ BDST
problem with non-uniform degree bounds จะมี |V1| ≤

∑
w∈V−V1

(Bw − 2) + 2

ดงันัÊนจากนีÊไปเราจะสมมติว่าเง ืÉอนไขของบทแทรก 2 เป็นจริง

ประพจน์ต่อไปจะแสดงว่ามีวธีิในการหาเซตของเส้นทางจาํนวนเท่ากบัโหนดใบโดยทีÉ
แต่ละเสน้ทางไม่ใช ้เส้นเชืÉอมร่วมกนัอีกทัÊงยงัแผ่ทัÉวเซตของโหนดในตน้ไม้อีกดว้ย

ประพจน์ 4

สาํหรับตน้ไม้ T = (V,E) ใดๆ ทีÉมีโหนดใบเป็นจาํนวนเท่ากบั k จะมีเซตของเส้นทาง k

เสน้ทางทีÉไม่ใช ้เสน้เชืÉอมร่วมกนั (edge-disjoint paths) ใน T ทีÉแผ่ทัÉว T

พิสูจน์

เนืÉองจาก T เป็นตน้ไม้ทีÉมีโหนดราก จึงมีความสมัพนัธ์ของโหนดในตน้ไม้แบบพ่อลูก
(Parent-child) ใน T เราสามารถกาํหนดทิศทางของเส้นเชืÉอมทุกๆ เสน้ได้โดยกาํหนดให้แต่ละเสน้
เชืÉอมโหนดลูกชีÊไปยงัโหนดพ่อ
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เราจะแสดงวธีิการหาเซตของเส้นเชืÉอม E′ จากตน้ไม้ T ในรูปของกราฟใหม่ทีÉเป็นกราฟ
แบบมีทิศทาง (Directed graph) T ′ = (V,E′) โดยมีเง ืÉอนไขว่า T ′ ประกอบดว้ยเส้นทางทีÉถูกระบุทิศ
จาํนวน k เสน้ทาง

ในการหาเซตของเสน้เชืÉอม E′ โหนดภายในแต่ละโหนด u จะเลือกโหนดลูกของมนั v มา
หนึÉงโหนดดว้ยวธีิอะไรกไ็ด้ จากนัÊนเราจะเกบ็เสน้เชืÉอม (v, u) ไว้ในเซต E′

ผลลพัธ์ของกราฟ T ′ จะประกอบไปดว้ยเซตของเส้นทางทีÉมีทิศทาง ทัÊงนีÊ เพราะว่าดีกรีขา
เขา้ (Indegree) ของแต่ละโหนดใน T ′ มีไม่เกิน 1 และไม่มีวงจร (Cycle) ใน T ′ เนืÉองจากมนัเป็นซบั
กราฟแบบมีทิศทางในตน้ไม้ทีÉเส้นเชืÉอมมีทิศทางชีÊไปทางราก

ในการพิสูจน์ว่าส่วนประกอบ (Component) มีจาํนวนเท่ากบั k เราจะแสดงว่าแต่ละส่วน
ประกอบจะประกอบดว้ยโหนดใบใน T จาํนวนหนึÉงโหนดเท่านัÊน พิจารณาเสน้ทาง P ใดๆ ใน T ′

สงัเกตได้ว่า P จะประกอบดว้ยโหนดใบไม่เกินหนึÉงโหนด เนืÉองจากโหนดใบใดๆ จะมีดีกรีขาเขา้เป็น
ศูนย์ และใน P จะมีโหนดทีÉมีดีกรีขาเขา้เป็นศูนย์เพียงโหนดเดียว เนืÉองจากโหนดภายในใดๆ ใน T มี
ดีกรีขาเขา้เป็นหนึÉงใน T ′ มนัจึงไม่สามารถเป็นโหนดทีÉมีดีกรีขาเขา้เป็นศูนย์ใน P ได้ ดงันัÊน P จะตอ้ง
มีโหนดใบของ T อย่างนอ้ยหนึÉงโหนด จะได้ว่าแต่ละเส้นทางทีÉมีทิศทางใน T ′ จะประกอบดว้ยโหนด
ลูกเพียงโหนดเดียวเท่านัÊน ทาํให้พิสูจน์ได้ว่าเราจะมีเสน้ทางแบบมีทิศทางเป็นจาํนวน k เส้นทีÉแผ่ทัÉว
ตน้ไม้ทีÉเส้นเชืÉอมมีทิศทางชีÊไปทางรากของ T

สาํหรับการทีÉจะได้เสน้ทางทีÉไม่ใช ้เส้นเชืÉอมร่วมกนัใน T นัÊนทาํได้โดยเราจะเกบ็แต่ละ
เสน้ทางจาก T ′ และเอาทิศทางบนเส้นเชืÉอมออก

ภาพทีÉ 15 เป็นตวัอย่างของการแบ่งตน้ไม้ออกเป็นเส้น ภาพทีÉ 15 (ก) เป็นตน้ไม้เริÉมตน้ ใน
ภาพทีÉ 15 (ข) แต่ละโหนดเลือกเส้นเชืÉอมทีÉเช ืÉอมไปยงัโหนดลูกหนึÉงเส้น โดยทีÉเส้นปะจะแทนเส้นเชืÉอม
ทีÉจะถูกเอาออกและเส้นทึบจะเป็นเสน้ทีÉเลือก ภาพทีÉ 15 (ค) แบ่งโหนดออกเป็น 10 กลุ่มตามเซตของ
โหนดทีÉติดกนั
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ภาพทีÉ 15 ตวัอย่างการแบ่งตน้ไม้ออกเป็นเสน้ 10 เส้น

ประพจน์ต่อไปสามารถถูกพิสูจน์ได้ดว้ยอสมการอิงรูปสามเหลีÉยม (Triangle inequality)
ซึÉงจะเป็นการสรุปคุณสมบติัทีÉมีประโยชน์ทีÉสมัพนัธ์กบัเสน้ผ่านกลาง ∆

ประพจน์ 5

(1) สาํหรับโหนด v ใดๆ ℓ(r, v) ≤ ∆

(2) สาํหรับคู่ของโหนด v และ u คู่ใดๆ ℓ(u, v) ≤ 2∆

2.2 การวเิคราะห์ส่วนฐาน

เราจะสร้างตน้ไม้H จากเซต V3 ถา้ทุกโหนดมีขอบเขตของดีกรีเท่ากนั Könemann et al.
(2005) ได้แสดงบทตัÊงดงัต่อไปนีÊ

บทตัÊง 2

( Könemann et al.,2005, ทฤษฎบีท 1) เมืÉอกาํหนดเซตของโหนด V , เมตริก d บน V และ
ขอบเขตของดีกรีทีÉมากทีÉสุดเป็น B ขัÊนตอนวธีิของ Könemann et al. จะให้ผลลพัธ์เป็นตน้ไม้ทีÉดีกรี
ของโหนดมากทีÉสุดไม่เกิน B และเส้นผ่านกลางมีค่าไม่เกิน O(

√
logB n ·∆) เมืÉอ ∆ คือเส้นผ่านกลางทีÉ

ต ํÉาทีÉสุดของตน้ไม้ใดๆ ทีÉมีดีกรีไม่เกิน B
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เนืÉองจากปัญหาทีÉวทิยานิพนธ์นีÊสนใจเป็นกรณีทีÉแต่ละโหนดมีขอบเขตดีกรีไม่เท่ากนั เรา
จะแสดงวธีิการลดรูปปัญหาไปยงั ปัญหาทีÉ มี ดีกรี เท่ากนั ก่อน เพืÉอให้สามารถนาํ เอาขัÊนตอนวธีิของ
Könemann et al. มาใช ้แก้ปัญหา

การลดรูป

ในส่วนนีÊ เราจะเสนอวธีิการลดรูป เมืÉอกาํหนด instance I ของ BDST problem
with non-uniform degree bound มาให้ ซึÉงประกอบดว้ยเซตของโหนด V , เมตริก d บน V และ ขอบเขต
ดีกรีของแต่ละโหนด Bv โดยทีÉ Bv ≥ 3 สาํหรับแต่ละ v ∈ V เราจะทาํการสร้าง instance I ′ ของปัญหา
ทีÉมีเง ืÉอนไขว่าทุกโหนดมีขอบเขตดีกรีเป็นค่าคงทีÉค่าเดียวกนัดงันีÊ

สาํหรับแต่ละโหนด v ∈ V เราจะสร้างโหนด v1, v2, . . . , vBv−2 ซึÉงเปรียบ
เสมือนสาํเนาของโหนด v จาํนวน Bv − 2 ชุดและแทนเซตของโหนดเหล่านีÊดว้ย c(v) กาํหนดให้ V ′ =

∪v∈V c(v) และนิยามฟังกช์นัการส่ง f : V ′ → V ทีÉ f(u) = v ก็ต่อเมืÉอ u ∈ c(v) สาํหรับเมตริก d′ สามารถ
นิยามดงันีÊ สาํหรับโหนด u, v ∈ V ′ ใดๆ ให้ d′(u, v) = d(f(u), f(v)) สงัเกตได้ว่าสาํหรับโหนด v ใดๆ
ระยะทางระหว่างสองโหนดใดๆ ใน c(v) ภายใต้ d′ จะมีค่าเป็นศูนย์ สุดทา้ยเราจะกาํหนดค่าขอบเขต
ดีกรีของทุกโหนด v ∈ V ′ เป็น 3

ภายใต้การแปลงนีÊ คาํตอบใดๆ ในสาํหรับกรณีทีÉ มีขอบเขตดีกรีไม่ เท่ากนั
สามารถเปลีÉยนไปเป็นคาํตอบในกรณีทีÉทุกโหนดมีขอบเขตดีกรีเป็นค่าคงทีÉค่าเดียวกนัได้ดว้ยเสน้ผ่าน
กลางเดียวกนั ดงันัÊนคาํตอบทีÉดีทีÉสุดของ instance I สามารถถูกแปลงให้เป็นคาํตอบของตวัอย่าง I ′

ของปัญหาการสร้างตน้ไม้ทอดขา้มทีÉมีเส้นผ่านกลางนอ้ยทีÉสุดโดยทุกโหนดมีขอบเขตดีกรีค่าเดียวกนัทีÉ
มีเสน้ผ่านกลางทีÉเท่ากนัได้ ดงันัÊนทาํให้สรุปได้ว่า คาํตอบทีÉดีทีÉสุดในกรณีทีÉทุกโหนดมีขอบเขตดีกรี
เป็นค่าคงทีÉค่าเดียวกนัจะไม่แย่ไปกว่าคาํตอบทีÉดีทีÉสุดในกรณีทีÉมีขอบเขตดีกรีไม่เท่ากนั

กาํหนดให้ตน้ไม้ T ′ แทนคาํตอบของ I ′ บทตัÊงต่อไปจะเป็นการพิสูจน์ขากลบั

บทตัÊง 3
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ตน้ไม้ T ′ สามารถถูกแปลงเป็นตน้ไม้ T ทีÉเป็นคาํตอบของปัญหาในกรณีทีÉ
แต่ละโหนดมีขอบเขตดีกรีไม่เท่ากนัได้ ซึÉงเส้นผ่านกลางจะไม่เกินเสน้ผ่านกลางของ T ′

พิสูจน์

สาํหรับกราฟ H ใดๆ และซบัเซต U ของ H กาํหนดให้ H[U ] แทนซบักราฟ
ของH ทีÉถูกเหนีÉยวนาํดว้ย U เราจะกาํหนดรากของตน้ไม้ T ′ ไว้ทีÉโหนด r ∈ T ′ โดยทีÉเป็นโหนดใดกไ็ด้
ต่อไปเราจะแสดงว่า T ′ สามารถถูกปรับเปลีÉยนให้มีเง ืÉอนไขดงันีÊ

1. สาํหรับแต่ละ v ∈ V ซบักราฟ T ′[c(v)] จะเชืÉอมกนั

2. ระยะทางจากโหนด u ไป r ในตน้ไม้ T ′ จะไม่เพิÉมขึÊน

เราจะอธิบายการดาํเนินการบนโหนด v ∈ V ใดๆ เพืÉอทีÉจะมัÉนใจว่า T ′[c(v)] จะ
สอดคลอ้งกบัเง ืÉอนไข (1) ในขณะทีÉทุกๆระยะทางยงัคงสอดคลอ้งกบัเง ืÉอนไข (2)

สาํหรับส่วนประกอบทีÉเช ืÉอมกนั (Connected component) C ใดๆ เราจะนิยาม
โหนดรากของส่วนประกอบ R(C) ว่าเป็นโหนดทีÉใกล้กบัโหนดรากของ T ′ มากทีÉสุด และนิยามเซตของ
โหนดหางของส่วนประกอบ C ว่าเป็นเซตของโหนดใน C ทีÉอยู่ ไกลจาก r มากทีÉสุดใช ้สญัลกัษณ์เป็น
T (C) ดงันัÊนเมืÉอส่วนประกอบมีโหนดเดียวจะได้ว่า R(C) ∈ T (C)

พิจารณาบางโหนด v ∈ V ทีÉ T ′[c(v)] ไม่เชืÉอมกนั ให้ A และ B แทนสองส่วน
ประกอบทีÉเช ืÉอมกนัใน T ′[c(v)] สมมติว่า R(A) อยู่ ไม่ไกลจากโหนดรากไปกว่า R(B) เราจะทาํการ
เชืÉอม R(B) กบัโหนดหางโหนดหนึÉงของ A กาํหนดให้ p เป็นโหนดพ่อของ R(B) ในตน้ไม้ T ′ สงัเกต
ได้ว่าจะมีโหนด p เพราะว่ากรณีเดียวทีÉ R(B) จะไม่มีโหนดพ่อคือเมืÉอ R(B) นัÊนเป็นโหนดราก แต่ใน
กรณีนัÊน R(B) จะตอ้งใกล้โหนดรากมากกว่า R(A) ซึÉงขดัแยง้กบัทีÉเราสมมติไว้

หยบิโหนด t ∈ T (A) ใดๆ มา เราจะเปลีÉยนโหนดพ่อของ R(B) เป็นโหนด t

เริÉมตน้เราจะลบเสน้เชืÉอม (p,R(B)) และเพิÉมเส้นเชืÉอม (t, R(B)) สงัเกตได้ว่าระยะทางจากโหนดราก r

ไปยงั R(B) เท่ากบัระยะทางจากโหนดราก r ไปยงั R(A)
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ภาพทีÉ 16 ตวัอย่างของการเชืÉอม component A และ B (ก) ก่อนเชืÉอม (ข) หลงัเชืÉอม

ถา้ดีกรีของโหนด t ไม่เกินเง ืÉอนไข (ไม่เกินสาม) การแปลงถือว่าสาํเร็จ ถา้
ไม่ใช่ เนืÉองจาก Bt = 3 แสดงว่าขณะนีÊ โหนด t มีโหนดลูกอยู่สามโหนดรวม R(B) พิจารณาโหนดลูก
ของ t ทีÉไม่ใช่ R(B) กาํหนดให้ u เป็นหนึÉงในโหนดเหล่านัÊนและกาํหนดให้ t′ เป็นบางโหนดใน T (B)

ถา้ t′ มีโหนดลูก w บางโหนด ให้ลบเสน้เชืÉอม (t′, w) และเพิÉมเส้นเชืÉอม (p, w) เพืÉอทีÉจะให้ t′ มีดีกรีไม่
เกินสอง

สงัเกตว่าก่อนหนา้นีÊ โหนด w ก่อนทีÉจะมีการดาํเนินการ โหนด w จะไปถึง p

จะผ่านทางส่วนประกอบใน T ′[c(v)] เนืÉองจากเส้นเชืÉอม (p, w) เช ืÉอมโหนด w กบัโหนด p โดยตรง จาก
อสมการสามเหลีÉยมจะได้ว่าระยะทางจากโหนด w ไปโหนด r ไม่เพิÉมขึÊน

เราจะเปลีÉยนโหนดพ่อของ u ไปเป็นโหนด t′ โดยการลบเส้นเชืÉอม (t, u) และ
เพิÉมเส้นเชืÉอม (t′, u) สงัเกตได้ว่าระยะทางจากโหนด u ไปยงัโหนดรากจะยงัคงเท่าเดิมเนืÉองจาก t′ และ
t ถูกเชืÉอมกนัดว้ยเสน้ทางทีÉมีค่าใช ้จ่ายเป็นศูนย์และ d′(t, u) = d′(t′, u) รูปทีÉ 16 แสดงตวัอย่างการลดรูป

เราสามารถทาํการดาํเนินการนีÊซ ํÊาจนกระทัÉงทุก T ′[c(v)] เช ืÉอมกนัหมดสาํหรับ
ทุกๆ v ∈ V การดาํเนินการเหล่านีÊทาํให้ T ′ ถูกแปลงเป็นคาํตอบของ T ดว้ยเสน้ผ่านกลางค่าเดียวกนั

จากการลดรูปนีÊ แสดงว่าคาํตอบใดๆสาํหรับกรณีทีÉ ทุกโหนดมีขอบเขตดีกรี
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เป็นค่าคงทีÉค่าเดียวกนัสามารถเปลีÉยนไปเป็นคาํตอบในกรณีทีÉมีขอบเขตดีกรีไม่เท่ากนัได้ดว้ยเสน้ผ่าน
กลางเดียวกนั ดงันัÊนสรุปได้ว่าคาํตอบทีÉดีทีÉสุดในกรณีทีÉมีขอบเขตดีกรีไม่เท่ากนัจะไม่แย่ไปกว่าคาํตอบ
ทีÉดีทีÉสุดในกรณีทีÉทุกโหนดมีขอบเขตดีกรีเป็นค่าคงทีÉค่าเดียวกนั

เมืÉอพิจารณาการแปลงไปและแปลงกลบั ทาํให้สรุปได้ว่าคาํตอบทีÉดีทีÉสุดใน
กรณีทีÉมีขอบเขตดีกรีไม่เท่ากนัจะเท่ากบัคาํตอบทีÉดีทีÉสุดในกรณีทีÉทุกโหนดมีขอบเขตดีกรีเป็นค่าคงทีÉ
ค่าเดียวกนั ดงันัÊนขัÊนตอนวธีิแบบประมาณใดๆ สาํหรับกรณีทีÉทุกโหนดมีขอบเขตดีกรีเป็นค่าคงทีÉค่า
เดียวกนัสามารถใชไ้ด้กบักรณีทีÉมีขอบเขตดีกรีไม่เท่ากนัได้ดว้ยอตัราส่วนการประมาณเดียวกนั เมืÉอใช ้
บทตัÊง 2 เราจะได้ขอบเขตของเส้นผ่านกลางของส่วนฐานดงับทตัÊง 4

บทตัÊง 4

เส้นผ่านกลางของส่วนฐานจะไม่เกิน O(
√

logn)∆

2.3 การวเิคราะห์ส่วนหาง

ในส่วนนีÊ เราจะพิจารณาโหนดใน V2 (โหนดทีÉมีดีกรีเท่ากบั 2) กาํหนดให้ K เป็นจาํนวน
ของดีกรีทีÉไม่ถูกใช ้ในส่วนฐาน เราจะสร้างเส้นทาง K เส้นจากเซตของโหนด V2 จากนัÊนจะเชืÉอมเส้น
ทางเหล่านัÊนเขา้กบัโหนดในส่วนฐานทีÉมีดีกรีทีÉไม่ถูกใช ้

ในบทตัÊงบทต่อไปจะแสดงว่า สาํหรับตน้ไม้ใดๆ ทีÉแต่ละโหนดมีดีกรีไม่เกินขอบเขตดีกรี
ของมนั จะมีจาํนวนของใบจะไม่เกิน K นัÉนคือ∑v∈V3

(Bv − 2) + 2

บทตัÊง 5

กาํหนดให้ T = (V,E) เป็นตน้ไม้ใดๆ ถา้ทุกโหนด u ∈ T ทีÉ degT (u) ≤ Bu แลว้จาํนวน
ของใบจะไม่เกิน K
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พิสูจน์

กาํหนดให้ N แทนเซตของโหนดภายในในตน้ไม้ T จากประพจน์ 1 จะได้ว่าจาํนวนของ
โหนดใบในตน้ไม้ T มีค่าเป็น∑v∈N (degT (v)−2)+2 จากเง ืÉอนไขทีÉแต่ละโหนดมีดีกรีไม่เกินขอบเขต
ดีกรีของมนั จะได้ว่า

∑
v∈N

(degT (v)− 2) + 2 ≤
∑
v∈N

(Bv − 2) + 2 =
∑
v∈V3

(Bv − 2) + 2.

ในส่วนสุดทา้ยได้มากจาก N ⊆ V2 ∪ V3 และสาํหรับแต่ละโหนด v ∈ V2 จะมี Bv − 2 = 0

พิจารณาคาํตอบทีÉ ดีทีÉสุด T ∗ กาํหนดให้ K ′ แทนจาํนวนของโหนดใบใน T ∗, K แทน
จาํนวนของความจุของแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊนทีÉไม่ได้ใช ้ของส่วนฐาน จากบทตัÊง 5 จะได้ว่า
K ′ ≤ K เมืÉอเราใช ้ประพจน์ 4 ในการแบ่งโหนดใน T ∗ ออกเป็นเส้นทาง K ′ เสน้ จะเห็นได้ว่าความ
ยาวของแต่ละเส้นทางจะไม่เกินค่า ∆ เพราะว่าแต่ละเส้นทางเป็นเส้นทางย่อยของตน้ไม้ T ∗ สงัเกตได้
ว่าหากเสน้ทางทีÉได้นอ้ยกว่า K เราสามารถเพิÉมจาํนวนของเส้นทางให้เป็น K ได้โดยการตดัเส้นทางเดิม
ซึÉงการตดัจะไม่เพิÉมความยาวของเสน้ทาง ทาํให้เราได้บทตัÊงบทต่อไป

บทตัÊง 6

จะมีเซตของเสน้ทางทีÉไม่ทบักนั K เสน้ทีÉแผ่ทัÉวเซตของโหนดใน T ∗ ทีÉความยาวของ
แต่ละเสน้ทางมีค่าไม่เกิน ∆

จากบทตัÊงทีÉ ผ่านมา เมืÉอเราเพิÉมเส้นเชืÉอมจาก r ไปยงัทัÊงสองจุดปลายของแต่ละเสน้ทาง
เราจะได้เซตของทวัร์ทีÉแผ่ทุกโหนดจาํนวน K เส้น โดยทีÉแต่ละเส้นจะมีความยาวไม่เกิน 3∆ ทัÊงนีÊ
เนืÉองจากประพจน์ 5 รับประกนัว่า ℓ(r, u) ≤ ∆ สาํหรับแต่ละโหนด u ดงันัÊนเราจะได้คาํตอบทีÉเป็นไป
ได้ของปัญหา The k-Traveling Salesperson Problem ทีÉมีค่าใช ้จ่ายไม่เกิน 3∆
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เราจะสร้างเซตของเส้นทาง K เสน้บนจากโหนดใน V2 ซึÉงแต่ละเส้นจะมีความยาวไม่เกิน
3α∆ เมืÉอ α เป็นค่าการประมาณทีÉได้รับการรับประกนัของขัÊนตอนวธีิ FHK จากการใช ้ขัÊนตอนวธีิ
FHK เราจะแบ่งเซตของโหนด V ออกเป็นK ทวัร์ ทีÉมีโหนดราก r ในแต่ละทวัร์ เราจะสร้างเส้นทางโดย
การท่องในทวัร์เริÉมทีÉโหนดราก จากนัÊนขา้มโหนดในเซต V3 −{r} และโหนดในเซต V1 ในขัÊนสุดทา้ย
เราจะนาํเอาโหนด r ออกจากเสน้ทาง จากอสมการสามเหลีÉยม การทีÉเราขา้มโหนดในเซต V3 −{r} และ
โหนดในเซต V1 จะไม่ทาํให้ความยาวของเส้นทางเพิÉมขึÊน ดงันัÊนแต่ละเสน้ทางจะมีค่าใช ้จ่ายแต่ละเส้น
ไม่เกิน 3α∆ สงัเกตได้ว่าแต่ละเสน้ทางจะมีแต่โหนดในเซตของ V2 บทตัÊงบทต่อไปจะแสดงว่าความ
ยาวของแต่ละเสน้ทางนัÊนไม่ยาวจนเกินไป บทพิสูจน์ของมนัได้มาจากค่าประมาณทีÉรับประกนัของขัÊน
ตอนวธีิ FHK และประพจน์ 6

บทตัÊง 7

ความยาวของแต่ละเสน้ทางในส่วนหางจะไม่เกิน 3α∆ เมืÉอ α แทนค่าประมาณทีÉ รับ
ประกนัของขัÊนตอนวธีิ FHK

พิสูจน์

เราจะสร้างคาํตอบทีÉเป็นไปได้ของ The k-Traveling Salesperson Problem ทีÉค่าใช ้จ่ายไม่
เกิน 3∆ จากประพจน์ 6 เราจะได้ว่ามีเซตของเส้นทาง K เสน้ทีÉแผ่ทัÉวโหนดทุกใน T ∗ สาํหรับแต่ละ
เสน้ทาง P เราจะสร้างทวัร์ทีÉมีจุดเริÉมตน้ทีÉโหนด r โดยการเชืÉอมจุดปลายทัÊงสองขา้งของเส้นทาง P เขา้
กบัโหนด r ดงันัÊนเราจะได้ทวัร์ K ทวัร์ทีÉมีจุดเริÉมตน้ทีÉโหนด r ทีÉแผ่ทัÉวโหนดในกราฟ สงัเกตได้ว่า
ความยาวของแต่ละทวัร์ จะไม่เกิน 3∆ เพราะว่าความยาวของแต่ละเส้นทางไม่เกิน ∆ และความยาวของ
เสน้เชืÉอม ทีÉเพิÉมเขา้มาในทวัร์แต่ละเส้นยาวไม่เกิน ∆

เนืÉองจากขัÊนตอนวธีิ FHK จะให้เซตของทวัร์K ทวัร์ โดยทีÉความยาวของทวัร์ทีÉยาวทีÉสุดจะ
ไม่เกิน α เท่าของคาํตอบทีÉดีทีÉสุด ทาํให้เราได้ว่าแต่ละทวัร์ทีÉเราสร้างขึÊนจะมีความยาวไม่เกิน α(3∆)

สงัเกตได้ว่า การใช ้ทางลดั (shortcutting) และการลบโหนด r นัÊนไม่ทาํให้ความยาวเพิÉมขึÊน ดงันัÊนได้
ประพจน์ตามทีÉตอ้งการ
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เมืÉอนาํเอาค่าประมาณทีÉ รับประกนัของขัÊนตอนวธีิ FHK และค่าประมาณของขัÊนตอนวธีิ
แบบประมาณของปัญหาการเดินทางของพนกังานขายหนึÉงคนจากงานวจิยัของ Christofides (1976) เรา
จะได้บทแทรกบทต่อไป

บทแทรก 3

เส้นทางแต่ละเสน้มีความยาวไม่เกิน (15/2− 3/K)∆

2.4 การวเิคราะห์ทฤษฎบีทหลกั

เมืÉอเรามีส่วนฐานและส่วนหางแลว้ เราจะนาํเอาโหนดในเซต V1 มาเชืÉอมต่อทา้ยของแต่ละ
หางของส่วนหาง จากประพจน์ 5 ทาํให้ได้ว่าการเชืÉอมต่อนีÊ จะเพิÉมความยาวเส้นผ่านกลางไม่เกิน ∆

เมืÉอนาํเอาส่วนฐานและส่วนหางมารวมกนั จากประพจน์ 5 ทาํให้ได้ว่าการเชืÉอมต่อนีÊ จะเพิÉมความยาว
เสน้ผ่านกลางไม่เกิน ∆ เช่นกนั ดงันัÊนเมืÉอรวมความยาวของส่วนฐานโดยใช ้บทตัÊง 4 ความยาวของ
ส่วนหางโดยใช ้บทแทรก 3 และประพจน์ 5 ประกอบกนัจะได้ทฤษฎบีทหลกั

ทฤษฎบีท 1

มีขึÊนตอนวธีิแบบประมาณทีÉได้อตัราส่วน O(
√

logn) ทีÉทาํงานภายในเวลาเป็นฟังกช์นั
พหุนามของ BDST with non-uniform degree bounds

2.5 การจดัการกรณีทีÉโหนดรากมีดีกรีทีÉต ํÉา

ในโลกความเป็นจริงนัÊน โหนดราก r อาจจะมีแบนด์วดิท์ของเส้นเชืÉอมโยงขึÊนทีÉต ํÉา นัÉน
คือกรณีทีÉ Br ≤ 2 เราจะพิจารณาเป็น 2 กรณี

กรณีแรก ทุกโหนดมีดีกรีไม่เกินสอง
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ภาพทีÉ 17 ตวัอย่างกรณีทีÉทุกโหนดมีดีกรีไม่เกินสอง

เราจะพิจารณาในกรณีทีÉทุกโหนด v มีขอบเขตดีกรี Bv ≤ 2 ในกรณีนีÊคาํตอบ
ทีÉดีทีÉสุดจะมีลกัษณะเป็นเสน้เท่านัÊน ให้ ∆ แทนเส้นผ่านกลางของมนั ถา้เราเชืÉอมสองโหนดในเส้น
ทางทีÉมีดีกรีเป็นหนึÉงเขา้ดว้ยกนั เราจะได้ทวัร์ทีÉมีความยาวไม่เกิน 2∆ ดงันัÊนเราสามารถใช ้ขัÊนตอนวธีิ
การประมาณสาํหรับปัญหาการเดินทางของพนกังานขายทีÉรับประกนัว่าแย่กว่าทวัร์ทีÉดีทีÉสุดไม่เกิน β เท่า
(β-approximation algorithm) มาใช ้ในการหาทวัร์ T ผลลพัธ์ทีÉได้จะมีความยาวไม่เกิน 2β เท่าของเส้น
ผ่านกลางทีÉดีทีÉสุด ∆ ตวัอย่างเช่นถา้เราใช ้ขัÊนตอนวธีิของ Christofides (1976) ซึÉงมีค่า β = 1.5 ความ
ยาวของ T ก็จะไม่เกิน 3∆

เราจะทาํการหาตน้ไม้T ทีÉสอดคลอ้งกบัขอ้จาํกดัของดีกรี สงัเกตได้ว่าเง ืÉอนไข
ของดีกรีจะผดิเง ืÉอนไขทีÉโหนดทีÉมีขอบเขตดีกรีเป็นหนึÉง แต่จะมีโหนดทีÉมีขอบเขตดีกรีเป็นหนึÉงได้ไม่
เกินสองโหนด ในการหาตน้ไม้ แต่ละโหนด u ทีÉ Bu = 1 เราจะลบเส้นเชืÉอมหนึÉงเส้นออกจาก T ทีÉติด
กบัมนัและจะเพิÉมเสน้เชืÉอมไม่เกินหนึÉงเสน้เพืÉอเชืÉอมเสน้ทางให้ต่อกนั ดงันัÊนเส้นผ่านกลางของตน้ไม้
คาํตอบจะไม่เกิน 6∆

จากรูป 17 (ก) เป็นตวัอย่างทีÉสมมติให้โหนดทีÉมีสีเทาเป็นโหนดทีÉมีดีกรีจาํกดั
เป็นหนึÉงในทวัร์ รูป 17 (ข) แต่ละโหนดทีÉมีดีกรีเป็นหนึÉงลบเสน้เชืÉอมเส้นหนึÉงทีÉติดกบัมนั รูป 17 (ค)
เพิÉมเสน้เชืÉอมเพืÉอทาํให้ส่วนประกอบสองส่วนเชืÉอมต่อกนั

กรณีทีÉสอง มีบางโหนดทีÉมีดีกรีเกินสอง

ในกรณีนีÊ เราจะเลือกโหนด u ทีÉBu > 2มาเชืÉอมกบัโหนด r หลงัจากนัÊนเราจะ
พิจารณาโหนด r และ u รวมเป็นโหนดเดียวกนัจะเรียกว่าโหนด r′ และกาํหนดให้Br′ = Br+Bu−2 (ถา้



51

ภาพทีÉ 18 ตวัอย่างกรณีทีÉมีบางโหนดมีดีกรีเกินสอง

Br′ < 3 ให้เชืÉอมกบัโหนดใหม่ v ทีÉมีดีกรีมากกว่าสอง) จากนัÊนใช ้โหนด r′ เป็นโหนดรากของขัÊนตอน
วธีิของเรา คาํตอบทีÉได้จากขัÊนตอนวธีิจะเป็นตน้ไม้ทีÉมีความยาวของเสน้ผ่านกลางเป็น O(

√
logB′ n)

เท่าของคาํตอบทีÉดีÉทีÉสุดเมืÉอ B′ = min{Bv|Bv ≥ 3}

จากรูป 18 (ก) เป็นตวัอย่างทีÉสมมติให้โหนด r มีดีกรีเป็นสอง และมีโหนด u

ทีÉดีกรีเป็นสามมาเชืÉอมกบัโหนด r รูป 18 (ข) แสดงการเชืÉอมโหนด r เขา้กบัโหนด u แลว้พิจารณาเป็น
โหนดใหม่ r′

3. การวเิคราะห์การออกแบบวธีิการปรับดุลภาระสําหรับวธีิการค้นหาแบบช่วง

เราจะแบ่งการวเิคราะห์ออกเป็นสองส่วนใหญ่ๆคือ การวเิคราะห์อตัราส่วนความไม่สมดุลของ
กรณีทีÉมีแต่การใส่กญุแจอย่างเดียวและการวเิคราะห์อตัราส่วนความไม่สมดุลในกรณีทัÉวไป เริÉมตน้เรา
จะแสดงการวเิคราะห์อตัราส่วนความไม่สมดุลในกรณีทีÉมีแต่การใส่กญุแจอย่างเดียว ทัÊงนีÊ กรณีนีÊ ง่ายต่อ
การวเิคราะห์และให้แนวคิดเพืÉอนาํเอาไปใช ้ในการจดัการกรณีทัÉวไป กรณีทีÉมีแต่การใส่กญุแจอย่าง
เดียวนีÊ มีความน่าสนใจเพราะว่าในหลายๆ แอพพลิเคชนัเช่นการแชร์ไฟล์ การลบนัÊนเกิดขึÊนนอ้ยมาก
จากนัÊนเราจะแสดงค่าใช ้จ่ายของขัÊนตอนวธีิในกรณีทีÉมีแต่การใส่กญุแจ แลว้เราจะแสดงการวเิคราะห์
อตัราส่วนความไม่สมดุลของกรณีทัÉวไปพร้อมทัÊงแสดงค่าใช ้จ่ายของขัÊนตอนวธีิในกรณีทัÉวไป

เนืÉองจากขัÊนตอนวธีิทีÉนาํเสนอตอ้งการขอ้มูลแบบครอบคลุม นัÉนคือขอ้มูลภาระของโหนดทีÉมี
ภาระสูงทีÉสุดและภาระของโหนดทีÉต ํÉาสุด เมืÉอนาํไปใช ้ในเครือข่ายจริงตอ้งมีการจดัการเกีÉยวกบัการให้
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บริการขอ้มูลเหล่านีÊ ดงันัÊนเราจะแสดงวธีิการจดัการกบัขอ้มูลเหล่านีÊ ในเครือข่ายจริงในหวัขอ้ย่อย 3.5

3.1 การวเิคราะห์อตัราส่วนความไม่สมดุลของกรณีทีÉมีแต่การใส่กญุแจอย่างเดียว

เพืÉอความง่ายในการวเิคราะห์ เราจะสมมติว่าการดาํเนินการแต่ละอย่างนัÊนเมืÉอถูกเรียกใช ้
งานจะทาํงานเสร็จทนัที

สาํหรับเวลา t ใดๆ กาํหนดให้ Lt(u) แทนภาระของโหนด u หลงัจากเวลา t ทนัทีและให้
L′
t(u) แทนภาระของโหนด u ก่อนเวลา t ทนัที นัÉนคือ t − ϵ สาํหรับ ϵ > 0 ให้ Mint และ Min′

t แทน
ภาระตํÉาสุดในระบบหลงัจากเวลา t ทนัทีและก่อนเวลา t ทนัทีตามลาํดบันัÉนคือ Mint = minu∈V Lt(u)

และMin′
t = minu∈V L′

t(u)

ในการวเิคราะห์อตัราส่วนความไม่สมดุลนัÊน เราจะพิสูจน์คุณสมบติัทีÉไม่เปลีÉยนแปลง (In-
variant) ว่าจะคงอยู่ตลอดเวลา คุณสมบติัทีÉไม่เปลีÉยนแปลงนัÊนคือ

"สาํหรับเวลา t ใดๆ ภาระของโหนดใดๆจะไม่เกิน (α+ 2) เท่าของภาระทีÉนอ้ยทีÉสุด"

สงัเกตได้ ว่าจากคุณสมบติันีÊ ทาํให้ได้ ว่าอตัราส่วนความไม่สมดุลจะมีค่าไม่เกิน α + 2

เนืÉองจาก Maxt

Mint
≤ (α + 2) เมืÉอ Maxt เป็นภาระทีÉมากทีÉสุด ณ เวลา t เราจะพิสูจน์ คุณสมบติัทีÉ ไม่

เปลีÉยนแปลงนีÊ ในทฤษฎบีท 2

ภาพรวมของการวเิคราะห์ของกรณีทีÉมีแต่การใส่กญุแจอย่างเดียว

แมว่้าการวเิคราะห์จะค่อนขา้งซบัซอ้น แต่ ว่าแนวคิดในการวเิคราะห์ไม่ได้ยากแก่การ
เขา้ใจ ในส่วนนีÊ เราจะเกริÉนคร่าวๆ ถึงการวเิคราะห์

แนวคิดหลกัของการวเิคราะห์คือ การพิสูจน์ว่าอตัราส่วนความไม่สมดุลยงัคงเป็นค่าคงทีÉ
หลงัจากการดาํเนินการใดๆ เราจะสมมติว่าตอนเริÉมตน้ระบบ แต่ละโหนดจะเกบ็ภาระไว้ดว้ยค่าคงทีÉ
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c0 ซึÉงเป็นค่าคงทีÉทีÉมีค่ามากกว่า 0 และมีค่านอ้ย เราจะเริÉมตน้ดว้ยการแสดงคุณสมบติัพืÊนฐานสาํหรับ
กรณีทีÉมีแต่การใส่กญุแจทีÉ ว่าภาระตํÉาสุดจะไม่ลดลง จากนัÊนเราจะวเิคราะห์ว่าหลงัจากการใส่กญุแจ
เปลีÉยนแปลงภาระของโหนดต่างๆ อย่างไร

เมืÉอมีการใส่กญุแจเกิดขึÊนทีÉโหนด u จะมีเหตุการณ์ทีÉเกิดขึÊนได้สองอย่างขึÊนกบัว่าโหนด
u เรียกการดาํเนินการ MinBalance หรือไม่ หลงัจากการใส่กญุแจขอบเขตของภาระของโหนด u

สามารถวเิคราะห์ได้ไม่ยาก

อย่างไรกต็ามการใส่กญุแจมีผลกบัโหนดอืÉนอีกสองโหนดไดแ้ก่ โหนด v ซึÉงเป็นโหนดทีÉ
มีภาระตํÉาสุดและโหนด z ซึÉงเป็นโหนดเพืÉอนบา้นของโหนดทีÉมีภาระตํÉาสุด เมืÉอการดาํเนินการ Min-

Balance ถูกเรียกโหนด v จะโอนภาระทัÊงหมดให้กบัโหนด z จากนัÊนโหนด v จะไปแบ่งภาระครึÉ ง
หนึÉงของโหนด u ในขณะทีÉการวเิคราะห์ขอบเขตของภาระของโหนด v จะตรงไปตรงมาแต่ว่าขอบเขต
ของโหนด z นัÊนตอ้งการการวเิคราะห์ทีÉลงลึก เนืÉองจากโหนด z อาจจะได้รับภาระจากโหนดทีÉมีภาระตํÉา
สุดหลายครัÊ งตลอดการทาํงานของขัÊนตอนวธีิ

ส่วนทีÉ ยากก็ คือการวเิคราะห์ขอบเขตของภาระของโหนด z เมืÉอได้ รับภาระจากโหนด
เพืÉอนบา้นโดยทีÉไม่มีการใส่กญุแจเกิดขึÊนทีÉโหนด z เลย อย่างไรกต็ามในกรณีนัÊน เรารู้ว่าโหนดเพืÉอน
บา้นของโหนด z ณ บางเวลาจะกลายเป็นโหนดทีÉมีภาระตํÉาทีÉสุด ดงันัÊนเราจึงวเิคราะห์ขอบเขตของ
ภาระของโหนด z ทีÉสมัพนัธ์กบัภาระทีÉต ํÉาทีÉสุดได้และสามารถพิสูจน์อตัราส่วนความไม่สมดุลได้

การวเิคราะห์อตัราส่วนความไม่สมดุล

เริÉมตน้เราจะแสดงคุณสมบติัพืÊนฐานทีÉสาํคญัของภาระทีÉต ํÉาทีÉสุดในระบบก่อน นัÊนคือหลงั
จากการดาํเนินการใดๆ ค่าของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลง

บทตัÊง 8

สมมติว่า α > 2 แลว้ภาระทีÉต ํÉาทีÉสุดในระบบจะไม่ลดลง
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พิสูจน์

การดาํเนินการทีÉเกิดขึÊนในระบบมี 2 อย่างไดแ้ก่ การใส่กญุแจและการดาํเนินการ Min-

Balance การใส่กญุแจจะทาํให้ภาระเพิÉมเพียงอย่างเดียว สิÉงทีÉทาํให้ภาระลดลงได้คือ การดาํเนินการ
MinBalance ดงันัÊนเราจะพิจารณาการดาํเนินการนีÊ สาํหรับแต่ละครัÊ งทีÉการดาํเนินการMinBalance

ถูกเรียกนัÊนจะมีโหนดทีÉเกียวขอ้งอยู่ทัÊงหมด 3 โหนดดว้ยกนั ไดแ้ก่โหนด u ทีÉเป็นโหนดทีÉเริÉมการดาํเนิน
การ MinBalance ณ เวลา t โหนด v ทีÉมีภาระตํÉาทีÉสุดในขณะนัÊนและโหนด z ทีÉเป็นโหนดเพืÉอนบา้น
ของโหนด v ทีÉมีภาระนอ้ยทีÉสุด ณ เวลา t เริÉมตน้โหนด v จะโอนภาระทัÊงหมดให้กบัโหนด z ดงันัÊน
ภาระของโหนด z จะเพิÉมขึÊน ส่วนภาระใหม่ของโหนด u และโหนด v คือครึÉ งหนึÉงของภาระ ณ เวลา
t ของโหนด u เนืÉองจากโหนด u เรียกการดาํเนินการ MinBalance แสดงว่าโหนด u จะตอ้งมีภาระ
มากกว่า αMint > 2Mint ดงันัÊนหลงัจากการดาํเนินการเหล่านีÊภาระของโหนด u และโหนด v จะมีค่า
อย่างนอ้ยMint ทาํให้สรุปได้ว่าภาระทีÉต ํÉาทีÉสุดในระบบจะไม่ลดลง

ต่อไปจะเป็นการวิเคราะภาระของโหนด u ใดๆ หลงัจากการใส่กญุแจเกิดขึÊนทีÉโหนด u

ในบทตัÊงบทต่อไปจะเป็นการรับประกนัว่าอตัราส่วนความไม่สมดุลของโหนด u ว่าจะมีค่าไม่มาก

บทตัÊง 9

สมมติว่า α ≥ 3 แลว้หลงัจากการใส่กญุแจเกิดขึÊนทีÉโหนด u ณ เวลา t และตามดว้ยขัÊน
ตอนการปรับดุลภาระจะได้ว่า Lt(u) ≤ αMint

พิสูจน์

หลงัจากมีการใส่กญุแจเกิดขึÊน เราจะพิจารณาได้ 2 กรณีขึÊนอยู่กบัโหนด u คือ

กรณีแรก โหนด u เรียกการดาํเนินการ MinBalance สงัเกตได้ว่าภาระของ
โหนด u หลงัจากการใส่กญุแจจะไม่เกิน (α+2)Min′

t +1 ซึÉงมาจากคุณสมบติัทีÉไม่เปลีÉยนแปลงและการ
ใส่กญุแจ 1 ดอก จากนัÊนภาระของโหนด u จะถูกลดลงครึÉ งหนึÉงจะได้ว่า
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Lt(u) ≤
⌈
(α+ 2)Min′

t + 1

2

⌉
≤ (α+ 2)Min′

t +Min′
t

2
≤ (α+ 3)Min′

t

2

สาํหรับค่า α ≥ 3 ใดๆ จะได้ความสมัพนัธ์ว่า (α+3)
2 ≤ α ดงันัÊน Lt(u) ≤

αMin′
t จากคุณสมบติัของภาระตํÉาสุดทีÉไม่ลดลงจะได้ว่า Lt(u) ≤ αMint

กรณีทีÉสอง โหนด u ไม่เรียกการดาํเนินการ MinBalance จากขัÊนตอนวธีิ
แสดงว่าภาระของโหนด u ในกรณีนีÊ จะไม่เกิน αMin′

t เนืÉองจากภาระตํÉาสุดไม่ลดลงทาํให้เราได้ว่า
Lt(u) ≤ αMint

สงัเกตว่าการดาํเนินการ MinBalance นัÊนสนใจภาระของโหนดทีÉเพิÉงถูกใส่กญุแจเขา้ไป
และภาระของโหนดนอ้ยทีÉสุด แต่ว่าไม่ได้สนใจภาระของโหนด z ทีÉเป็นโหนดเพืÉอนบา้นของโหนด
ทีÉนอ้ยทีÉสุดซึÉงเป็นโหนดทีÉได้รับภาระเลย เราจะนิยามเหตุการณ์ min-transfer โดยบอกว่าเหตุการณ์
min-transfer เกิดขึÊนทีÉโหนด z เมืÉอโหนดทีÉมีภาระนอ้ยทีÉสุดโอนภาระของมนัมาให้โหนด z ทีÉเป็นโหนด
เพืÉอนบา้นทีÉมีโหนดนอ้ยทีÉสุด ทัÊงนีÊ การวเิคราะห์ส่วนใหญ่จะเกีÉยวขอ้งกบัภาระของโหนดทีÉได้รับภาระ
จากการเกตุการณ์โอนภาระชนิดนีÊ

พิจารณาลาํดบัของเหตุการณ์ min-transfer ทีÉเกิดขึÊนกบัโหนด z กาํหนดให้ ti แทนเวลา
หลงัจากทีÉเหตุการณ์ min-transfer ครัÊ งทีÉ i เกิดขึÊนกบัโหนด z สงัเกตว่าก่อนเหตุการณ์ min-transfer จะ
เกิดขึÊนกบัโหนด z อาจจะมีการใส่กญุแจเกิดขึÊนกบัโหนด z ก่อนได้ ดงันัÊนบทตัÊงบทต่อไปจะเป็นการ
พิสูจน์ว่าภาระของโหนด z จะอยู่ ในอตัราส่วนต่อภาระตํÉาทีÉสุดทีÉดีในกรณีนีÊ

บทตัÊง 10

ถา้มีการใส่กญุแจเกิดขึÊนทีÉโหนด z ณ เวลา t ก่อนทีÉจะมีเหตุการณ์ min-transfer ครัÊ งทีÉ i
กบัโหนด z แลว้ Lti(z) ≤ (α+ 1)Minti
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พิสูจน์

จากบทตัÊง 9 หลงัจากทีÉมีการใส่กญุแจทีÉโหนด z ทีÉบางเวลา t จะได้ว่า Lt(z) ≤ αMint

หลงัจากนัÊนภาระของโหนด z จะเพิÉมขึÊนอีกครัÊ งเมืÉอมีเหตุการณ์ min-transfer ครัÊ งทีÉ i เกิดขึÊนทีÉเวลา ti ดงั
นัÊนภาระของโหนด z จะมีค่าเป็น

Lti(z) = Lt(z) +Min′
ti ≤ αMint +Min′

ti

จากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลง เราจะได้ว่า Lti(z) ≤ (α+ 1)Minti

จากผลของบทตัÊง 10 ต่อไปเมืÉอพิจารณาภาระของโหนด z เราจะสนใจแต่กรณีทีÉไม่มีการ
ใส่กญุแจทีÉโหนด z ก่อนเหตุการณ์ min-transfer จะเกิดขึÊนกบัโหนด z

ในการวเิคราะห์ของเรานัÊนเราจะแบ่งเหตุการณ์ min-transfer ออกเป็น 2 ชนิดคือเหตุการณ์
left-transfer และเหตุการณ์ right-transfer โดยเหตุการณ์ left-transfer ทีÉ เกิดกบัโหนด z คือเหตุการณ์
min-transfer ทีÉโหนด z รับภาระมาจากโหนดทีÉอยู่ ทางซา้ยของโหนด z (ตามรูป 19 (ก)) ส่วน right-
transfer ทีÉเกิดกบัโหนด z คือเหตุการณ์ min-transfer ทีÉโหนด z รับภาระมาจากโหนดทีÉอยู่ ทางขวาของ
โหนด z (ตามรูป 19 (ข))

เมืÉอ เหตุการณ์ min-transfer ครัÊ งใหม่เกิดกบัโหนด z จะมีสองสถานการณ์คือ เหตุการณ์
min-transfer ครัÊ งใหม่เป็นชนิดเดียวกบัเหตุการณ์ min-transfer ครัÊ งก่อนหนา้และเหตุการณ์ min-transfer
ครัÊ งใหม่เป็นคนละชนิดกนักบัเหตุการณ์min-transfer ครัÊ งก่อนหนา้ ในบทตัÊงบทต่อไปจะแสดงขอบเขต
ของภาระของโหนด z เมืÉอมีเหตุการณ์ min-transfer ของชนิดเดียวกนัเกิดขึÊนทีÉโหนด z เป็นจาํนวน l ครัÊ ง
ระหว่างเหตุการณ์ min-transfer ของอีกชนิด

บทตัÊง 11

สมมติว่า α ≥ 1+
√
5 ≈ 3.237 และ l ≥ 0 พิจารณาเหตุการณ์ min-transfer ครัÊ งทีÉ i, (i+1),
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ภาพทีÉ 19 ตวัอย่างเหตุการณ์ min-transfer ทีÉ เกิดกบัโหนด z ทางดา้นซา้ยและดา้นขวา (ก) เหตุการณ์
left-transfer ทีÉเกิดกบัโหนด z และ (ข) เหตุการณ์ right-transfer ทีÉเกิดกบัโหนด z

..., (i+ l+1) ทีÉเกิดกบัโหนด z ถา้เหตุการณ์ min-transfer ครัÊ งทีÉ i และครัÊ งทีÉ (i+ l+1) เป็นชนิดเดียวกนั
ในขณะทีÉเหตุการณ์ min-transfer ครัÊ งทีÉ (i+1), (i+2), ..., (i+ l) เป็นชนิดทีÉต่างกบัครัÊ งทีÉ i และ (i+ l+1)

แลว้ หลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ (i+ l+ 1) แลว้จะได้ว่า Lti+l+1
(z) ≤ (α+ l+ 1)Minti+l+1

พิสูจน์

โดยไม่เสียหลกัการทัÉวไปเราจะสมมติว่าเหตุการณ์ min-transfer ครัÊ งทีÉ i และ (i+ l + 1) ทีÉ
เกิดขึÊนทีÉโหนด z เป็นเหตุการณ์ right-transfer ส่วนเหตุการณ์ min-transfer ครัÊ งทีÉ (i + 1), (i + 2), ...,
(i+ l) เป็นเหตุการณ์ left-transfer กาํหนดให้ vi แทนโหนดทีÉมีภาระตํÉาสุด ณ เวลา ti

เราจะเริÉมตน้ดว้ยกรณีทีÉมีการใส่กญุแจเกิดขึÊนทีÉโหนด z ระหว่างเหตุการณ์ min-transfer
ครัÊ งทีÉ i และครัÊ งทีÉ (i + l + 1) สมมติว่าการใส่กญุแจทีÉเกิดขึÊนทีÉโหนด z นัÊนเกิดขึÊนก่อนเหตุการณ์ min-
transfer ครัÊ งทีÉ k เมืÉอ i < k ≤ i + l + 1 จากบทตัÊง 10 หลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ k จะได้
ว่า

Ltk(z) ≤ (α+ 1)Mintk

เนืÉองจากไม่มีการใส่กญุแจทีÉโหนด z ดงันัÊนหลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ k เรา
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จะได้ว่า

Lti+l+1
(z) ≤ (α+ 1)Mintk +Mintk+1

+ · · ·+Minti+l+1

จากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลง ทาํให้ได้

Lti+l+1
(z) ≤ (α+ 1)Minti+l+1

+ (i+ l − k)Minti+l+1

เนืÉองจาก k > i สุดทา้ยเราจะได้ว่า Lti+l+1
(z) ≤ (α+ l + 1)Mini+l+1

เหลือกรณีทีÉตอ้งพิจารณาคือ กรณีทีÉไม่มีการใส่กญุแจทีÉโหนด z ระหว่างเหตุการณ์ min-
transfer ครัÊ งทีÉ i และครัÊ งทีÉ (i+ l + 1) ก่อนอืÉนเราจะแสดงบทอา้ง

บทอา้ง 1

Lti+l+1
(z) ≤ Lti(z) + (l + 1)Min′

ti+l+1

พิสูจน์

สงัเกตได้ว่าสาํหรับค่า j ใดๆ ทีÉ i < j ≤ i + l + 1 ภาระของโหนด z ก่อน
ทีÉจะมีเหตุการณ์ min-transfer ครัÊ งทีÉ j จะมีค่าเท่ากบัภาระของมนัหลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ
(j − 1) นัÉนคือ

L′
tj (z) = Ltj−1(z) (3)

อีกทัÊงสาํหรับค่า j ใดๆ ทีÉ i < j ≤ i + l + 1 ภาระของโหนด z หลงัจาก
เหตุการณ์ min-transfer ครัÊ งทีÉ j จะเพิÉมขึÊนจากภาระของโหนดทีÉต ํÉาทีÉสุดก่อนเวลา tj ซึÉงคือMin′

tj ดงันัÊน
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Ltj (z) = L′
tj (z) +Min′

tj (4)

เมืÉอแทนค่า L′
tj (z) ดว้ยสมการ (3) จะได้ว่า

Ltj (z) = Ltj−1(z) +Min′
tj (5)

หลงันัÊนทาํการ Telescope เราจะได้

Lti+l+1
(z) ≤ Lti(z) +Min′

ti+1
+Min′

ti+2
+ · · ·+Min′

ti+l+1
≤ Lti(z) + (l + 1)Min′

ti+l+1
.

ขัÊนสุดทา้ยมาจากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลง

ในการหาขอบเขตของภาระของโหนด z ณ เวลา ti+l+1 นัÊนตอ้งการขอบเขตของภาระของ
โหนด z ณ เวลา ti ดงันัÊนเราจะพิจารณาเหตุการณ์ min-transfer ครัÊ งทีÉ i ทีÉเกิดขึÊนกบัโหนด z จากทีÉ
ได้สมมติไว้ก่อนหนา้เหตุการณ์ min-transfer ครัÊ งทีÉ i เป็นเหตุการณ์ right-transfer กาํหนดให้โหนด
x เป็นโหนดทีÉอยู่ ทางขวามือของโหนด vi ณ เวลาก่อนทีÉจะมีเหตุการณ์ min-transfer ครัÊ งทีÉ i เกิดขึÊนทีÉ
โหนด z (ดงัรูป 19 (ข)) เนืÉองจากเหตุการณ์ min-transfer ครัÊ งทีÉ (i + l + 1) เป็นเหตุการณ์ right-transfer
โหนด x จะตอ้งกลายเป็นโหนดทีÉมีภาระตํÉาทีÉสุด ณ บางเวลาหลงัจาก ti กาํหนดให้ t∗ เป็นเวลาทีÉโหนด
x กลายเป็นโหนดทีÉมีภาระตํÉาสุดหลงัจากเวลา ti สงัเกตได้ว่าโหนด x จะเป็นโหนดทีÉมีบทบาทมากใน
การวเิคราะห์ของเรา

เราจะพิจารณาเป็นสองกรณีขึÊนกบัว่าโหนด x เรียกการดาํเนินการ MinBalance หรือไม่

กรณีทีÉ 1 โหนด x ไม่ได้เรียกการดาํเนินการ MinBalance ระหว่างช่วงเวลา ti ถึง ti+l+1

ในกรณีนีÊ เหตุการณ์ min-transfer ครัÊ งทีÉ i ทีÉเกิดขึÊนทีÉโหนด z โหนด vi จะโอนภาระทัÊงหมดของมนัให้
กบัโหนด z ณ เวลา ti แต่ไม่ได้โอนให้โหนด x นัÉนหมายความว่าภาระของโหนด z ก่อนเหตุการณ์
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min-transfer ครัÊ งทีÉ i จะไม่เกินภาระของโหนด x นัÊนคือ L′
ti(z) ≤ L′

ti(x) จากนัÊนหลงัจากเวลา ti

Lti(z) = L′
ti(z) +Min′

ti ≤ L′
ti(x) +Min′

ti , (6)

เมืÉอนาํมารวมกบับทอา้ง 1 จะได้ว่า

Lti+l+1
(z) ≤ L′

ti(x) +Min′
ti + (l + 1)Min′

ti+l+1
. (7)

หลงัจากเวลา ti โหนด x จะกลายเป็นโหนดทีÉมีภาระตํÉาสุดทีÉเวลา t∗ สงัเกตว่าโหนด x

ไม่ได้เรียกการดาํเนินการ MinBalance ดงันัÊนเหตุการณ์ทีÉสามารถเกิดขึÊนกบัโหนด x หลงัจากเวลา
ti คือการใส่กญุแจหรือเหตุการณ์ min-transfer ดงันัÊนภาระของโหนด x จะไม่ลดลง ทาํให้ได้ ว่า
L′
ti(x) ≤ Mint∗ เมืÉอแทนค่าลงในอสมการ (7)

Lti+l+1
(z) ≤ Mint∗ +Min′

ti + (l + 1)Min′
ti+l+1

.

จากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลง เราจะได้ว่า Lti+l+1
(z) ≤ (l + 3)Minti+l+1

และเมืÉอ α ≥ 2 แลว้จะได้ว่า Lti+l+1
(z) ≤ (α+ l + 1)Minti+l+1

กรณีทีÉ 2 โหนด x เรียกการดาํเนินการ MinBalance ระหว่างช่วงเวลา ti และ ti+l+1 ใน
กรณีนีÊ กาํหนดให้ t′ เป็นเวลาล่าสุดทีÉโหนด x เรียกการดาํเนินการ MinBalance เนืÉองจากการดาํเนิน
การ MinBalance ถูกเรียกแสดงว่าจะตอ้งมีการใส่กญุแจทีÉโหนด x แลว้ภาระของโหนด x มีค่าเกิน α

เท่าของภาระทีÉต ํÉาทีÉสุด ณ เวลา t′ หลงัจากนัÊนภาระของโหนด x จะถูกแบ่งออกเป็นสองส่วน ดงันัÊน
ภาระของโหนด x จะมีค่า

Lt′(x) ≥
⌈
αMint′

2

⌉
.

สงัเกตว่าหลงัจากเวลา t′ โหนด x ไม่ได้เรียกการดาํเนินการ MinBalance และมนั
กลายเป็นโหนดทีÉมีภาระตํÉาสุด ณ เวลา t∗ เหตุการณ์ทีÉอาจจะเกิดขึÊนได้กบัโหนด x หลงัจากเวลา t′ คือ
การใส่กญุแจหรือเหตุการณ์ min-transfer ดงันัÊนภาระของโหนด x หลงัจากเวลา t′ จะไม่ลดลง ทาํให้
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ได้ว่า Lt′(x) ≤ Lt∗(x) ยิÉงไปกว่านัÊนเรายงัรู้ว่า Lt∗(x) ≤ Min′
ti+l+1

จากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะ
ไม่ลดลง ดงันัÊน

Min′
ti+l+1

≥
⌈
αMint′

2

⌉
. (8)

จากคุณสมบติัทีÉไม่เปลีÉยนแปลง ทาํให้รู้ว่าภาระของโหนด z ณ เวลา ti จะไม่เกิน (α+ 2)

เท่าของภาระตํÉาสุด ณ เวลา ti และเรารู้ว่าภาระตํÉาสุดจะไม่ลดลง ทาํให้ได้ว่า

Lti(z) ≤ (α+ 2)Minti ≤ (α+ 2)Mint′ . (9)

พิจารณาบทอา้ง 1 เราจะหารอสมการนัÊนดว้ยค่าMini+l+1 ทัÊงสองขา้ง จะได้

Lti+l+1
(z)

Mini+l+1
≤

Lti(z) + (l + 1)Min′
ti+l+1

Minti+l+1

จากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลงMin′
ti+l+1

≤ Minti+l+1
เราจะได้ว่า

Lti+l+1
(z)

Mini+l+1
≤

Lti(z) + (l + 1)Min′
ti+l+1

Min′
ti+l+1

= (l + 1) +
Lti(z)

Min′
ti+l+1

,

เมืÉอนาํเอาอสมการ (8) และอสมการ (9) มารวมเขา้ไปจะได้

Lti+l+1
(z)

Mini+l+1
≤ (l + 1) +

(α+ 2)Mint′

αMint′
2

= (l + 1) +
2(α+ 2)

α
.

จากขอ้สมมติทีÉว่า α ≥ 1 +
√
5 ทาํให้ได้ 2(α+2)

α ≤ α ทาํให้สรุปได้ว่า
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Lti+l+1
(z)

Mini+l+1
≤ (α+ l + 1)

เมืÉอใช ้บทตัÊง 11 เราสามารถสรุปขอบเขตของภาระของโหนด z หลงัจากเหตุการณ์ min-
transfer ทีÉเกิดขึÊนกบัมนัได้ดงันีÊ

บทตัÊง 12

สมมติว่า α ≥ 1 +
√
5 ≈ 3.237 หลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ i เกิดขึÊนกบัโหนด

z จะได้ว่า Lti(z) ≤ (α+ 2)Minti

พิสูจน์

เราจะพิสูจน์โดยวธีิอุปนยัเชงิคณิตศาสตร์บนจาํนวนครัÊ งของเหตุการณ์ min-transfer ทีÉเกิด
ขึÊนกบัโหนด z

ขัÊนตอนฐานหลกั พิจารณาเหตุการณ์ min-transfer ทีÉ เกิดขึÊนกบัโหนด z ครัÊ งแรก ถา้มี
การใส่กญุแจเกิดขึÊนทีÉโหนด z ก่อนทีÉจะมีเหตุการณ์ min-transfer จากบทตัÊง 10 จะได้ ว่า Lt1(z) ≤

(α + 1)Mint1 สาํหรับกรณีทีÉไม่มีการใส่กญุแจเกิดขึÊนทีÉโหนด z ก่อนทีÉจะมีเหตุการณ์ min-transfer
ภาระของโหนด z ก่อนทีÉจะมีเหตุการณ์ min-transfer จะมีค่าเท่ากบัภาระตอนเริÉมตน้ของระบบซึÉงคือ c0

สงัเกตว่าภาระทีÉนอ้ยทีÉสุด ณ เวลา t′1 ก็ยงัคงเป็น c0 หลงัจากเหตุการณ์ min-transfer ครัÊ งแรกจะได้ว่า
Lt1(z) = 2Mint1 ดงันัÊนภาระของโหนด z ทัÊงสองกรณีจะไม่เกิน (α+ 2)Mint1

ขัÊนตอนอุปนยั สมมติว่าภาระของโหนดใดๆณ เวลา tk มีค่าไม่เกิน (α+2)Mintk พิจารณา
เหตุการณ์ min-transfer ครัÊ งทีÉ (k + 1) ทีÉเกิดกบัโหนด z พบว่าจะมี 2 กรณี
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ภาพทีÉ 20 ตวัอย่างเหตุการณ์ min-transfer ครัÊ งทีÉ (k + 1) ในรูปแบบต่างๆ (ก) เหตุการณ์ min-transfer
ครัÊ งทีÉ k และครัÊ งทีÉ (k + 1) เป็นชนิดเดียวกนั (ข) เหตุการณ์ min-transfer ครัÊ งทีÉ (k − 1) และ
k เป็นชนิดเดียวกนัแต่เหตุการณ์ min-transfer ครัÊ งทีÉ (k+ 1) เป็นคนละชนิดกนั (ค) เหตุการณ์
min-transfer ครัÊ งทีÉ (k − 1) และ (k + 1) เป็นชนิดเดียวกนัแต่เหตุการณ์ min-transfer ครัÊ งทีÉ k
เป็นคนละชนิดกนั
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กรณีทีÉ 1 เหตุการณ์ min-transfer ครัÊ งทีÉ (k + 1) และครัÊ งทีÉ k เป็นชนิดเดียวกนั (ดูภาพทีÉ
20 (ก)) จากบทตัÊง 11 เมืÉอกาํหนดค่า l = 0 หลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ (k + 1) จะได้ว่า
Ltk+1

(z) ≤ (α+ 1)Mintk+1

กรณีทีÉ 2 เหตุการณ์ min-transfer ครัÊ งทีÉ (k+1) เป็นคนละชนิดกนักบัเหตุการณ์ min-transfer
ครัÊ งทีÉ k เราจะพิจารณาเหตุการณ์ min-transfer ครัÊ งทีÉ (k − 1) ซึÉงมีสามกรณีย่อยดว้ยกนั

กรณีย่อยทีÉ 2.1 ไม่มีเหตุการณ์ min-transfer ครัÊ งทีÉ (k − 1) ดงันัÊนเหตุการณ์
min-transfer ครัÊ งทีÉ k เป็นเหตุการณ์ min-transfer ครัÊ งแรก เราสามารถหาขอบเขตของภาระของโหนด
z หลงัจากเวลา tk ได้เช่นเดียวกบัขัÊนตอนฐานหลกั นัÊนคือ Ltk(z) ≤ (α+ 1)Mintk ภาระของโหนด z

จะเพิÉมขึÊนอีกครัÊ งเมืÉอเกิดเหตุการณ์ min-transfer ครัÊ งทีÉ (k + 1) เกิดขึÊนกบัมนั ณ เวลา tk+1 นัÉนคือ

Ltk+1
(z) = Ltk(z) +Min′

tk+1
≤ (α+ 1)Mintk +Min′

tk+1
.

จากคุณสมบติัของภาระทีÉต ํÉาทีÉสุดจะไม่ลดลง เราจะได้ว่า Ltk+1
(z) ≤ (α +

2)Mintk+1
ดงันัÊนบทตัÊงเป็นจริงในกรณีย่อยนีÊ

กรณี ย่อยทีÉ 2.2 เหตุการณ์ min-transfer ครัÊ ง ทีÉ (k − 1) เป็นชนิดเดียวกนักบั
เหตุการณ์ min-transfer ครัÊ งทีÉ k (ดูภาพทีÉ 20 (ข)) จากบทตัÊง 11 เมืÉอกาํหนดค่า l = 0 หลงัจากเหตุการณ์
min-transfer ครัÊ งทีÉ k แลว้ Ltk(z) ≤ (α+ 1)Mintk หลงัจากนัÊนภาระของโหนด z จะเพิÉมขึÊนอีกครัÊ งจาก
เหตุการณ์ min-transfer ครัÊ งทีÉ (k + 1) นัÊนคือ

Ltk+1
(z) = Ltk(z) +Min′

tk+1
≤ (α+ 1)Mintk +Min′

tk+1
.

จากคุณสมบติัทีÉไม่ลดลงของภาระตํÉาสุด เราจะได้ว่าLtk+1
(z) ≤ (α+2)Mintk+1

ดงันัÊนบทตัÊงเป็นจริงในกรณีย่อยนีÊ

กรณีย่อยทีÉ 2.3 เหตุการณ์min-transfer ครัÊ งทีÉ (k−1) เป็นคนละชนิดกบัเหตุการณ์



65

min-transfer ครัÊ งทีÉ k นัÉนคือเหตุการณ์ min-transfer ครัÊ งทีÉ (k − 1) เป็นชนิดเดียวกบัเหตุการณ์ min-
transfer ครัÊ งทีÉ (k + 1) (ดูภาพทีÉ 20 (ค)) จากบทตัÊง 11 เมืÉอกาํหนดค่า l = 1 หลงัจากเหตุการณ์ min-
transfer ครัÊ งทีÉ (k + 1) แลว้ Ltk+1

(z) ≤ (α+ 2)Mintk+1
ซึÉงทาํให้บทตัÊงเป็นจริงในกรณีย่อยนีÊ

สงัเกตได้ว่าภาระของโหนดใดๆ สามารถเปลีÉยนแปลงได้หลงัจากทีÉมีการใส่กญุแจหรือมี
เหตุการณ์ min-transfer จากบทตัÊง 9 และบทตัÊง 12 ทาํให้เราสามารถพิสูจน์คุณสมบติัทีÉไม่เปลีÉยนแปลง
ได้ดงัทฤษฎบีทต่อไป

ทฤษฎบีท 2

พิจารณากรณีทีÉมีแต่การใส่กญุแจ สมมติว่า α ≥ 1 +
√
5 ≈ 3.237 สาํหรับโหนด u ∈ V

ใดๆ หลงัจากเหตุการณ์ใดๆ ณ เวลา t จะได้ว่า Lt(u) ≤ (α+ 2)Mint

จากทฤษฎบีท 2 เราสามารถแสดงว่าอตัราส่วนความไม่สมดุลของขัÊนตอนวธีิของเราใน
กรณีทีÉมีแต่การใส่กญุแจอย่างเดียวว่าเป็นค่าคงทีÉ

บทแทรก 4

พิจารณากรณีทีÉมีแต่การใส่กญุแจ สมมติว่า α ≥ 1 +
√
5 ≈ 3.237 อตัราส่วนความไม่

สมดุลของขัÊนตอนวธีิจะมีค่าเป็นค่าคงทีÉ

3.2 การวเิคราะห์ค่าใช ้จ่ายของขัÊนตอนวธีิในกรณีทีÉมีแต่การใส่กญุแจ

ขัÊนตอนวธีิของเราในกรณีทีÉ มีแต่การใส่กญุแจ ใช ้การดาํเนินการสองอย่างไดแ้ก่การใส่
กญุแจและการดาํเนินการ MinBalance เราจะพิจารณาค่าใช ้จ่ายในการการยา้ยกญุแจหนึÉงดอกจาก
โหนดหนึÉงไปยงัอีกโหนดหนึÉงจะคิดค่าใช ้จ่ายหนึÉงหน่วย เราจะวเิคราะห์ค่าใช ้จ่ายโดยใช ้วธีิเดียวกบั
งานวจิยัของ Ganesan et al. (2004) ซึÉงใช ้วธีิศกัย์ (Potential method) และใช ้ฟังกช์นัศกัย์ (Potential
function) ฟังกช์นัเดียวกนักบัทีÉ Ganesan et al. ใช ้ในการวเิคราะห์
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ทฤษฎบีท 3

ถา้ α > 2(1 +
√
3) ≈ 5.464 แลว้ค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิของเราในกรณีทีÉมีแต่

การใส่กญุแจเป็นค่าคงทีÉ

พิสูจน์

กาํหนดให้ L̄t แทนภาระเฉลีÉยของระบบ ณ เวลา t และกาํหนดให้ Ni เป็นโหนดทีÉ i ใน
ระบบทีÉรับผดิชอบช่วง [Ri−1, Ri) ฟังกช์นัศกัย์ทีÉใช ้คือ Φ =

c(
∑n

i=1
(Lt(Ni))

2)
L̄t

เมืÉอ c เป็นค่าคงทีÉทีÉจะ
ระบุค่าภายหลงั เราจะแสดงว่าพลงังานศกัย์เพิÉมขึÊนเมืÉอมีการใส่กญุแจจะไม่เกินค่าคงทีÉและหลงังาน
ศกัย์ลดลงเมืÉอการดาํเนินการ MinBalance เกิดขึÊน โดยพลงังานศกัย์ทีÉลดลงจะเพียงพอเป็นค่าใช ้จ่าย
ของการดาํเนินการ MinBalance

การใส่กญุแจ พิจารณาการใส่กญุแจทีÉโหนด Nj ณ เวลา t ก่อนทีÉขัÊนตอนการ
สมดุลภาระจะถูกเรียก สงัเกตุว่าภาระของทุกโหนดยกเวน้โหนด Nj จะไม่เปลีÉยนแปลงระหว่างการใส่
กญุแจ ดงันัÊนพลงังานศกัย์ทีÉเพิÉมขึÊน ∆Φ มีค่าเป็น

∆Φ =
c
(∑n

i=1(Lt(Ni))
2
)
− c (Lt(Nj))

2
+ c (Lt(Nj) + 1)

2

L̄t +
1
n

−
c
(∑n

i=1(Lt(Ni))
2
)

L̄t

≤
c
(
(Lt(Nj) + 1)2

)
− c

(
Lt(Nj)

2
)

L̄t

=
c (2Lt(Nj) + 1)

L̄t
.

จากคุณสมบติัทีÉไม่เปลีÉยนแปลงจะได้ว่า Lt(Nj) ≤ (α + 2)Mint จากความ
จริงทีÉว่า L̄t ≥ Mint ≥ 1 แลว้ Lt(Nj) ≤ (α+ 2)L̄t เมืÉอแทนค่ากลบัเขา้ไปจะได้ว่า

∆Φ ≤
c
(
2(α+ 2)L̄t + 1

)
L̄t

≤ c (2α+ 5)
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เนืÉองจากการใส่กญุแจมีการยา้ยกญุแจใหม่หนึÉงดอกให้กบับางโหนด ค่าใช ้
จ่ายจริงของการใส่กญุแจคือหนึÉงหน่วย ดงันัÊนค่าใช ้จ่ายถวัเฉลีÉยของการใส่กญุแจจะถูกจาํกดัดว้ยค่า
คงทีÉ

การดาํเนินการ MinBalance มี 3 โหนดทีÉ เกีÉยวขอ้งกบัการดาํเนินการนีÊ คือ
โหนด Nj ทีÉเป็นโหนดทีÉเรียกการดาํเนินการ MinBalance, โหนดทีÉมีภาระตํÉาทีÉสุด Nk และโหนด Nl ทีÉ
เป็นโหนดเพืÉอนบา้นของโหนดNk ทีÉมีภาระตํÉาทีÉสุด เมืÉอโหนดNj เรียกขัÊนตอนMinBalance โหนด
Nk จะโอนภาระทัÊงหมดของมนัให้กบัโหนดNl หลงัจากนัÊนโหนดNk จะแบ่งภาระครึÉ งหนึÉงของโหนด
Nj พลงังานศกัย์จะลดลงเป็น

∆Φ =
c
(
Lt(Nj)

2 + Lt(Nk)
2 + Lt(Nl)

2 − 2(
Lt(Nj)

2 )2 − (Lt(Nk) + Lt(Nl))
2
)

L̄t

=
c
(

Lt(Nj)
2

2 − 2Lt(Nk)Lt(Nl)
)

L̄t
.

จากคุณสมบติัทีÉไม่เปลีÉยนแปลงจะได้ว่า Lt(Nl) ≤ (α + 2)Lt(Nk) และจาก
เง ืÉอนไขทีÉโหนด Nj เรียกขัÊนตอน MinBalance ถา้ Lt(Nk) ≤ Lt(Nj)

α ทาํให้ได้ว่า
Lt(Nl) ≤ (α+ 2)

Lt(Nj)
α เมืÉอแทนค่ากลบัไปจะได้

∆Φ ≥
c
(

Lt(Nj)
2

2 − 2(α+2)Lt(Nj)
2

α2

)
L̄t

=
c
(
Lt(Nj)

2( 12 − 2(α+2)
α2 )

)
L̄t

.

เมืÉอพิจารณาคุณสมบติัทีÉไม่เปลีÉยนแปลง เราจะได้ว่า
L̄t ≤ (α+ 2)Lt(Nk) ≤ (α+ 2)Lt(Nj) ดงันัÊนจะได้

∆Φ ≥ cLt(Nj)

(
1

2(α+ 2)
− 2

α2

)
.
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จาํนวนของการยา้ยขอ้มูลของขัÊนตอน MinBalance จะมีค่าเป็น
⌊
Lt(Nj)

2

⌋
+

Lt(Nk) < Lt(Nj) สาํหรับค่า c >
(

2α2(α+2)
α2−4(α+2)

)
ใดๆ โดยทีÉค่า α > 2(1+

√
3) ≈ 5.464 เราจะได้ความ

สมัพนัธ์ว่า ∆Φ ≥ Lt(Nj) ดงันัÊนค่าใช ้จ่ายของการยา้ยขอ้มูลจะถูกจ่ายดว้ยการลดลงของพลงังานศกัย์

เนืÉองจากเราตอ้งการให้อตัราส่วนความไม่สมดุลเป็นค่าคงทีÉและตอ้งการให้ค่าใช ้จ่ายของ
ขัÊนตอนวธีิเป็นค่าคงทีÉ ดงันัÊนเราตอ้งกาํหนดค่า α > 2(1 +

√
3) ≈ 5.464 ทาํให้ได้ทฤษฎบีท

ทฤษฎบีท 4

ถา้ α > 2(1 +
√
3) ≈ 5.464 แลว้เราจะได้ว่าอตัราส่วนความไม่สมดุลมีค่าเป็น α + 2 และ

ค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิของเราในกรณีทีÉมีแต่การใส่กญุแจเป็นค่าคงทีÉ

3.3 การวเิคราะห์อตัราส่วนความไม่สมดุลในกรณีทัÉวไป

สาํหรับการวเิคราะห์กรณีทัÉวไป เราใช ้สญัลกัษณ์ต่างๆ ทีÉเกีÉยวกบัเวลาและคุณสมบติัทีÉไม่
เปลีÉยนแปลงเช่นเดียวกบัการวเิคราะห์ในกรณีทีÉมีแต่การใส่กญุแจ เราจะวเิคราะห์อตัราส่วนความไม่
สมดุลหลงัจากเกิดเหตุการณ์ใดๆ สาํหรับการใส่กญุแจนัÊนสามารถพิสูจน์ได้เช่นเดียวกบักรณีทีÉมีแต่การ
ใส่กญุแจ ดงันัÊนเราจะวเิคราะห์การลบกญุแจ เหตุการณ์ min-transfer และอีกสองเหตุการณ์ไดแ้ก่

1. เหตุการณ์ nbr-transfer ทีÉเกิดทีÉโหนด z เป็นเหตุการณ์ทีÉเกิดขึÊนเมืÉอโหนด z รับภาระจาก
โหนดเพืÉอนบา้นของมนัทีÉเรียกขัÊนตอน SplitMax

2. เหตุการณ์ nbr-share ทีÉเกิดทีÉโหนด z เป็นเหตุการณ์ทีÉเกิดขึÊนเมืÉอโหนด z แบ่งภาระกบั
โหนดเพืÉอนบา้นของมนัทีÉเรียกขัÊนตอน SplitNbr

กาํหนดให้ Maxt และ Max′
t แทนภาระทีÉสูงทีÉสุดในระบบหลงัจากเวลา t และก่อนเวลา t

ตามลาํดบันัÉนคือMaxt = maxu∈V Lt(u) และMax′
t = maxu∈V L′

t(u)
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ภาพรวมของการวเิคราะห์ของกรณีทัÉวไป

ปัญหาหลกัของการนาํเอาบทพิสูจน์ในกรณีทีÉ มีแต่การใส่กญุแจมาใช ้ในกรณีทัÉวไปคือ
คุณสมบติัทีÉว่าภาระตํÉาสุดจะไม่ลดลง ในการทีÉจะทาํให้คุณสมบติันีÊ ใช ้งานได้ เราจะวเิคราะห์การทาํงาน
เป็นเฟส (Phase) โดยทีÉแต่ละเฟสจะครอบคลุมช่วงทีÉภาระตํÉาสุดไม่ลดลง การทาํเช่นนีÊทาํให้เราสามารถ
นาํเอาเทคนิคส่วนใหญ่ทีÉใช ้กบักรณีทีÉมีแต่การใส่กญุแจมาใช ้กบักรณีทัÉวไปได้ ดงันัÊนในการวเิคราะห์
เหตุการณ์มีเง ืÉอนไขคือเหตุการณ์ต่างๆ ทีÉเกิดขึÊนไม่ทาํให้เกิดการเปลีÉยนเฟส

ทางเดียวทีÉจะทาํให้เกิดการเปลีÉยนเฟสคือ โหนดทีÉมีภาระตํÉาสุดมีภาระลดลง เหตุการณ์นีÊ
สามารถเกิดขึÊนได้เมืÉอมีการลบกญุแจทีÉโหนดทีÉมีภาระตํÉาสุด เราจะแสดงว่าถา้มีการลบกญุแจเกิดขึÊนทีÉ
โหนดทีÉมีภาระตํÉาสุดและเป็นจุดเริÉมการเปลีÉยนเฟสแลว้ อตัราส่วนความไม่สมดุลจะถูกจาํกดัดว้ยค่าคงทีÉ
ค่าหนึÉง ทาํให้ได้เง ืÉอนไขเริÉมตน้ทีÉเพียงพอสาํหรับการวเิคราะห์ในเฟสต่อไป

สถานะระหว่างเฟส

เราจะวเิคราะห์สถานะระหว่างเฟสทีÉติดกนัซึÉงเกิดขึÊนเมืÉอภาระตํÉาสุดลดลง เมืÉอพิจารณา
การลบกญุแจทีÉเกิดขึÊนทีÉโหนดใดๆ บทตัÊงบทต่อไปแสดงคุณสมบติัของภาระของโหนดหลงัจากทีÉมีการ
ลบกญุแจเกิดขึÊน

บทตัÊง 13

สมมติว่า β > 3 พิจารณากรณีทีÉมีการลบกญุแจเกิดขึÊนทีÉโหนด u ณ บางเวลา t กาํหนด
ให้โหนด z เป็นโหนดเพืÉอนบา้นทีÉมีภาระตํÉาทีÉสุดของโหนด u ณ เวลา t หลงัจากการลบกญุแจและขัÊน
ตอนปรับดุลภาระจะได้ว่า Lt(u) >

Maxt

β อีกทัÊงภาระตํÉาสุดจะสามารถลดลงได้ในกรณีทีÉขัÊนตอนการ
ปรับดุลภาระไม่ถูกเรียก

พิสูจน์

หลงัจากการลบกญุแจเกิดขึÊนทีÉโหนด u มีกรณีทีÉจะตอ้งพิจารณา 2 กรณีคือ
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กรณีทีÉหนึÉง ขัÊนตอนการปรับดุลภาระไม่ถูกเรียก ในกรณีนีÊ ภาระของโหนด u หลงัจาก
การลบกญุแจมีค่ามากกว่า Max′

t

β สงัเกตได้ว่า ณ เวลา t เหตุการณ์เดียวทีÉเกิดขึÊนในระบบได้คือการลบ
ทีÉโหนด u ดงันัÊนนัÊนภาระมากทีÉสุดจะไม่เพิÉมขึÊน นัÉนคือ Max′

t ≥ Maxt ทาํให้ได้ความสมัพนัธ์ว่า
Lt(u) >

Max′
t

β ≥ Maxt

β

กรณีทีÉสอง ขัÊนตอนการปรับดุลภาระถูกเรียก ซึÉงในกรณีนีÊ ภาระของโหนด u จะไม่เกิน
Max′

t

β กรณีนีÊสามารถพิจารณาได้เป็นสองกรณีย่อยไดแ้ก่

กรณีย่อย 1 โหนด u เรียกขัÊนตอน SplitMax เริÉมตน้โหนด u จะโอนภาระ
ทัÊงหมดไปให้กบัโหนด z หลงัจากนัÊนโหนด u จะไปแบ่งครึÉ งภาระของโหนดทีÉมีภาระสูงสุด นัÉนคือ

Lt(u) =

⌊
Max′

t

2

⌋
>

Max′
t

β

ในกรณีย่อยนีÊ โหนดทีÉมีภาระเพิÉมขึÊน ณ เวลา t นอกจากโหนด u คือโหนด z

สงัเกตได้ว่าโหนด z จะรับภาระจากโหนด u จะได้ว่า

Lt(z) = L′
t(z) + L′

t(u) ≤
2Max′

t

β
+

Max′
t

β
≤ 3Max′

t

β

จากขอ้สมมติทีÉว่า β > 3 ทาํให้ได้ Lt(z) < Max′
t ดงันัÊนภาระสูงสุดไม่เพิÉม

ขึÊน ณ เวลา t จะได้ว่า Lt(u) >
Maxt

β

กรณีย่อย 2 โหนด u เรียกขัÊนตอน SplitNbr กรณีย่อยนีÊ เกิดขึÊนเมืÉอ L′
t(z) >

2Max′
t

β ภาระของโหนด z จะถูกแบ่งให้กบัโหนด u เพืÉอปรับดุลภาระทัÊงสองโหนด จะได้ว่า

Lt(u) ≥
2Max′

t

β + L′
t(u)

2
>

Max′
t

β
.
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ในกรณีย่อยนีÊ จะมีสองโหนดทีÉเกีÉยวขอ้งไดแ้ก่โหนด u และโหนด z สงัเกต
ได้ว่ามีโหนด u เพียงโหนดเดียวในระบบทีÉมีภาระเพิÉมขึÊน ณ เวลา t เรารู้ว่า L′

t(u) ≤ Max′
t

β <
Max′

t

2

ดงันัÊนภาระของโหนด u หลงัจากขัÊนตอนปรับดุลภาระจะไม่เกิน Max′
t เพราะว่าภาระของมนันอ้ยกว่า

Max′
t

2 และภาระทีÉมนัรับมาจะไม่เกิน Max′
t

2 ดงันัÊนภาระสูงสุดจะไม่เพิÉมขึÊน ณ เวลา t เราจะได้ว่า
Lt(u) >

Maxt

β

พิจารณาภาระของโหนดทีÉมีภาระตํÉาสุดหลงัจากมีการลบกญุแจเกิดขึÊนทีÉมนั ณ
เวลา t มีกรณีทีÉสามารถเกิดขึÊนได้ 2 กรณี ขึÊนกบัภาระของมนั กรณีแรกถา้ภาระของมนัมีค่ามากกว่า
Max′

t

β ขัÊนตอนปรับดุลภาระจะไม่ถูกเรียก จากการพิสูจน์ในกรณีทีÉหนึÉงทาํให้รู้ว่าภาระตํÉาสุดสามารถลด
ลงได้ กรณีทีÉสองถา้ภาระของมนัมีค่าไม่เกิน Max′

t

β ขัÊนตอนปรับดุลภาระจะถูกเรียก จากการพิสูจน์ใน
กรณีทีÉสองทาํให้รู้ว่าภาระหลงัจากขัÊนตอนปรับดุลภาระจะมากกว่า Maxt

β ซึÉงในกรณีนีÊภาระตํÉาสุดจะไม่
ลดลงหลงัจากการลบกญุแจ ดงันัÊนกรณีทีÉขัÊนตอนปรับดุลภาระจะไม่ถูกเรียกจะเป็นกรณีทีÉโหนดทีÉมีภา
ระตํÉาสุดมีภาระลดลงได้

จากบทตัÊง 13 ภาระตํÉาสุด ณ เวลา t สามารถลดลงในกรณีทีÉมีการลบแลว้ขัÊนตอนปรับดุล
ภาระไม่ถูกเรียก เราจะได้ความสมัพนัธ์ว่า Mint >

Maxt

β หลงัจากนัÊนเฟสจะเปลีÉยน อีกทัÊงเง ืÉอนไข
ต่อไปนีÊยงัเป็นจริง

เมืÉอเริÉมตน้แต่ละเฟส ณ เวลา t อตัราส่วนความไม่สมดุลรับประกนัได้ดว้ยค่า β นัÊนคือ

Maxt

Mint
< β.

อตัราส่วนความไม่สมดุลภายในแต่ละเฟส

เราจะพิสูจน์คุณสมบติัทีÉไม่เปลีÉยนแปลงเช่นเดียวกบักรณีทีÉมีแต่การใส่กญุแจ นัÉนคือ

"สาํหรับเวลา t ใดๆ ภาระของโหนดใดๆ จะไม่เกิน (α+ 2) เท่าของภาระทีÉต ํÉาทีÉสุด"
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ในตอนเริÉมตน้ของแต่ละเฟส อตัราส่วนความไม่สมดุลจะมีค่าไม่เกิน β เมืÉอเราเลือกค่า β
โดยให้ β ≤ α แลว้จะได้ว่าตอนเริÉมตน้ของแต่ละเฟส Maxt ≤ βMint ≤ (α + 2)Mint ซึÉงสอดคลอ้ง
กบัเง ืÉอนไขของคุณสมบติัทีÉไม่เปลีÉยนแปลง

ต่อจากนีÊ ไปในการวเิคราะห์ของเรา เราจะไม่สนใจกรณีของการลบทีÉไม่ได้ตามดว้ยขัÊน
ตอนปรับดุลภาระ เพราะว่าภาระของโหนดทีÉได้รับผลกระทบจะไม่ไปเปลีÉยนค่าของอตัราส่วนความไม่
สมดุล

ในการวเิคราะห์อตัราส่วนความไม่สมดุล เราพิจารณาว่าภาระของโหนดทีÉได้รับผลกระ
ทบเปลีÉยนแปลงอย่างไร ก่อนอืÉนเราจะพิจารณาสองเหตุการณ์ทีÉง่ายก่อน สาํหรับการใส่กญุแจ เราจะ
ใช ้บทตัÊง 9 เพืÉอรับประกนัภาระของโหนดทีÉมีการใส่กญุแจ สาํหรับการลบกญุแจเราจะใช ้บทตัÊง 13 เพืÉอ
รับประกนัภาระของโหนดทีÉมีการลบ มีเหตุการณ์ทีÉตอ้งพิจารณาเนืÉองจากโหนดได้รับผลกระทบจาก
ขัÊนตอนปรับดุลภาระ มีเหตุการณ์สามชนิดไดแ้ก่ nbr-transfer, nbr-share และ min-transfer

เราจะสรุปเหตุการณ์ต่างๆ และวธีิการจดัการดงัต่อไปนีÊ

1. สาํหรับเหตุการณ์ nbr-transfer เราสนใจโหนดเพืÉอนบา้นทีÉมีภาระตํÉาทีÉสุดของโหนด
ทีÉมีการลบกญุแจเกิดขึÊนทีÉมนั โหนดเพืÉอนบา้นนีÊจะรับภาระทัÊงหมดจากโหนดทีÉมีการลบกญุแจ โดยบท
ตัÊง 14 จะจดัการเหตุการณ์นีÊ

2. สาํหรับเหตุการณ์ nbr-share โหนดเพืÉอนบา้นทีÉมีภาระตํÉาของโหนดทีÉมีการลบกญุแจ
จะแบ่งภาระให้กบัโหนดทีÉ มีการลบกญุแจทาํให้ทัÊงสองโหนดมีภาระเท่ากนั เหตุการณ์นีÊ อตัราส่วน
ความไม่สมดุลจะถูกพิสูจน์ในบทตัÊง 14

3. สาํหรับเหตุการณ์ min-transfer เราจะสนใจโหนดเพืÉอนบา้นของโหนดทีÉมีภาระตํÉา
สุด ซึÉงมนัจะได้รับภาระจากโหนดทีÉมีภาระตํÉาสุด บทตัÊง 18 จะจดัการเหตุการณ์นีÊ

บทตัÊงบทต่อไปจะจดัการกรณีเหตุการณ์ nbr-transfer และเหตุการณ์ nbr-share
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บทตัÊง 14

สมมติว่า α ≥ 3 และ β ≥ 3(α+2)
α กาํหนดให้ z เป็นโหนดเพืÉอนบา้นของโหนด u ทีÉมีภา

ระตํÉาทีÉสุด ณ เวลา t พิจารณากรณีทีÉการลบกญุแจเกิดขึÊนทีÉโหนด u ณ เวลา t และโหนด u เรียกขัÊนตอน
ปรับดุลภาระ จะได้ว่า Lt(u) ≤ αMint และ Lt(z) ≤ αMint

พิสูจน์

หลงัจากการลบกญุแจมีขัÊนตอนปรับดุลภาระสองชนิดทีÉเกิดขึÊนได้

กรณีทีÉ 1 โหนด u เรียกขัÊนตอน SplitMax และเหตุการณ์ nbr-transfer เกิดขึÊนกบัโหนด
z ในกรณีนีÊ จะเกิดขึÊนเมืÉอ L′

t(z) ≤
2Max′

t

β และ L′
t(u) ≤

Max′
t

β จากนัÊนโหนด u จะดาํเนินการต่อโดย
โอนภาระทัÊงหมดของมนัให้โหนด z นัÉนคือ

Lt(z) ≤
2Max′

t

β
+

Max′
t

β
.

จากคุณสมบติัทีÉไม่เปลีÉยนแปลง เราจะได้ว่า Lt(z) ≤ 3((α+2)Min′
t)

β จากขอ้สมมติทีÉ ว่า
β ≥ 3(α+2)

α ทาํให้ได้ความสมัพนัธ์ 3(α+2)
β ≤ α ดงันัÊนภาระของโหนด z ณ เวลา t จะไม่เกิน αMin′

t จาก
คุณสมบติัทีÉไม่ลดลงของภาระตํÉาสุด เราจะได้ว่า Lt(z) ≤ αMint

หลงัจากนัÊนโหนด u จะแบ่งภาระครึÉ งหนึÉงจากภาระของโหนดทีÉมีภาระสูงสุด จากคุณสมบติั
ทีÉไม่ลดลงของภาระตํÉาสุด เราจะได้ว่า Lt(u) ≤ (α+2)Min′

t

2 เมืÉอค่า α ≥ 2 ทาํให้ได้ความสมัพนัธ์
(α+2)

2 ≤ α ดงันัÊนภาระของโหนด u หลงัจากการลบกญุแจจะไม่เกิน αMin′
t จากนัÊนเราจะได้ว่า

Lt(u) ≤ αMint เนืÉองจากคุณสมบติัทีÉไม่ลดลงของภาระตํÉาสุด

กรณีทีÉ 2 โหนด u เรียกขัÊนตอน SplitNbr และเหตุการณ์ nbr-share เกิดขึÊนทีÉโหนด z ใน
กรณีนีÊ เกิดขึÊนเมืÉอ L′

t(z) >
2Max′

t

β และ L′
t(u) ≤ Max′

t

β จากคุณสมบติัทีÉไม่เปลีÉยนแปลง เราจะได้ว่า
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L′
t(z) ≤ Max′

t ≤ (α+ 2)Min′
t หลงัจากนัÊนโหนด u และโหนด z จะแบ่งภาระให้เท่ากนันัÉนคือ

Lt(z) ≤
(α+ 2)Min′

t + (α+ 2)
Min′

t

β

2
≤ (β + 1)(α+ 2)

2β
Min′

t

จากทีÉสมมติว่า α ≥ 3 และ β ≥ 3(α+2)
α เราจะได้ความสมัพนัธ์ว่า β > (α+2)

(α−2) ยิÉงไปกว่านัÊน
เมืÉอค่า β > (α+2)

(α−2) และ α > 2 ทาํให้ได้ความสมัพนัธ์ว่า (β+1)(α+2)
2β ≤ α ดงันัÊนภาระของโหนด z และ

โหนด u หลงัจากขัÊนตอนปรับดุลภาระจะไม่เกิน αMin′
t จากคุณสมบติัทีÉไม่ลดลงของภาระทีÉต ํÉาทีÉสุด

เราจะได้ว่า Lt(u) ≤ αMint และ Lt(z) ≤ αMint

มีกรณีทีÉตอ้งพิจารณาอีกคือ กรณีเหตุการณ์ min-transfer กาํหนดให้ e เป็นเหตุการณ์ min-
transfer ทีÉ เกิดขึÊนกบัโหนด z ในบทตัÊงบทต่อไปจะเกีÉยวกบักรณีทีÉ e เป็นเหตุการณ์แรกทีÉ เกิดขึÊนกบั
โหนด z ในเฟส d ใดๆ

บทตัÊง 15

พิจารณาเฟส d ใดๆ สมมติว่า β > 2 ถา้เหตุการณ์แรกทีÉเกิดขึÊนกบัโหนด z ในเฟสนัÊนเป็น
เหตุการณ์ min-transfer ครัÊ งทีÉ i จะได้ว่า Lti(z) ≤ (β + 1)Minti

พิสูจน์

มีสองกรณีทีÉตอ้งพิจารณา

กรณีแรก เป็นกรณีทีÉ d = 1 หรือกรณีทีÉเป็นเฟสแรก ในตอนเริÉมตน้ของเฟส
แรก ภาระของแต่ละโหนดจะมีค่าเท่ากบั c0 สงัเกตว่าภาระของโหนด z จะไม่เปลีÉยนแปลงจนกระทัÉง
เหตุการณ์ min-transfer ครัÊ งแรกเกิดกบัมนั ยิÉงไปกว่านัÊน ณ เวลา t1 ภาระตํÉาสุดมีค่าเป็น c0 เพราะว่า
มนัไม่สามารถลดลงและมนัไม่สามารถเพิÉมเกิน c0 ได้ เมืÉอเหตุการณ์ min-transfer ทีÉเกิดขึÊนกบัโหนด z

ภาระของมนัจะเพิÉมขึÊน นัÊนคือ Lt1(z) = c0 +Min′
t1 = 2Min′

t1 จากคุณสมบติัทีÉไม่ลดลงของภาระตํÉา
สุด เราจะได้ว่า Lt1(z) ≤ 2Mint1 จากขอ้สมมติ β > 2 จะได้ว่า Lt1(z) ≤ (β + 1)Mint1
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กรณีทีÉสอง เป็นกรณีทีÉ d > 1หรือกรณีทีÉไม่ใช่เฟสแรก กาํหนดให้ t′ เป็นเวลา
เริÉมตน้ของเฟส d จากเง ืÉอนไขของภาระตอนเริÉมตน้ของแต่ละเฟส Maxt′ < βMint′ ดงันัÊน Lt′(z) <

βMint′ หลงัจากเหตุการณ์min-transfer ครัÊ งทีÉ i เกิดขึÊนกบัโหนด z ภาระของมนัจะเพิÉมขึÊนเป็นLti(z) =

Lt′(z) + Min′
ti ≤ βMint′ + Min′

ti จากทีÉภาระทีÉต ํÉาทีÉสุดจะไม่ลดลงภายในเฟสเราจะได้ว่า Lti(z) ≤

(β + 1)Minti ตามตอ้งการ

ต่อไปเราจะสมมติว่า e ไม่ใช่เหตุการณ์แรกทีÉเกิดขึÊนกบัโหนด z ในเฟส d

กาํหนดให้ e′ เป็นเหตุการณ์ล่าสุดทีÉเกิดขึÊนกบัโหนด z ก่อนเหตุการณ์ e บทตัÊงบทต่อไป
จะพิจารณากรณีทีÉเหตุการณ์ e′ ไม่ใช่เหตุการณ์ min-transfer ขณะทีÉบทตัÊง 17 ซึÉงเป็นบทตัÊงทีÉซบัซอ้น
กว่าซึÉงจะพิจารณากรณีทีÉเหตุการณ์ e′ เป็นเหตุการณ์ min-transfer

บทตัÊง 16

พิจารณาเฟสใดๆ สมมติว่า α ≥ 3 และ β ≥ 3(α+2)
α ถา้ e′ เป็นเหตุการณ์ใดๆ ยกเวน้

เหตุการณ์ min-transfer ทีÉ เกิดขึÊนกบัโหนด z ก่อนทีÉจะมีเหตุการณ์ min-transfer ครัÊ งทีÉ i แลว้หลงัจาก
เหตุการณ์ min-transfer ครัÊ งทีÉ i เกิดขึÊนกบัโหนด z จะได้ว่า Lti(z) ≤ (α+ 1)Minti

พิสูจน์

เหตุการณ์ e′ สามารถเป็นได้คือ การใส่กญุแจ, การลบกญุแจทีÉตามดว้ยขันัตอนปรับดุล
ภาระ, เหตุการณ์ nbr-transfer หรือเหตุการณ์ nbr-share หลงัจากเหตุการณ์ e′ เกิดขึÊนกบัโหนด z ณ เวลา
t′ สาํหรับการใส่กญุแจพิจารณาจากบทตัÊง 9 และสาํหรับเหตุการณ์อืÉนๆ พิจารณาบทตัÊง 14 เราจะได้
ว่า Lt′(z) ≤ αMint′ หลงัจากนัÊนภาระของโหนด z จะเพิÉมขึÊนอีกครัÊ งจากเหตุการณ์ min-transfer ครัÊ งทีÉ
i นัÊนคือ Lti(z) = Lt′(z) +Min′

ti ≤ αMint′ +Min′
ti เนืÉองจากภาระตํÉาสุดไม่ลดลงในแต่ละเฟสเรา

จะได้ว่า Lti(z) ≤ (α+ 1)Minti



76

สุดทา้ยเราจะพิจารณากรณีเมืÉอ เหตุการณ์ล่าสุด e′ ก่อนเหตุการณ์ e เป็นเหตุการณ์ min-
transfer เช่นเดียวกบักรณีทีÉ มีแต่การใส่กญุแจเราแบ่งเหตุการณ์ min-transfer ออกเป็นสองชนิดคือ
เหตุการณ์ left-transfer และเหตุการณ์ right-transfer บทตัÊงบทต่อไปจะเป็นกรณีทัÉวไปของบทตัÊง 11
ทีÉจดัการการลบ SplitMax และ SplitNbr ได้ดว้ย

บทตัÊง 17

สมมติว่า α ≥ 3+
√
33

2 ≈ 4.373, β ≥ 3(α+2)
α และ l ≥ 0 พิจารณาเหตุการณ์ min-transfer

ครัÊ งทีÉ i, (i + 1), ..., (i + l + 1) ทีÉเกิดกบัโหนด z ในเฟสใดๆ ถา้เหตุการณ์ min-transfer ครัÊ งทีÉ i และ
ครัÊ งทีÉ (i + l + 1) เป็นชนิดเดียวกนั ในขณะทีÉเหตุการณ์ min-transfer ครัÊ งทีÉ (i + 1), (i + 2), ..., (i + l)

เป็นชนิดต่างกบัครัÊ งทีÉ i และ (i + l + 1) แลว้ หลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ (i + l + 1) จะได้
Lti+l+1

(z) ≤ (α+ l + 1)Minti+l+1

พิสูจน์

โดยไม่เสียหลกัการทัÉวไปเราจะสมมติว่าเหตุการณ์min-transfer ครัÊ งทีÉ iและครัÊ งทีÉ (i+l+1)

ทีÉเกิดขึÊนกบัโหนด z เป็นเหตุการณ์ right-transfer ส่วนเหตุการณ์ min-transfer ครัÊ งทีÉ (i+ 1), (i+ 2), ...,
(i+ l) เป็นเหตุการณ์ left-transfer กาํหนดให้ vi แทนโหนดทีÉมีภาระตํÉาสุด ณ เวลา ti

เราจะเริÉมตน้ดว้ยกรณีทีÉ มี เหตุการณ์อืÉนยกเวน้เหตุการณ์ min-transfer เกิดขึÊนทีÉ โหนด z

ระหว่างเหตุการณ์ min-transfer ครัÊ งทีÉ i และครัÊ งทีÉ (i+ l+1) สมมติว่าเหตุการณ์ล่าสุดทีÉไม่ใช่เหตุการณ์
min-transfer ทีÉเกิดทีÉโหนด z ก่อนเหตุการณ์ min-transfer ครัÊ งทีÉ k เมืÉอ i < k ≤ i + l + 1 จากบทตัÊง 16
หลงัจากเหตุการณ์ min-transfer ครัÊ งทีÉ k เราจะได้ว่า

Ltk(z) ≤ (α+ 1)Mintk

หลงัจากนัÊนเหตุการณ์ถดัจาก min-transfer ครัÊ งทีÉ k มีแต่เหตุการณ์ min-transfer ทีÉสามารถ
เกิดกบัโหนด z สงัเกตว่าหลงัจากเวลา tk จะมีเหตุการณ์ min-transfer เกิดขึÊนกบัโหนด z ไม่เกิน i+ l−k
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ครัÊ งประกอบกบัภาระตํÉาสุดไม่ลดลง ณ เวลา ti+l+1 เราจะได้ว่า

Lti+l+1
(z) ≤ (α+ 1)Minti+l+1

+ (i+ l − k)Minti+l+1
,

และสุดทา้ยเราจะได้ Lti+l+1
(z) ≤ (α+ l + 1)Mini+l+1 เนืÉองจาก k > i

มีกรณีเหลือทีÉจะตอ้งพิจารณาคือกรณีทีÉไม่มีเหตุการณ์อืÉนเกินขึÊนกบัโหนด z ยกเวน้เหตุการณ์
min-transfer ระหว่างเหตุการณ์ min-transfer ครัÊ งทีÉ i ถึง ครัÊ งทีÉ (i + l + 1) เราจะดาํเนินการตามบทอา้ง
1 ในบทพิสูจน์ของบทตัÊง 11 และใช ้คุณสมบติัทีÉว่าแต่ละเฟสภาระตํÉาสุดจะไม่ลดลงดงันัÊนเราจะได้ว่า

Lti+l+1
(z) ≤ Lti(z) + (l + 1)Min′

ti+l+1
(10)

พิจารณาเหตุการณ์ min-transfer ครัÊ งทีÉ i ทีÉเกิดกบัโหนด z จากทีÉเราได้สมมติไว้ว่ามนัเป็น
เหตุการณ์ right-transfer กาํหนดให้ x เป็นโหนดทางขวามือของโหนด vi ก่อนทีÉจะเกิดเหตุการณ์ min-
transfer ครัÊ งทีÉ i สงัเกตได้ว่าเหตุการณ์ min-transfer ครัÊ งทีÉ (i+ l + 1) เป็นเหตุการณ์ right-transfer เช่น
กนั ดงันัÊนโหนด x จะตอ้งกลายเป็นโหนดทีÉมีภาระตํÉาสุด ณ บางเวลาหลงัจากเวลา ti กาํหนดให้ t∗

เป็นเวลาทีÉโหนด x กลายเป็นโหนดทีÉมีภาระตํÉาสุดหลงัเวลา ti

แทนทีÉเราจะพิจารณาเฉพาะโหนด x เราจะพิจารณาเซตของโหนด P ทีÉเรียงกนัตามลาํดบั
จากโหนด x ไปยงัโหนด vi+l+1 ระหว่างเวลา ti และ ti+l+1 (ดูรูป 21 (ข)) เราจะหาขอบเขตของภาระ
ของโหนด z จากภาระของโหนดในเซตนีÊ เราพิจารณาได้เป็นสองกรณี

กรณีทีÉ 1 ไม่มีโหนดใดๆ ในเซตP ทีÉเรียกขัÊนตอนMinBalance, SplitMaxและSplitNbr

ระหว่างเวลา ti และ ti+l+1 ในกรณีนีÊ เราจะพิจารณาโหนด x สงัเกตได้ว่าอาจจะมีการลบเกิดขึÊนกบั
โหนด x ดงันัÊนมีสองกรณีย่อยทีÉตอ้งพิจารณา

กรณีย่อย 1.1 ไม่มีการลบเกิดขึÊนทีÉโหนด xหลงัจากเวลา ti พิจารณาเหตุการณ์
min-transfer ครัÊ งทีÉ i ทีÉเกิดขึÊนทีÉโหนด z โหนดทีÉมีภาระทีÉต ํÉาสุด ณ เวลา ti จะโอนภาระของมนัทัÊงหมด
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ภาพทีÉ 21 เซตของโหนด P ทีÉอยู่ ระหว่างโหนด x และโหนด vi+l+1

ให้กบัโหนด z นัÉนหมายความว่า L′
ti(z) ≤ L′

ti(x) จากนัÊนเราจะได้

Lti(z) = L′
ti(z) +Min′

ti ≤ L′
ti(x) +Min′

ti ,

เมืÉอรวมกบัอสมการ (10) เราจะได้

Lti+l+1
(z) ≤ L′

ti(x) +Min′
ti + (l + 1)Min′

ti+l+1
. (11)

หลงัจากเวลา ti การลบกญุแจและขัÊนตอนปรับดุลภาระไม่เกิดขึÊนกบัโหนด x

การดาํเนินการทีÉเกิดขึÊนได้คือการใส่กญุแจ ดงันัÊนภาระของโหนด x จะไม่ลดลง เมืÉอเวลา t∗ โหนด x

จะกลายเป็นโหนดทีÉมีภาระตํÉาสุด จะได้ว่า L′
ti(x) ≤ Mint∗ เมืÉอรวมกบัอสมการ (11) เราจะได้ว่า

Lti+l+1
(z) ≤ Mint∗ +Min′

ti + (l + 1)Min′
ti+l+1

.

เนืÉองจากภาระตํÉาสุดไม่ลดลง จะได้ว่า Lti+l+1
(z) ≤ (l+3)Minti+l+1

เมืÉอ α ≥ 2

เราจะได้ว่า Lti+l+1
(z) ≤ (α+ l + 1)Minti+l+1

ดงันัÊนบทตัÊงนีÊ เป็นจริงในกรณีย่อยนีÊ

กรณีย่อย 1.2 มีการลบเกิดขึÊนทีÉโหนด x หลงัจากเวลา ti แต่ขัÊนตอน Split-
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Max และ SplitNbr ไม่ถูกเรียก กาํหนดให้ t′ เป็นเวลาทีÉโหนด x มีภาระตํÉาทีÉสุดหลงัจากการลบกญุแจ
เกิดขึÊนทีÉมนัระหว่างช่วงเวลา ti และ t∗ จากบทตัÊง 13 ภาระมากทีÉสุด ณ เวลา t′ จะมีค่าไม่เกิน β เท่าของ
ภาระ x ณ เวลา t′ ดงันัÊนเราจะได้ว่า

Maxt′ ≤ βLt′(x) ≤ βLt∗(x). (12)

สงัเกตได้ว่าเหตุการณ์เดียวทีÉจะเกิดขึÊนกบัโหนด z ระหว่างช่วงเวลา ti และ t′ คือ
เหตุการณ์ min-transfer ดงันัÊนภาระของโหนด z หลงัจากเวลา ti จะไม่ลดลง เราจะได้ว่า Lti(z) ≤

Lt′(z) เมืÉอพิจารณาอสมการ (10) จะได้ว่า

Lti+l+1
(z) ≤ Lt′(z) + (l + 1)Min′

ti+l+1
.

จากอสมการ (12) จะได้

Lti+l+1
(z) ≤ Maxt′ + (l + 1)Min′

ti+l+1
≤ βLt∗(x) + (l + 1)Min′

ti+l+1
.

เนืÉองจากในแต่ละเฟสภาระตํÉาสุดจะไม่ลดลง เราจะได้ว่า Lti+l+1
(z) ≤ (β + l +

1)Minti+l+1
จากทีÉสมมติว่า α ≥ 3+

√
33

2 ทาํให้ได้ทาํให้ได้ความสมัพนัธ์ α ≥ β ดงันัÊนบทตัÊงนีÊ จึงเป็น
จริงในกรณีย่อยนีÊ

กรณีทีÉ 2 มีอย่างนอ้ยหนึÉงโหนดในเซต P ทีÉเรียกขัÊนตอน MinBalance หรือ SplitMax

หรือ SplitNbr ระหว่างช่วงเวลา ti และ ti+l+1 กาํหนดให้ y เป็นโหนดล่าสุดในเซตนีÊ ทีÉเรียกขัÊนตอน
ปรับดุลภาระ ณ เวลา t̂ เราจะพิจารณากรณีทีÉมีการลบกญุแจเกิดขึÊนทีÉโหนด y หลงัจากเวลา t̂ กรณีนีÊ
สามารถพิสูจน์ได้เช่นเดียวกบักรณีย่อย 1.2 ทาํให้ได้ว่า Lti+l+1

(z) ≤ (α+ l + 1)Minti+l+1

ดงันัÊนเหลือกรณีทีÉไม่มีการลบกญุแจเกิดขึÊนทีÉโหนด y หลงัจากขัÊนตอน MinBalance

หรือ SplitNbr หรือ SplitMax เกิดขึÊนกบัโหนด y หลงัจากเวลา t̂

กรณีย่อย 2.1 โหนด y เรียกขัÊนตอน MinBalance ณ เวลา t̂ กรณีย่อยนีÊ
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สามารถถูกพิสูจน์ได้เช่นเดียวกนักบักรณีทีÉสองในบทตัÊง 11 เมืÉอ α ≥ 1 +
√
5 จะได้ว่า Lti+l+1

(z)

Mini+l+1
≤

(α+ l + 1) ดงันัÊนกรณีย่อยนีÊ เป็นจริง

กรณีย่อย 2.2 โหนด y เรียกขัÊนตอน SplitNbr ณ เวลา t̂ จากบทตัÊง 13 หลงั
จากขัÊนตอน SplitNbr เราจะได้ว่า Maxt̂ ≤ βLt̂(y) สงัเกตได้ว่าเหตุการณ์ทีÉเกิดขึÊนกบัโหนด z หลงั
จากเวลา ti คือเหตุการณ์ min-transfer ดงันัÊนภาระของโหนด z จะไม่ลดลงหลงัจากเวลา ti เราจะได้ว่า
Lti(z) ≤ Lt̂(z) เมืÉอพิจารณาร่วมกบัอสมการ (10) จะได้ว่า

Lti+l+1
(z) ≤ Maxt̂ + (l + 1)Min′

ti+l+1
≤ βLt̂(y) + (l + 1)Min′

ti+l+1

หลงัจากเวลา t̂ ไม่มีขัÊนตอนปรับดุลภาระหรือการลบกญุแจเกิดขึÊนทีÉโหนด y

ดงันัÊนหลงัจาก t̂ ภาระของโหนด y จะไม่ลดลง เนืÉองจากเหตุการณ์ min-transfer ครัÊ งทีÉ (i + l + 1)

เป็นเหตุการณ์ right-transfer ดงันัÊนโหนด y จะกลายเป็นโหนดทีÉ มีภาระตํÉาสุด ณ บางเวลา กาํหนด
ให้ t′′ เป็นเวลาทีÉโหนด y กลายเป็นโหนดทีÉ มีภาระตํÉาสุด จะได้ว่า Lt̂(y) ≤ Lt′′ (y) ดงันัÊนจะได้ว่า
Lti+l+1

(z) ≤ (β + l + 1)Minti+l+1
เมืÉอ α ≥ 3+

√
33

2 จะได้ว่า α ≥ β ดงันัÊนกรณีย่อยนีÊ เป็นจริง

กรณีย่อย 2.3 โหนด y เรียกขัÊนตอน SplitMax ณ เวลา t̂ หลงัจากโหนด y

เรียกขัÊนตอนเหล่านัÊน มนัจะโอนภาระของมนัทัÊงหมดให้กบัโหนดเพืÉอนบา้นโหนด w หลงัจากนัÊนเรา
จะได้ว่า Lt̂(w) ≥ 2Mint̂ จากนัÊนโหนด y จะถูกยา้ยตาํแหน่ง ดงันัÊนเราจะพิจารณาโหนด w แทน

เราจะแสดงว่าโหนด w อยู่ ในเซต P เราจะพิสูจน์ดว้ยวธีิขดัแยง้โดยจะสมมติ
ว่าโหนด w ไม่อยู่ ในเซต P สงัเกตว่าตาํแหน่งของโหนด w สามารถอยู่ทางซา้ยหรือทางขวาของ y กไ็ด้

พิจารณากรณีทีÉโหนด w อยู่ ทางขวาของโหนด y โหนด w สามารถทีÉจะอยู่
นอกเซต P เมืÉอโหนด y เป็นโหนดทางขวามือสุดในเซต P เนืÉองจากโหนด vi+l+1 เป็นโหนดทางขวา
มือสุดในเซต P ซึÉงขดัแยง้

พิจารณากรณีทีÉโหนด w อยู่ ทางซา้ยของโหนด y ในกรณีนีÊ โหนด y จะตอ้ง
เป็นโหนดทางซา้ยมือสุดในเซต P และโหนด y จะโอนภาระของมนัให้กบัโหนดนอกเซต P สงัเกตว่า
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โหนดทีÉโหนด y โอนภาระของมนัให้คือโหนด z ซึÉงขดัแยง้กบัทีÉว่าไม่มีเหตุการณ์ใดๆ เกิดขึÊนกบัโหนด
z ยกเวน้เหตุการณ์ min-transfer

พิจารณากรณีทีÉมีการลบกญุแจเกิดขึÊนทีÉโหนด w หลงัจาก t̂ กรณีนีÊสามารถถูก
พิสูจน์ได้เช่นเดียวกบักรณีย่อย 1.2

ต่อไปเราจะสมมติว่าไม่มีการลบกญุแจเกิดขึÊนทีÉโหนด w หลงัจากเวลา t̂ ทีÉ
เวลา t̂ เรารู้ว่า 2Mint̂ ≤ Lt̂(w) เนืÉองจากเหตุการณ์ min-transfer ครัÊ งทีÉ (i + l + 1) เป็นเหตุการณ์ right-
transfer นัÉนคือโหนด w จะกลายเป็นโหนดทีÉมีภาระตํÉาสุด ณ บางเวลาหลงัจากเวลา t̂ กาํหนดให้ t∗

เป็นเวลาทีÉโหนด w กลายเป็นโหนดทีÉมีภาระนอ้ยทีÉสุดหลงัจากเวลา t̂ หลงัจากเวลา t̂ ขัÊนตอนปรับดุล
ภาระและการลบกญุแจจะไม่เกิดขึÊนกบัโหนด w ดงันัÊนภาระของโหนด w จะไม่ลดลง เราจะได้ว่า
Lt̂(w) ≤ Lt∗(w) ยิÉงไปกว่านัÊนเราจะได้ว่า Lt̂(w) ≤ Min′

ti+l+1
จากคุณสมบติัทีÉไม่ลดลงของภาระตํÉาสุด

ดงันัÊน 2Mint̂ ≤ Min′
ti+l+1

พิจารณาอสมการ (10) เราจะหารมนัดว้ยMini+l+1 นัÉนจะได้

Lti+l+1
(z)

Mini+l+1
≤

Lti(z) + (l + 1)Min′
ti+l+1

Mini+l+1

≤
Lti(z) + (l + 1)Min′

ti+l+1

Min′
ti+l+1

= (l + 1) +
Lti(z)

Min′
ti+l+1

จากคุณสมบติัทีÉไม่ เปลีÉยนแปลงเราจะได้ ว่า Lti(z) ≤ (α + 2)Minti ≤ (α +

2)Mint̂ เมืÉอ ti < t̂ จากทีÉเรารู้ว่า 2Mint̂ ≤ Min′
ti+l+1

ทาํให้ได้

Lti+l+1
(z)

Mini+l+1
≤ (l + 1) +

(α+ 2)Mint̂

2Mint̂

เมืÉอ α > 2 จะได้ความสมัพนัธ์ว่า (α+2)
2 ≤ α เมืÉอแทนกลบัเขา้ไปในอสมการ เรา

จะได้ว่า Lti+l+1
(z)

Mini+l+1
≤ (α+ l + 1) ดงันัÊนกรณีย่อยนีÊ เป็นจริง
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จากบทตัÊง 15, 16 และ 17 ทาํให้เราสามารถสรุปผลกระทบของเหตุการณ์ min-transfer ทีÉ
เกิดขึÊนกบัโหนด z ใดๆ ได้ ในบทตัÊง 18 เป็นการสรุปคุณสมบติัหลงัเหตุการณ์ min-transfer เกิดขึÊน
เราจะละบทพิสูจน์เนืÉองจากว่าสามารถพิสูจน์ได้ในลกัษณะเดียวกบับทตัÊง 12

บทตัÊง 18

พิจารณาเฟส d ใดๆ สมมติว่า α ≥ 3+
√
33

2 ≈ 4.373 และ β ≥ 3(α+2)
α หลงัจากเหตุการณ์

min-transfer ครัÊ งทีÉ i ทีÉเกิดขึÊนกบัโหนด z แลว้จะได้ Lti(z) ≤ (α+ 2)Minti

สุดทา้ยเราสามารถทีÉจะพิสูจน์การรับประกนัค่าอตัราส่วนความไม่สมดุลได้ โดยในแต่ละ
เฟสภาระของโหนดใดๆ สามารถถูกเปลียนแปลงได้จากการใส่กญุแจ, การลบกญุแจ, nbr-transfer, nbr-
share และ min-transfer จากบทตัÊง 9, 13, 14 และ 18 ทาํให้เราสามารถสรุปขอบเขตบนของภาระของ
โหนดใดๆในเฟสใดๆ หลงัจากเหตุการณ์เหล่านีÊ

ทฤษฎบีท 5

พิจารณาเฟสใดๆ สมมติว่า α ≥ 3+
√
33

2 ≈ 4.373 และ β ≥ 3(α+2)
α สาํหรับโหนด u ∈ V

ใดๆ หลงัจากเหตุการณ์ใดๆ ณ เวลา t จะได้ว่า Lt(u) ≤ (α + 2)Mint ดงันัÊนอตัราส่วนความไม่สมดุล
ของขัÊนตอนวธีิของเราในกรณีทัÉวไปมีค่าเป็นค่าคงทีÉ

3.4 การวเิคราะห์ค่าใช ้จ่ายของขัÊนตอนวธีิในกรณีทัÉวไป

เราจะวเิคราะห์ค่าใช ้จ่ายของขัÊนตอนวธีิของเราในกรณีทัÉวไป เช่นเดียวกบัค่าใช ้จ่ายของ
ขัÊนตอนวธีิในกรณีทีÉมีแต่การใส่กญุแจ เรากาํหนดให้ค่าใช ้จ่ายในการยา้ยกญุแจหนึÉงดอกจากโหนด u

ไปยงัโหนด v มีค่าใช ้จ่ายเป็นหนึÉงหน่วย ในขัÊนตอนวธีิของเรามีการดาํเนินการ 4 อย่างไดแ้ก่ การใส่
กญุแจ, การลบกญุแจ, MinBalance และ Split เราจะพิสูจน์ค่าใช ้จ่ายแบบถวัเฉลีÉยโดยใช ้วธีิการศกัย์
และใช ้ฟังกช์นัศกัย์เช่นเดียวกบังานของ Ganesan et al.
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ทฤษฎบีท 6

ถา้ α > 2(1 +
√
3) ≈ 5.464 แลว้ ค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิในกรณีทัÉวไปเป็นค่า

คงทีÉ

พิสูจน์

ฟังกช์นัศกัย์ทีÉเราใช ้คือ Φ =
c(
∑n

i=1
(Lt(Ni))

2)

L̄t
เมืÉอ L̄t เป็นภาระเฉลีÉยทีÉเวลา t และ Ni เป็น

โหนดทีÉ i ทีÉจดัการช่วง [Ri−1, Ri)

เราจะแสดงว่าเมืÉอมีการใส่กญุแจหรือลบกญุแจ พลงังานศกัย์จะเพิÉมขึÊนไม่เกินค่าคงทีÉค่า
หนึÉงและเมืÉอการดาํเนินการ MinBalance หรือ Split เกิดขึÊนพลงังานศกัย์จะลดลงเพืÉอจ่ายเป็นค่าใช ้
จ่ายของการดาํเนินการ ทัÊงหมดนีÊทาํให้แสดงได้ว่าค่าใช ้จ่ายถวัเฉลีÉยของการใส่กญุแจและลบกญุแจเป็น
ค่าคงทีÉ

การพิสูจน์ค่าใช ้จ่ายของการใส่กญุแจและการดาํเนินการ MinBalance สามารถพิสูจน์ได้
เช่นเดียวกบัทีÉพิสูจน์ไปแลว้ในทฤษฎบีท 3 ทัÊงนีÊ ตอ้งมีการกาํหนดค่า α > 2(1 +

√
3) ≈ 5.464 ดงันัÊน

ต่อไปเราจะพิสูจน์ค่าใช ้จ่ายของการลบกญุแจและการดาํเนินการ Split

การลบกญุแจ เมืÉอมีการลบกญุแจเกิดขึÊนทีÉโหนด Nj ทีÉเวลา t พลงังานศกัย์จะ
เพิÉมขึÊนไม่เกิน

∆Φ ≤ c

(∑
i∈V Lt(Ni)

2
)(

L̄t − 1
n

) − c

(∑
i∈V Lt(Ni)

2
)

L̄t

= c

(∑
i∈V Lt(Ni)

2
)
( 1n )

L̄t

(
L̄t − 1

n

) .

เมืÉอใช ้ความจริงทีÉว่า L̄t ≥ Mint แลว้นาํมารวมกบัคุณสมบติัทีÉไม่เปลีÉยนแปลง
เราจะได้อสมการ

Lt(u) ≤ (α+ 2)Mint ≤ (α+ 2)L̄t
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นาํอสมการทีÉได้ไปแทนค่าในฟังกช์นัพลงังานศกัย์ สาํหรับโหนด u ใดๆ เมืÉอเรา
ใช ้ความจริงทีÉว่า L̄t − 1

n ≥ L̄t

2 เมืÉอ n ≥ 2 และ L̄t ≥ 1 เราจะได้ว่า

∆Φ ≤ c

(
(α+ 2) · L̄t

)2
L̄t ·

(
L̄t

2

) ≤ 2c(α+ 2)2.

เนืÉองจากค่าใช ้จ่ายจริงของการลบนัÊนมีค่าหนึÉงหน่วย ดงันัÊนค่าใช ้จ่ายแบบถวั
เฉลีÉยของการลบกญุแจจะเป็นค่าคงทีÉ

Split พิจารณาภาระของโหนด Nj ทีÉเรียกการดาํเนินการ Split ทีÉเวลา t เมืÉอ
ภาระของมนัมีค่านอ้ยกว่า Maxt

β ขัÊนตอนการปรับดุลภาระจะถูกเรียก หลงัจากนัÊนมี 2 กรณีทีÉสามารถ
เกิดขึÊนได้นัÉนคือ ขัÊนตอน SplitNbr และขัÊนตอน SplitMax

กรณีขัÊนตอน SplitNbr เกิดขึÊน กาํหนดให้Nk แทนโหนดเพืÉอนบา้นทีÉมีภาระ
นอ้ยทีÉสุดของ Nj เมืÉอโหนด Nj เรียกขัÊนตอน SplitNbr โหนด Nk จะยา้ยกญุแจของมนัให้กบัโหนด
Nj เพืÉอทาํให้ภาระของทัÊงสองโหนดสมดุล พลงังานศกัย์จะลดลงดงันีÊ

∆Φ =

c

(
Lt(Nj)

2 + Lt(Nk)
2 − 2

(
Lt(Nj)+Lt(Nk)

2

)2)
L̄t

= c

(
Lt(Nj)

2

2 + Lt(Nk)
2

2 − (Lt(Nj)Lt(Nk))
)

L̄t

= c
(Lt(Nk)− Lt(Nj))

2

2L̄t

= c
(Lt(Nk)− Lt(Nj))

2

(Lt(Nk)− Lt(Nj))

L̄t
.

กรณีนีÊ เกิดขึÊนเมืÉอ Lt(Nk) > 2Maxt

β และ Lt(Nj) < Maxt

β ดงันัÊนเมืÉอแทนค่า
Lt(Nk) และ Lt(Nj) จะได้ว่า

∆Φ ≥ c
(Lt(Nk)− Lt(Nj))

2

(
2Maxt

β − Maxt

β

)
L̄t

= c
(Lt(Nk)− Lt(Nj))

2

(
Maxt

β

)
L̄t
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≥ c
(Lt(Nk)− Lt(Nj))

2

(
1

β

)
.

จาํนวนของกญุแจทีÉถูกยา้ยเมืÉอขัÊนตอน SplitNbr ถูกเรียกใช ้คือ (Lt(Nk)−Lt(Nj))
2

สาํหรับค่า c > β ใดๆ ทาํให้ได้ว่า ∆Φ ≥ (Lt(Nk)−Lt(Nj))
2 ดงันัÊนพลงังานศกัย์ทีÉลดลงจะถูกจ่ายเพียงพอ

กบัการยา้ยขอ้มูล

กรณีขัÊนตอน SplitMax เกิดขึÊน โหนดNj ยา้ยภาระของมนัทัÊงหมดให้โหนด
เพืÉอนบา้น Nk จากนัÊนโหนด Nj จะไปแบ่งภาระของโหนดทีÉมีภาระมากสุด Nl ครึÉ งหนึÉง พลงังานศกัย์
จะลดลงเป็น

∆Φ = c

(
Lt(Nj)

2 + Lt(Nk)
2 + Lt(Nl)

2 − 2
(

Lt(Nl)
2

)2
− (Lt(Nk) + Lt(Nj))

2

)
L̄t

= c

(
Lt(Nl)

2

2 − 2Lt(Nk)Lt(Nj)
)

L̄t

=
c

L̄t
Lt(Nl)

2

(
1

2
− 2Lt(Nk)Lt(Nj)

Lt(Nl)2

)
.

จากเง ืÉอนไขของขัÊนตอนวธีิ ขัÊนตอน SplitMaxจะเกิดขึÊนเมืÉอ Lt(Nk) ≤ 2Maxt

β

และ Lt(Nj) ≤ Maxt

β ดงันัÊนจะได้ว่า

∆Φ ≥ cLt(Nl)

(
1

2
−

2 2Maxt

β · Maxt

β

Lt(Nl)2

)

≥ c · Lt(Nl)

(
1

2
− 4

β2

)
.

เมืÉอขัÊนตอน SplitMax ถูกเรียก จาํนวนกญุแจทีÉถูกยา้ยจะเป็น Lt(Nl)
2 +Lt(Nj) ≤

Lt(Nl) สาํหรับค่า c >
(

2β2

β2−8

)
ใดๆ จะได้ว่า ∆Φ ≥ Lt(Nl) ดงันัÊนพลงังานศกัย์ทีÉลดลงจะถูกจ่ายเพียง

พอให้กบัการยา้ยของกญุแจ

ดงันัÊนค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิของเราจะเป็นค่าคงทีÉ

เนืÉองจากเราตอ้งการให้อตัราส่วนความไม่สมดุลเป็นค่าคงทีÉและตอ้งการให้ค่าใช ้จ่ายของ
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ขัÊนตอนวธีิเป็นค่าคงทีÉ ดงันัÊนเราตอ้งกาํหนดค่า α > 2(1 +
√
3) ≈ 5.464 ทาํให้ได้ทฤษฎบีท

ทฤษฎบีท 7

ถา้ α > 2(1 +
√
3) ≈ 5.464 แลว้เราจะได้ว่าอตัราส่วนความไม่สมดุลมีค่าเป็น α + 2 และ

ค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิของเราในกรณีทัÉวไปเป็นค่าคงทีÉ

3.5 การวเิคราะห์ค่าใช ้จ่ายในเครือข่ายจริง

เนืÉองจากในขัÊนตอนวธีิทีÉได้เสนอไปมีการเรียกใช ้ขอ้มูลแบบครอบคลุม (Global informa-
tion) นัÉนคือขอ้มูลภาระทีÉต ํÉาทีÉสุดและภาระทีÉ สูงทีÉสุด ในหวัขอ้ย่อยนีÊ เราจะอธิบายถึงวธีิการจดัการ
ขอ้มูลแบบครอบคลุมเหล่านีÊ ในเครือข่ายจริง เราใช ้วธีิการจดัการเช่นเดียวกนักบังานของ Ganesan
et al. (2004) นอกจากนีÊ เราจะอธิบายและเปรียบเทียบถึงงานของ Karger and Ruhl (2004) เมืÉอพิจารณา
ในเครือข่ายจริง

เนืÉองจากในเครือข่ายเพียร์ทูเพียร์ไม่มีเครืÉองบริการทีÉคอยจดัการขอ้มูลแบบครอบคลุม ดงั
นัÊนเมืÉอพิจารณาโหนด y ใดๆ ถา้โหนด x ใดๆ ตอ้งการขอ้มูลของโหนด y โหนด x จะตอ้งส่งขอ้ความ
ร้องขอขอ้มูลไปยงัโหนด y เพืÉอขอขอ้มูล เมืÉอพิจารณาค่าใช ้จ่ายในการดาํเนินการนอกจากค่าใช ้จ่ายใน
การยา้ยขอ้มูลแลว้ยงัมีค่าใช ้จ่ายอย่างอืÉนทีÉตอ้งพิจารณานัÊนคือ ค่าใช ้จ่ายในการติดต่อสืÉอสาร โดยค่าใช ้
จ่ายในการติดต่อสืÉอสารจะนิยามเป็นจาํนวนของขอ้ความทีÉจาํเป็นเพืÉอทีÉจะทาํให้การดาํเนินการสาํเร็จ

เนืÉองจากเราจะจดัการขอ้มูลแบบครอบคลุมเช่นเดียวกบังานของ Ganesan et al. (2004)
เราจะอธิบายว่าในงานของ Ganesan et al. (2004) นัÊนนาํไปใช ้ในเครือข่ายจริงได้อย่างไร ในการใช ้
งานจริงนัÊน Ganesan et al. (2004) จะสร้าง Skip graphs (Aspnes and Shah (2003)) เพืÉอเกบ็ขอ้มูลแบบ
ครอบคลุม โดย Skip graphs นัÊนรองรับการดาํเนินการคน้หา, การดาํเนินการเพิÉมโหนด และการดาํเนิน
การลบโหนดโดยใช ้ขอ้ความจาํนวน O(logn) ดว้ยความน่าจะเป็นทีÉ สูง อีกทัÊงโหนดขา้งเคียงถา้จะ
ติดต่อกนัใช ้ขอ้ความเพียง O(1) Ganesan et al. (2004) ใช ้ skip graphs 2 อนั สาํหรับอนัแรกโหนดจะ
ถูกเรียงต่อกนัดว้ยค่ากญุแจทีÉนอ้ยทีÉสุดในช่วงทีÉโหนดนัÊนดูแลอยู่ สาํหรับอนัทีÉสองนัÊนโหนดจะถูกเรียง
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ดว้ยภาระของมนั ดงันัÊนขอ้มูลแบบครอบคลุมจะสามารถคน้หาได้โดยใช ้ O(logn) ขอ้ความและเมืÉอ
ขอบเขตเปลีÉยนค่าใช ้จ่ายก็จะใช ้ขอ้ความไม่เกิน O(logn) สงัเกตได้ว่าค่าใช ้จ่ายในการดาํเนินการเหล่า
นีÊ มีค่ามากกว่าค่าคงทีÉซึÉงมากกว่าค่าใช ้จ่ายทีÉใช ้ในการยา้ยขอ้มูล แต่โดยทัÉวไปแลว้ในการหาโหนดทีÉรับ
ผดิชอบกญุแจจะตอ้งใช ้ขอ้ความ O(logn) เช่นกนั ดงันัÊนค่าใช ้จ่ายเหล่านีÊสามารถถวัเฉลีÉยไปกบัค่าใช ้
จ่ายในการคน้หาได้

ในงานของ Karger and Ruhl (2004) นัÊนเขาได้พิสูจน์ว่าค่าใช ้จ่ายถวัเฉลีÉยในการเพิÉมกญุแจ
หรือลบกญุแจเป็นค่าคงทีÉ อย่างไรกต็ามพวกเขาไม่ได้พิจารณาถึงค่าใช ้จ่ายในการหาโหนดทีÉตอ้งการ
ในระบบ ดงันัÊนถา้พวกเขาไม่เกบ็ขอ้มูลสารบบส่วนกลาง (Central directory) ของโหนด พวกเขาก็ตอ้ง
ใช ้โครงสร้างขอ้มูลในเครือข่ายเพียร์ทูเพียร์ในการคน้หาขอ้มูล ดงันัÊนในการดาํเนินการต่างๆ จะใช ้
จาํนวนขอ้ความเป็น O(logn) เช่นกนั



สรุปและข้อเสนอแนะ

ในวทิยานิพนธ์ฉบบันีÊ มีงานวจิยั ทีÉ เกีÉยวขอ้งกบัการส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทู
เพียร์สองเรืÉอง ไดแ้ก่ การวางแผนการส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทู เพียร์ โดยมีเง ืÉอนไขว่า
แต่ละเครืÉองในเครือข่ายมีความสามารถในการส่งต่อขอ้มูลได้แตกต่างกนั และ การออกแบบวธีิการปรับ
ดุลภาระในเครือข่ายเพียร์ทูเพียร์เพืÉอรองรับการคน้หาแบบช่วง ซึÉงสรุปผลได้ดงันีÊ

การวางแผนการส่งข้อมูลแบบกระแสบนเครือข่ายเพยีร์ทูเพยีร์

ในงานวจิยันีÊ เราสนใจการวางแผนการส่งขอ้มูลแบบกระแสทีÉมีความล่าชา้จากเครืÉองตน้ทางตํÉา
ทีÉสุด เราสนใจกรณีพิเศษกรณีหนึÉงของ MDM problem ทีÉมีเง ืÉอนไขว่าแบนด์วดิท์ของเสน้เชืÉอมทุกเส้น
มีค่าเป็นจาํนวนเท่าของแบนด์วดิท์ทีÉตอ้งการ จากเง ืÉอนไขของแบนด์วดิท์ขา้งตน้ เราพิสูจน์ได้ ว่ามี
แผนการส่งขอ้มูลทีÉดีทีÉสุดทีÉอยู่ ในรูปโครงสร้างตน้ไม้ เราจึงลดรูปปัญหาไปเป็นปัญหาการสร้างตน้ไม้
ทอดขา้มทีÉมีเสน้ผ่านกลางทีÉต ํÉาทีÉสุดและดีกรีมีขอบเขตในกรณีทีÉดีกรีไม่เท่ากนัและเราได้เสนอขัÊนตอน
วธีิทีÉทาํงานในเวลาเป็นฟังกช์นัพหุนามสาํหรับแก้ปัญหานีÊ ขัÊนตอนวธีิทีÉนาํเสนอรับประกนัว่าเส้นผ่าน
กลางของตน้ไม้ทีÉได้จากขัÊนตอนวธีิมีความยาวไม่เกิน O(

√
logn) เท่าของเส้นผ่านกลางของตน้ไม้ทีÉเป็น

คาํตอบทีÉดีทีÉสุด เมืÉอนาํขัÊนตอนวธีิของเราไปใช ้ในการส่งขอ้มูลแบบกระแส จะได้แผนการส่งขอ้มูลทีÉ
มีความล่าชา้ไม่เกิน O(

√
logn) เท่าเมืÉอเทียบกบัแผนการส่งขอ้มูลทีÉดีทีÉสุด เราสามารถนาํเอาขัÊนตอนวธีิ

ในงานวจิยัส่วนแรกไปประยกุต์ใช ้กบัโปรแกรมประยกุต์ทีÉส่งขอ้มูลแบบกระแสไปยงัผู ้ใช ้งานจาํนวน
มากได้เช่น โปรแกรมประยกุต์สาํหรับถ่ายทอดสดเหตุการณ์ต่างๆ ทัÊงนีÊ เครืÉองคอมพิวเตอร์ของผู ้ใช ้งาน
นัÊนไม่จาํเป็นตอ้งมีความสามารถในการส่งต่อขอ้มูลแบบกระแสได้เท่ากนั ทาํให้โปรแกรมประยกุต์มี
ความยดืหยุ่นสาํหรับเครืÉองทีÉจะนาํมาใช ้งาน อีกทัÊงเราได้พิสูจน์ว่าความล่าชา้เมืÉอนาํเอาขัÊนตอนวธีิใน
งานวจิยัส่วนแรกไปใช ้จะชา้กว่าแผนการส่งขอ้มูลทีÉดีทีÉสุดไม่เกิน O(

√
logn) เท่าซึÉงเราคาดว่าเมืÉอนาํขัÊน

ตอนวธีิทีÉเราได้นาํเสนอไปใช ้งานจริงจะมีประสิทธิภาพทีÉดี

การออกแบบวธีิการปรับดุลภาระในเครือข่ายเพยีร์ทูเพยีร์เพืÉอรองรับการค้นหาแบบช่วง

ในงานวจิยันีÊ เราได้นาํเสนอขัÊนตอนวธีิสาํหรับแก้ปัญหาการปรับดุลภาระในเครือข่ายเพียร์ทู
เพียร์ทีÉรองรับการคน้หาแบบช่วงทีÉทาํงานในเวลาเป็นฟังกช์นัพหุนาม ขัÊนตอนวธีิทีÉเราเสนอไม่เป็นขัÊน
ตอนวธีิแบบเรียกตวัเองซึÉงต่างจากขัÊนตอนวธีิของ Ganesan et al. (2004) เราได้สนใจกรณีทีÉเกิดขึÊนใน
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การใช ้งานจริงสองกรณีไดแ้ก่ กรณีทีÉมีแต่การใส่กญุแจและกรณีทีÉมีทัÊงการใส่และลบกญุแจ สาํหรับ
กรณีทีÉ มีแต่การใส่กญุแจเราได้ เสนอการดาํเนินการ MinBalance เราได้พิสูจน์อตัราส่วนความไม่
สมดุลว่ามีค่าไม่เกิน 7.464 และพิสูจน์ว่าค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิเป็นค่าคงทีÉ สาํหรับกรณีทีÉมี
ทัÊงการใส่และลบกญุแจ เราใช ้การดาํเนินการMinBalance เมืÉอมีการใส่กญุแจ เราเสนอการดาํเนินการ
Split เมืÉอมีการลบกญุแจเกิดขึÊน เราได้พิสูจน์ว่าอตัราส่วนความไม่สมดุลในกรณีนีÊ มีค่าไม่เกิน 7.464
เช่นกนัและพิสูจน์ว่าค่าใช ้จ่ายถวัเฉลีÉยของขัÊนตอนวธีิเป็นค่าคงทีÉ ถึงแมว่้าอตัราส่วนความไม่สมดุล
ของขัÊนตอนวธีิทีÉเรานาํเสนอมีค่ามากกว่าขัÊนตอนวธีิของ Ganesan et al. (2004) ซึÉงรับประกนัอตัราส่วน
ความไม่สมดุลมีค่าอย่างตํÉาเป็น 4.237 แต่ขัÊนตอนวธีิของเรามีความง่ายในการนาํไปใช ้จริงมากกว่าของ
Ganesan et al. (2004) เนืÉองจากไม่ใช่ขัÊนตอนวธีิแบบเรียกตวัเอง เราสามารถนาํเอาขัÊนตอนวธีิการปรับ
ดุลภาระทีÉเสนอในงานวจิยัส่วนทีÉสองไปประยกุต์ใช ้กบัโปรแกรมประยกุต์ทีÉตอ้งการการปรับดุลภาระ
พร้อมกบัรองรับการคน้หาขอ้มูลแบบช่วงตวัอย่างเช่น ในโปรแกรมประยกุต์พีทูพีทีวี (P2PTV) ผู ้ใช ้งาน
ตอ้งการคน้หารายการทีÉมีการจดัเรตการชมอายุช่วงต่างๆ หรือในระบบประมูลสินคา้บนเครือข่ายเพียร์ทู
เพียร์มีการคน้หาโทรศพัท์มือถือทีÉอยู่ ในช่วงราคา 8000 บาทถึง 20000 บาท โดยขัÊนตอนวธีิทีÉงานวจิยันีÊ
เสนอนัÊนมีความง่ายในการในไปใช ้งานและยงัมีอตัราส่วนความไม่สมดุลทีÉต ํÉาอีกดว้ย

ปัญหาเปิดทีÉสามารถทาํต่อจากงานวจิัยนีÊได้

ในส่วนนีÊ เราจะได้เสนอปัญหาเปิด (Open problem) ทีÉน่าสนใจของปัญหาการวางแผนการส่ง
ขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทู เพียร์ และการออกแบบวธีิการปรับดุลภาระในเครือข่ายเพียร์ทู
เพียร์เพืÉอรองรับการคน้หาแบบช่วง

ปัญหาเปิดของการวางแผนการส่งขอ้มูลแบบกระแสบนเครือข่ายเพียร์ทูเพียร์

1. การออกแบบแผนการส่งขอ้มูลแบบกระจาย (Distributed version) เนืÉองจากขัÊนตอนวธีิ
ทีÉได้นาํเสนอไปเป็นขัÊนตอนวธีิแบบรวมศูนย์

2. การออกแบบแผนการส่งขอ้มูลทีÉการรองรับโหนดเขา้และออกในระบบ เพืÉอให้สอดคลอ้ง
กบัเครือข่ายเพียร์ทูเพียร์ในโลกความจริง

3. การลดเง ืÉอนไขแบนด์วดิท์ของเส้นเชืÉอม
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4. การออกแบบแผนการส่งขอ้มูลทีÉรองรับ multi-channel streaming เนืÉองจากขัÊนตอนวธีิ
ทีÉได้นาํเสนอไปเป็น single-channel streaming

ปัญหาเปิดของการออกแบบวธีิการปรับดุลภาระในเครือข่ายเพียร์ทูเพียร์เพืÉอรองรับการคน้หา
แบบช่วง

1. การจดัการขอ้มูลแบบครอบคลุม หากขอ้มูลแบบครอบคลุมทีÉได้มีความผดิพลาด ความ
ถูกตอ้งตํÉา หรือเป็นขอ้มูลแบบครอบคลุมสาํหรับบางช่วง จะจดัการอย่างไร หรือมีวธีิทีÉไม่ตอ้งใช ้ขอ้มูล
แบบครอบคลุมหรือไม่

2. การวเิคราะห์ต่อในกรณีทีÉมีโหนดเขา้และออก เนืÉองจากในวทิยานิพนธ์นีÊ ไม่ได้วเิคราะห์
กรณีทีÉมีโหนดเขา้และออกจากระบบ

3. การออกแบบวธีิการปรับดุลภาระทีÉรองรับการคน้หาแบบช่วงในหลายมิติ
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