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ABSTRACT 187471

In normal clustering, similar data are clustered together. Hence, data that located near each
other in the feature space are clustered in to the same cluster. This clustering is unsupervised; that
is, data are un-labeled. But in many applications such as data classification, train data are labeled
and trained. This paper introduces another kind of clustering where both the distance in feature
space and the data label are used in clustering process (supervised clustering). The data are
separated into grids in feature space. For example, if the feature space has 2 dimensions, the grid
shape is square. If the feature space has 3 dimensions, the grid shape is cube, the feature space
will be n dimensions. The grids with a similar mixture of the class label are grouped in the same
cluster. This process is repeated until no neighborhood grid that has similar grids can be merged.
The clustering is fast and produces a good cluster where not only data in the same cluster are
located near each other in the feature space but they must have a similar label or a similar mixture

of multiple labels (same class ratio).





