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0.5 -0.800 -0.913 -0.002  0.946 1.148 0.701
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31

 Bias  RMSE ,G uG

sG

 2 ( )

 Bias ˆ  RMSE ˆ

Gˆ
uGˆ

sGˆ Gˆ
uGˆ

sGˆ

n = 100 

0.25 -0.247 -0.246 0.002 0.344 0.355 0.257

0.5 -0.156 -0.133 0.008  0.311 0.316 0.290
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25.0 20n,5.0

50n,25.0 G  Bias uG

    RMSE 

sG G

uG

20n,5.1 G  RMSE 

uG

 3  Bias  RMSE 

,G uG sG  P3 ,

 (1, 1)  3  14 

 3  Bias  RMSE ,G uG

sG  P3 ,

 (1, 1)  0.25  3 50,20n

100

 Bias ˆ  RMSE ˆ

Gˆ
uGˆ

sGˆ Gˆ
uGˆ

sGˆ

n = 20 

0.25 -1.199 -1.556 0.002 1.303 1.707 0.668

0.5 -0.681 -0.749 -0.001  0.842 1.013 0.697

1 -0.576 -0.416 0.002  0.776 0.828 0.755

1.5 -0.730 -0.440 -0.067  0.923 0.894 0.829

2 -0.956 -0.563 -0.165  1.133 1.008 0.903

2.5 -1.222 -0.741 -0.286  1.389 1.173 1.001

3 -1.553 -1.008 -0.483  1.704 1.395 1.118
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sG

 3 ( )

 Bias ˆ  RMSE ˆ

Gˆ
uGˆ

sGˆ Gˆ
uGˆ

sGˆ

n = 50 

0.25 -0.473 -0.504 0.002 0.582 0.635 0.390

0.5 -0.269 -0.237 0.011  0.450 0.474 0.420

1 -0.270 -0.169 -0.021  0.499 0.506 0.493

1.5 -0.332 -0.170 -0.030  0.617 0.616 0.613

2 -0.462 -0.249 -0.095  0.779 0.756 0.745

2.5 -0.626 -0.367 -0.189  0.951 0.894 0.864

3 -0.840 -0.541 -0.338  1.157 1.055 0.994

n = 100 

0.25 -0.239 -0.238 -0.002 0.344 0.355 0.266

0.5 -0.136 -0.112 0.005  0.305 0.312 0.296

1 -0.133 -0.075 -0.003 0.371 0.377 0.376 

1.5 -0.165 -0.075 -0.005 0.499 0.508 0.512 

2 -0.237 -0.119 -0.041 0.639 0.644 0.647 

2.5 -0.346 -0.202 -0.111  0.780 0.772 0.768

3 -0.444 -0.272 -0.167  0.959 0.947 0.940
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 MCOLUMN  :  

ZP

 G G

 GU uG

GS sG

1 MACRO 

2 COMPARISON

3 MCONSTANT   GAMMA MU SD N I L K1 K3 SM  MBAR GBAR M2 M3 

MCONSTANT   M4 M5 M6 M7 M8 M9 M10 M11 M13 M14 M15 G1 G2 

MCONSTANT   G3 T1 T2 T5 T8 T11 BIASG  BIASGU  BIASGS  RMSEG 

MCONSTANT   RMSEGU  RMSEGS 

4 MCOLUMN       ZP K2 K4 K5 K6 K7 M M1 M12 G GU GS T3 T4 T6 T7 T9 

MCOLUMN       T10 

5 LET GAMMA = 0.25 

6 LET MU = 0 

7 LET SD = 1 

8 LET N = 10 

9 LET  I = 5000 

10 DO L = 1:I 

 P3  Wilson Hilferty transformation 

11 Random N ZP; 

Normal  0   1. 

12 LET K1 = 2/GAMMA 

13 LET K2 = (GAMMA*ZP)/6 
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14 LET K3 = GAMMA**2/36 

15 LET K4 = (1+K2-K3)**3 

16 LET K5 = K1*K4 

17 LET K6 = K1*K5 

18 LET K7 = K6-K1 

19 LET M = MU + (VAR*K7) 

G

20 LET SM = STDEV(M) 

21 LET MBAR = MEAN(M) 

22 LET M1 = M**3 

23 LET M2 = SUM(M1) 

24 LET M3 = M2/N 

25 LET M4 = S**2 

26 LET M5 = 3*MBAR*M4 

27 LET M6 = MBAR**3 

28 LET M7 = 1/S**3 

29 LET G1 = M7*(M3-M5-M6) 

uG

30 LET GBAR = G1 

31 LET M8 = 1+(6.51/N)+(20.2/N**2) 

32 LET M9 = (1.48/N)+(6.77/N**2) 

33 LET M10 = M9*(GBAR**2) 

34 LET G2 = GBAR*(M8+M10) 

sG

35 LET M11 = 1+(6/N) 

36 LET M12 = (M-MBAR)**3 

37 LET M13 = SUM(M12) 

38 LET M14 = N*M13 
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39 LET M15 = (N-1)*(N-2)*(S**3) 

40 LET G3 = M11*(M14/M15) 

41 LET G(L) = G1 

42 LET GU(L) = G2 

43 LET GS(L) = G3 

44 ENDDO 

 Bias uG,G sG

45 LET T1 = SUM(G)/I 

46 LET BIASG = T1-GAMMA 

47 LET T2 = SUM(GU)/I 

48 LET BIASGU = T2-GAMMA 

49 LET BIASGS = MEAN(GS) - GAMMA 

 RMSE uG,G sG

50 LET T3 = G - GAMMA 

51 LET T4 = T3**2 

52 LET T5 = SUM(T4)/I 

53 LET RMSEG = SQRT(T5) 

54 LET T6 = GU - GAMMA 

55 LET T7 = T6**2 

56 LET T8 = SUM(T7)/I 

57 LET RMSEGU = SQRT(T8) 

58 LET T9 = GS - GAMMA 

59 LET T10 = T9**2 

60 LET T11 = SUM(T10)/I 

61 LET RMSEGS = SQRT(T11) 

62 PRINT  BIASG BIASGU BIASGS RMSEG RMSEGU  RMSEGS 

63 ENDMACRO 



70

 - 

 114  4 

  80320 

. .2550

. .2550


	Title_page
	Abstract
	Content
	Chapter1
	Chapter2
	Chapter3
	Chapter4
	Chapter5
	Bibliography
	Appendix

