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ABSTRACT

The current trend in breast cancer incidence is on the rise. At present, there
are several tools for breast cancer screening and diagnosis. Mammography has been an
effective method for diagnosis which has been capable of reducing breast cancer
mortality rate by up to 35%. In general, the radiologist diagnoses breast cancer by
screening for abnormalities, tumors, and calcifications, derived from the interpretation
of the mammogram. The recent availability of the digital mammogram has revealed
the opportunity to conduct Knowledge Discovery in Database (KDD) research in this
field. The main objective of this research was to use data mining tools such as the
decision tree to generate rules governed by features extracted from mammogram
images. The decision tree automatically converts the feature based data into rules that
can be interpreted as pieces of knowledge. The feature extraction for this research was
performed by a human expert. Two methods of feature selection were tested, the
ReliefF attribute evaluation and Consistency Subset Evaluation (CNS). The C4.5
decision tree algorithm was used to generate the rules. Two methods of pruning were
implemented, Error Based Pruning (EBP) and Reduced Error Pruning (REP). From the
results it was shown that all models provide sufficient accuracy and good performance,
except the CNS with REP method.

KEY WORDS: RULE-DISCOVERY / COMPUTER AIDED DETECTION / BREAST
CANCER DIAGDNOSIS
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CHAPTER1
INTRODUCTION

1.1 General Introduction

Breast cancer is one of the most common female cancers in women
worldwide. The trend of breast cancer incidence is currently on the rise. For the
American and British women, breast cancer incidence increases from 82 per 100,000
women in 1973 to 118 per 100,000 women in 1998[1]. In Thailand, breast cancer is
the second most common cancer after cervical cancer. And it is the most frequently
encountered female cancer in Bangkok. However, the incidence of breast cancer is
continuously rising. The incidence of breast cancer is 13.5 per 100,000 Thai women
in 1990, and increase to 17.2 per 100,000 in 1996 and 20.5 per 100,000 in 1999[2,3,4].

Nowadays, there are many investigation tools for breast cancer screening
and diagnosis. They include mammography, ultrasonography, Magnetic Resonance
Imaging (MRI), Thermal imaging and breast scintigraphy. Mammography is the only
diagnostic tool which has been proved to decrease mortality rate from breast cancer.
From meta-analysis, mammography can reduce mortality rate from breast cancer upto
35% [5]. The sensitivity of mammogram depends on many factors. Two most
important factors are the density of breasts and the age of the patients. The reported
sensitivity of mammogram ranges from 68% to 88% (mean = 75%). The specificity of
mammogram ranges from 82% to 98.5% (mean = 92.3%)[6].

In order to standardize mammographic interpretation, the American
College of Radiology purpose the reporting system called BI-RADS or the Breast
Imaging Reporting and Data system. BI-RADS is categorized into BI-RADS 0, 1, 2,
3,4A, 4B, 4C, 5 and 6 depending on the probability to be malignant. This system also
provides the recommendation for the further management for the attending physicians

as well as surgeons (see appendix).
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1.2 Statement of Problems

There are two principal indications for mammograms. The first indication
is to screen for breast cancer in asymptomatric women (screening mammogram). The
main purpose is to detect stage 0 or Ductal Carcinoma in Situ (DCIS), which carries
the best prognosis among the breast cancers. Majority of DCIS cases presents with
microcalcifications, which sometimes are difficult to visualize in extremely dense
breasts or difficult to distinguish between benign and malignant microcalcifications.

The second indication for mammograms is to diagnose abnormality in the
symptomatic patients such as palpable masses or tenderness (diagnostic mammogram).
The most important factors which decline the sensitivity of mammogram is density of
breasts. Sensitivity of mammogram is approximately 87% in women with almost
entirely fatty breasts[6] whereas it declines to 30-48% in women with extremely dense
breast[7]. The Asian women have denser fibroglandular tissue comparing to the
women in the Western countries. Ultrasonography is the useful adjunctive diagnostic
tool in this group.

The other factors influence sensitivity, specificity and accuracy of
mammogram besides breast density and the age of the patients are the quality of
mammographic machine, the performance of the technologists as well as the
radiologists. The false negative rate of mammogram is 4-30% with the average of
20%[1]. This circumstance causes delay treatment of breast cancer, which may
increase the mortality rate.

After emerging of the digital mammography, computer-aided detection
(CAD) was introduced to the radiologists. The purpose of this software is helping
radiologists to identify the abnormalities which were probably initially overlooked.

This research is conducted for developing of a prototype of rule based
CAD for mammographic interpretation. The simulate system consists with pre-
processing part, attribute selection part, data mining part using decision tree, and

evaluation part.
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1.3 BI-RADS Assessment Categories [§]

Category 0: Need additional imaging evaluation and/or prior mammograms
for comparison

Category 1: Negative, annual mammogram can be performed

Category 2: Benign finding(s), annual mammogram can be performed

Category 3: Probably benign finding, initial short-interval follow-up suggested

Category 4: Suspicious abnormality, biopsy should be considered

Category 5: Highly suggestive of malignancy, appropriate action should be taken

Category 6: Proven malignancy, appropriate action should be taken

1.4 Objectives
The objective of this work is
1.4.1 To develop a prototype of rule based CAD system for breast cancer.
1.4.2 To evaluate performance of breast cancer detection method in terms:
- accuracy (Confusion Matrix)
- reliability (ROC curve)

1.4.3 To investigate the hidden knowledge found in the discovered rules.

1.5 Scope of Work

The scope of this work covers:
1.5.1 Using C4.5 as for discovery of rules.
1.5.2 Features are extracted from mammogram images.
1.5.3 Creating decision rules using decision tree.
1.5.4 Having rule compaction process with pruning tree.

1.5.5 Mammography samples consisting of benign and malignant provided

by Ramathibodi hospital are used in the experiment.
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1.6 Expected Result

1.6.1 This research will present a novel method for development of CAD

based on Knowledge Discovery in Database (KDD) technique.
1.6.2 This research will discover some valuable knowledge from the breast

cancer database.



Fac. of Grad. Studies, Mahidol Univ. M.Sc.(Tech of Inform. Sys. Manag.) / 5

CHAPTERII
LITERATURE REVIEW

This chapter demonstrates the detail aspects of theories and related
literature. Theories include; Computer-Aided Detection (CADe) correlated with
mammogram of breast cancer diagnosis terms, some useful data mining techniques,
for example, attribute selection techniques, decision tree with C4.5 algorithm, and
pruning technique. Finally, the related literature on data mining and breast cancer

diagnosis is presented.

2.1 Computer-aided detection (CADe)

Computer-aided detection (CADe) for mammography developed in the
domain of breast radiology. It is difficult to detect on screening mammograms. Some
breast cancers are not simply seen on mammograms and may be hidden inside dense
tissue until a chunk is felt. As a result, researchers began to develop better methods to
make lesion more obvious on mammograms. Film and screen technology improved,
quality standards were enacted, and breast radiology progressively became a more
specialized field that allowed some radiologist to focus in that area. However, false-
negative rates in mammography remain too high (Burhenne et al, 2000).
Consequently, CADe was applied to help detect breast cancer at an earlier stage. It
was used widely and succeeded its contribution to medicine in the field of breast
cancer, where it can help radiologists to detect cancer at earliest stages as possible as
it. The US Food and Drug Administration (FDA) approved the first CADe system as
an aid to the radiologist in screening mammography in June of 1998. Ackerman and
Gose investigated by using computer to extract 4 properties of lesions including (1)
calcification, (2) speculation, (3) roughness, and (4) shape. Finally, these properties
became features in the CADe community[9]. While, many features have been

computed, a decision is proceeded. Artificial Intelligence (Al) techniques are used to
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make these decisions. Al techniques include; rule-based codes or expert system,
decision tree, linear or higher-order classifier, and neural network.

The research domain relative to breast cancer diagnosis with CADe
development is extensively used which the image different formats is usually used
such as Thermal Image (TIR), MIR, UWB to analysis and supportive diagnosis on
these literatures [10,11,12]. However, several researches have using the standard X-
ray mammography widely in development breast cancer detection as literatures on [13,
14,15,16] because of reliability, cost-time, and feasibility. At present, mammogram is

yet used on primary disease diagnosis in breast cancer’s patients.

2.2Attribute Selection Techniques

Attribute selection technique is grouped according to amount of the
criteria. Blum and Langley [17] categorized different feature selection method into
two broad groups as filter and wrapper. Wrapper evaluation’s characteristic with using
accuracy estimates provided on learning algorithm filters, on the other hand, attributes
evaluation use common characteristic of data and independently perform on any
learning algorithm.

Several methods evaluate with individual attribute and others assess by
subsets of attributes. Ranking does not assist to evaluate individual attribute method as
well as estimation by subsets of attributes [18]. Forward selection search is modified
to produce a ranked list of attribute. Forward selection hill climbing search starts with
an empty set and estimates each attribute individually till the obtained best single
attribute. Then, repeated tries on each of the remained attribute combine the best
single attribute to find the best pair of attributes. Next step of iteration the previous
gained best pair of attributes is added with remaining of the attribute. The process is
go on and termination, when no single attribute addition improve estimation of subset
better. Evaluation subset of attributes such as Correlation-based Feature Selection

(CFS), Consistency-based subset evaluation, and Wrapper subset evaluation
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Best Single
Feature :
Feature Set Score Addition
{A B CD}
(Ranking)
Iteration 0 | [ ] 0.00
Iteration1 | [A ] 0.20
[ B ] 0.40
B
[ C ] 0.30
[ D] 0.15
Iteration2 |[A B ] 0.38
[ B C ] 0.65 C
[ B D] 0.47
Iteration3 |[A B C ] 0.60 A
[ B C D] 0.57
Iteration4 |[[A B C D] 0.62 D

Figure2.1 A ranked list of attribute is generated through forward selection search

Selection attribute by subset evaluation combines cross validation and
subset estimation. Evaluation each of the features can not individually execute.

Procedure of estimation features by evaluation subset was demonstrated in figure 2.2.
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Pre-processing (Data)Transformation)

]

K-Fold Cross

<

alidation (CV)

]
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g
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]

Evaluate Features and Ranking

]

Best Features

Figure 2.2 Flow chart of evaluation subset of attribute

Individual attribute evaluated method is free on algorithm learner, but
devote best performance with interacting attribute strongly[18] such as Information
Gain attribute ranking, Releif, and Principle components. Procedure of estimation

single attribute following figure below.

Pre-processing (Data Transformation)

"

Features Selection

_

Ranking

|

Best features

Figure 2.3 Flow chart of evaluation individual attribute
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2.2.1 Wrapper Subset Evaluation

Wrapper attribute selection is respected of chosen in term of using the
forward selection search which contributes to get the best attribute selection scheme, if
speed is not a primary key. Wrapper’s selective method attributes uses a goal learning
algorithm and assessment accuracy a classifier the value attributes in given subsets by
cross-validation. Therefore, procedure of attribute selection is not independent
between the search and the learning scheme. Wrapper is best performance to classifier

without interacting attributes because of its attribute independence assumption [35].

2.2.2 Consistency-based Subset Evaluation

Consistency-Based Subset Evaluation with attribute subset evaluator is
method evaluated by measurement consistency on training dataset and strong reliance.
Utilization of minimum features leads to a bias in selecting a subset of features [19]
and [20]. Consistency-based subset evaluation is wrapper groups for subset evaluation.
Its method use an inductive algorithm as evaluated function after original feature set
be generated into candidate subset. There are other aspects of related feature selections
as search strategies that may be divided 2 search groups. The search process starts
with an empty set—the search space is extended by adding one feature at a time or
called Forward Selection. In addition, if the process begins with whole set—the search
space will shorten by deleting one feature at a time or called Backward Selection
Later, the last development evaluated feature selection was identified by measurement
into five groups as distance measures ,information measures (uncertainty), dependence
measures, classifier error rate measures, and the consistency measures. The measure of
consistency depends on inconsistency rate on the data set for a given feature set. A
pattern is part of an instance without class label, or briefing is set of values of feature
subset. Consistency measure was defined following inconsistency rate [19] which is

calculated as follows.

Consistency = l-inconsistency rate/N (1)

" DM,
Consistency :l—zi:°| il l|, ()

N
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Where,
S'stands for feature subset
J stands for the number of distinct pattern appears in a feature subset
Di stands for number of data that appears in pattern i
Mi stands for values of the member of the largest class for the pettern i
attribute

N stands for the total number of instance in the data set.

2.2.3 ReliefF

The original algorithm of Relief was developed by Kira and Rendel in1992
which was shown to be very effectiveness in estimating attributes. It is a filter-based
feature ranking algorithm assigning a score to features based on how well features
separate the training set from their nearest neighbours. Moreover, it will assign a given
instance to look for two nearest neighbours: one from the same class (called nearest
hit) and other from different class (called nearest miss). Original Relief can manipulate
discrete and continuous attribute and only two-class problems. Later extended version
which was called ReliefF can handle noise, incomplete data, multi-class data sets and
more robust. Input: for each training instance, a vector of attribute values and the class

value. Output: the vector I of estimations of the qualities of attributes.
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set all weights W[A] = 0:0
for i = 1 to m do
begin

randomly select an instance R;

find k nearest hits H;

for each class C # class(R) do
find k nearest misses M;(C)

for A = 1 to #attributes do

W[A]= W[A]- Z'j‘: 1
diff (4, R, H ;)| (m x k) +

5 L : PP(C) D > diff (4.R.M, (C))} /(mx k)

C#=class(R) (ClaSS

End

Figure 2.4 Pseudo code of ReliefF algorithm

The algorithm was represented with figure 2.2 where W/[A] is
approximation of attribute 4 according to difference of probabilities, m is the
amount of instance from sampling, 4 is attributes, M;(C) is nearest miss on "
for each different class, R define a randomly select an instance, and k is total
number of time to search for near neighbors which is defined by equation as

following:

W[A] = P(different value of 4| nearest instance from different class) 3)

— P(different value of 4| nearest instance from same class)

Function diff(4, 1, I2) is calculation of difference between the values of
the attribute 4 for two instances /; and /,. For nominal attributes it was initially

defined as:
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and for numerical attributes as:

B |value(A, 1,)-value(4,1, ]

diff(A’Il = ) B max(A) - min(A) ®)

2.3 Decision Tree

Decision tree learning is method for dividing values of significant data,
[21] and [22], into disconnected subsets that is expressed by rule consist of one or
more attributes. Decision tree is represented a set of question (yes or no) that does
many iterative tests gaining the best sequence for classification the goal. In each
testing creates branches then repeats testing and stopping in a leaf node. Rules, which

is classifier data, is made from a path of the root to leaf node in if-then form [22].

2.3.1Criteria building of decision tree was shown three phase
following these.

e Splitting (tree growing phase) is an iterative process by
splitting the data into continuously fewer subsets. The initial process of iteration is
decided the root node and next iteration operates on obtainable nodes. At each
splitting, the variables are examined to best split or not and then selective process will
start [22].

e Stopping Criteria: It has several stopping rules that are
normally based on any factors such as maximum tree depth, minimum of elements in a
node considered for splitting, or its near equivalent, least number of elements that
must be in a new node. These rules can adjust implementation to go along with the
parameters associated. Stopping criteria for splitting occurs to when every data into
node is the same class, or attribute’s values have identical in every node of data.

e Pruning: after tree is grown, until it can search the model to
discover nodes or sub-trees that do not need because of over-fitting or analysis rules

are unsuitable. Sub-trees created and splits are removed by pruning.
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2.3.2Dicision tree building procedure

A decision tree, is a model that is both predictive and descriptive, are most
commonly used for classification to predict what group a case belonging to, and it can
also be used to predict a specific value. The decision tree building, that is called
induction, is training process. The structure of a decision tree with two types of nodes;
a leaf, indicating a class, or a decision node that specifies some test to be carried out a
single-attribute value, with one branch and sub-tree for each possible result of the test.
Most of decision tree algorithm comprises two phases as splitting; a tree growing

phase and pruning phase.

Cutlook
Sunny Overcast Rain
Humidiry Yes Wind
High Normal Strong Weak
No Yes No Yes

Figure 2.5 Decision tree constraction

Decision tree procedures are as follow:
e Decision tree building starts with single node (training set)
¢ If the whole data have been grouped one class, this node is

leaf and create name of group along to data.
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e If the node consist of various class will measure values
following gain criterion on each attribute to rule choosing candidate which attribute
takes high performance best divided group. Maximum value of gain criterion is chosen
become tester or considerate attribute and is shown to be node on tree.

e Tree branch production from possible values of test node
and data is split into branch-building

e [terations for seek out maximum gain criterion attribute. For
purpose of data is split each branch to produce next node, and an attribute has been
chosen become node that no selection again for next node.

e Repeating for splitting data and tree branch is continuously.
done iteration when condition one of all be true:

If every piece of data is belong to a single class, assignment
creates leaf according to each class maximum supportable information, if not available
attribute for splitting data, which class has maximum information of supportive

become leaf.

2.4 C4.5 Algorithm

Decision tree has come to be a very popular data mining technique in
many current applications. The decision tree model includes specific algorithms such
as Classification and Regression Trees (CART), Chi-squared Automatic Interaction
Detection (CHAID), C4.5, and C5.0. In the artificial intelligent field, C4.5 is one of
the most popular inductive algorithms originally proposed by J. Ross Quinlan of the
University of Sydney, Australia. The most significant part of C4.5 algorithm is the
process of generating an initial decision tree from the set of training samples.
Therefore, the algorithm generates a model classifier in form of a decision tree which
can used to classify a new sample. C4.5 that is improved for dealing with numeric
attribute, missing values, noisy data builds decision trees from a set of training data in
the same way as ID3, using the concept of information entropy and calculation values

following:
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2.4.1 Disorder Measurement / Information Theory Concept

The aim of a decision on a node is partition results as “pure” as possible.
For this purpose needs to define some way of measuring purity. A related concept is
the amount of disorder within a system, i.e. a database. There are multiple ways of
doing so: Entropy, Gini index, CART Measure, etc. Entropy generally is about the
amount of disorder in the system. Maximum entropy, when has an even distribution of

classes —a totally mixed case.

Maximum Entropy Pure

N
>

Order (decreasing entropy)

Figure 2.6 Sorting by entropy from high to low

The entropy in the set S, unit is bits following computation below.
k
Info(S) = = D" (( freq(C,,S)/|S])-log, (freq(C,,S)/|S])) (6)
i=1

Where n = Number of distinct classes on set S.

freq (C;,S) / |S| = Probability of set of the class that is classifier set S

Example : Entropy of database S
Given : Sample database S

S contains two types of classification C={H, L}
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Info(S) = — (( freq(C,,S)/|S]) - log, (fieq(C,,,S)/|S)+ (7)

((freq(C,,S)/|S])-log, (freq(C,,S)/|S]))

Weight average of entropy (“Split”) is total entropy of a database after a
splitting the database into subdatabases.

Infou(T) = 3 (LT Info(T)) ®)

Where |T,.|/|T | is probability of each set of an attribute was selected to test splitting,

Info(T)1s Identical calcution with Info(S) depending on test attributes, and n 1is

number of group that is divided on test attribute
Gain(X) = Info(S) -Infox(7) 9)

We choose split decision criteria with the highest value. In C4.5 contains
mechanisms for offering three types of tests:

e The standard test on an attribute is divided obviously with one result
and one branch for each possible value of that attribute.

e [f attribute Y has continuous numeric values, a binary test with result
Y<Z and Y>Z could be determined via comparing its value to a threshold value Z.

e A complicated test on a discrete attribute which the possible values are
distributed to a variable number of groups with one result and branch for each group.

o If allows multi-way splits instead of binary splits, then the attribute that
has more values tends to produce more “pure” partitions (mainly because, each
partition could be small, and has higher chance of becoming pure). Thus Gain would
be biased towards selecting attributes with more values. To mitigate this effect, we

define a new term called gain ratio, defines as follows:

Gain Ratio(X) = Gain(X) / Split-info (X) (10)
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Where, Split - Info (X) = - Z (|7|/|T|)log, (T, |/|T])) (b

i=l1

If appears unknown attribute values, C4.5 principle can handle to problem
that values one might spread into each of know values. C4.5 has a tool that can
reasonably be corrected by a factor F, that represent the probability of know attribute
values (F = number of sample with a know value for a given attribute in the database).
To decrease complicated decision tree, C4.5 provide the method for this solving is
decision-tree pruning. The basic idea was to remove some part of the tree (sub-trees)
that do not conduce to the classification precision of hidden testing sample, creating a
lower disordered and more understandable tree. Even though decision rule and
decision tree models are not difficult to be readable, generation is very fast, and to be
more robust all tasks than most statistical methods, awareness of limitations of logical
approach and data-mining analyst have existed since main step to the accomplishment
of data-mining process is selection of a suitable methodology. We can look for
additional information about C4.5 topic from Data Mining: Concepts, Models,
Methods, and Algorithms by Mehmed KantardzicJ. B. Speed Scientific School,
University of Louisville [23].

2.5 Pruning Decision Trees and Deriving Rule Sets

Pruning decision tree classifiers, are a process in which one or
more sub-tree of decision tree are removed, are intended to make tree simpler and
more comprehensible and avoid over-fitting. While decision tree is building, each
branch may be produced abnormally because of training data consisting of noise(for
save missing data or error system) and outlier data (be out of line range of majority
data). Pruning of decision tree is a process removed one or more sub-tree of decision
tree in order to decrease the generated large tree size and complexity related to
accurate and understandable. Examples of tree pruning methods are Minimum Error
Pruning (MEP), Error-based pruning(EBP), Reduced-error pruning(REP), Critical
value pruning(CVP), and Cost-complexity pruning(CCP).
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Pruning is categorized into 2 different types. First type, pre-pruning
method can prematurely stop, since pruning branch tree or stopping criterion of
splitting on tree growing process. Other type, post-pruning method is the pruning
decision tree after tree building complete. It removes one or more sub-tree and
substitute them by a leaf or one branch of that sub-tree. Training set is divided into a
growing set and pruning set. The growing set is used in order to generate the tree as

well as prune, while the pruning set is employed to selects the best tree[24].

2.5.1 Error-Based Pruning (EBP)

EBP is pruning decision tree method that was developed for use in C4.5 by
J.Quinlan. It uses training set to construct and pruning decision tree without
discrimination data set that is provided to prune particularly—validation data [25].
Evaluation accuracy of decision tree can not use only training set in order to represent
expected error value and test into unknown data, but use approximate of total
population. ERP assume the error rate follows a binomial distribution and the certainty
factor (CF) parameter to control the pruning [26]. CF is suggested 25% a default
confidence level, [25] and [26]. For small datasets, its advantage is required without a
split into training and validation data. In addition, for large datasets, it can produce

trees that are constant tree size to increase quantity of training sets.

2.5.2 Reduced Error Pruning (REP)

REP, the technique simply prune decision tree proposed by Quinlan. It
needs a separate pruning set. Procedure of work is replacement each internal node
(non-leaf node) by the best possible branch with considered error rate over the pruning
set. Pruning is repeated until error rate of pruning set increasing and it can find the

smallest size, most accurate sub-tree with considered pruning set [25].

2.6 Weka Software
This experiment applied by Weka (Waikato Environment for Knowledge
Analysis)- a powerful open-source Java-based machine learning workbench that can

run on the computer with installation a Java run time environment. Weka brings many
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machine learning algorithms and graphical user interface including. Weka’s two
important modes were a data exploration mode and an experiment mode. The data
exploration mode (Explorer) provided simple usage to each data preprocessing,
learning attribute selection, and data visualization modules in environment that
supports initial utilization to Weka. The experiment mode (Experimenter) allowed
large experiments with stored results in a database to be run for searching and

analysis.

2.7 Related Researches

There are several researches which involve in topic of classification
implied importance and interesting in field of this subject. Reza Dehestani Ardekani,
Meysam Torabi, and Emad Fatemizadeh researched about classification breast cancer
in MR-images. Their classification use multi-stage that each stage is a feed-forward
neural network interesting to research as method of grouping. They classified in three
major of problems. The first type of problem is associated diagnosis among normal
and abnormal. Then type is focused with classifying abnormalities that may takes
place in breast cancer in 4 formats. For example, Calcification (CALC) is calcium’s
deposits in the breast tissue, well-defined/circumscribed mass (CIRC), Asymmetry
(ASYM), and Architectural Distortion (ARCH). The third type of problem is if the
obtainable result after classified the first one as abnormal, they divided disease cases
in two groups between benign and malignant. From using the multi-stage structure of
neural network showed excellence results which may conclude good input features as
available; classifying applications work very well [27].

Ta-Cheng Chen, Tung-Chou Hsu proposed a GAs based approach
discovered beneficial breast cancer pattern by decision rules extraction from the breast
cancer database. They focused into using a data modification process in order to obtain
that additional new rule. Research’s unique features have 2 interested types in which is
important predictors of the best subset and the decision rules is determined
concurrently, and additional obtained rule is discovered when classified data set
missing ; as a result, precision of classification can be improved by many rules.

Therefore, proposed mining approach just has differentiated from the traditional GAs-
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based rule mining approach. Suggested approach can increase accuracy a prediction
model, and being able to classify malignant out from benign efficiently. The results of
experiment demonstrate offered method is GAs based approach that have a little
higher precision than those one by PolyAnalyst ® a data mining commercial product,
and also take much more common and easier to be meaning[28].

Maria-Luiza Antonie, Osmar R. Zaiane, and Alexandru Coman studied
tumor detection on digital mammography with presentation 2 experiments in this
literature which had different data mining techniques as neural networks and
association rule mining to compare performance in term cost of training times and
database split. For acquired results for the experiment, both of method reached over
70% precision of classification. The neural networks technique that used the back-
propagation algorithm was better performed classification technique than other
methods showed in the literature, but consistency to different splits and range among
split 7 (65.6%) to split 10 (93.7%) being variable. In addition, this method proved to
be few sensitive to the imbalance of database and training process using high times.
For the association rule mining one—using the apriori algorithm, obtained outcomes
showing classification process was increase performance of detection tumors;
accuracy was  84.09% obtained classification between normal and abnormal
categories because training times were much faster up and limiting the balance
database [29].

XCS algorithm was also used in work classification which was presented
by Faten Kharbat, Larry Bull and Mohammed Odeh. They were used a learning
classifier system such as XCS following by the decent compaction process, and before
starting process prepared data by data formatting and decoding process. Evaluation
XCS was compared to others algorithm such as C4.5, Bayesian, and SMO technique.
Acquired results was demonstrated XCS outperformed other classified techniques
[30].

Vibha L, Harshavardhan G M, Pranaw K, P Deepa Shenoy, Venugopal K
R, and L M Patnaik studied classification of mammograms. They proposed Random
Forest Decision Classifier(RFDC) for classifying features on mammograms that
obtained results was grouped into three categories as normal, cancerous(malignant),

and benign. Some features important are mean, variance, skewness, and kutosis which
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are statistical approaches of the intensity histogram. Performance of classification is
measured in terms of accuracy by confusion matrix method that general confusion
matrix table consisting of two class. Outcome stood for to be disease by positive,
while negative was repersented to not be disease. Evaluation of precision calculated
from true positive(TP), false positive(FP), true negative(TN), and false negative(FN).
Weka software(Waikato Environment for Knowledge Analysis) is used for simulation
experiments that have average accuracy computed 86.1% in case of random trees, and
90.7% in case of random forest. RFDC classifier catagorised each case of breast
cancer better correctness than association rule based classification [31].

Mark A.Hall and Geoffrey Holmes’s benchmarking attribute selection
techniques was added with classification by dicision tree C4.5 and naive bayes a
probabilistic learner to improvement performance of common learning algorithms.
Several techniques of attribute selection proposed in this research such as information
gain attribute ranking, reliefF, principal components, CFS (Correlation-based feature
selection), consistency-based subset evaluation, and wrapper subset evaluation. Their
result shows that there is not best approach for all situations. Individual learner was
suitable praticular few feature selection techniques that C4.5 dicision tree was
improved by using a backward elimination search—which is better on classification of
interaction attributes. CFS, consistency and reliefF are good overall performers [18].

Furthermore, several issues studied about breast cancer detection topics
such as Time Reversal Imaging and Thermal Infrared Images. Those studies were
focused into the breast images and looking for the area to appeared lesions. Yuanwei
Jin, Jose’” ML.F. Moura, Yi Jiang, Michael Wahl, He Zhu, and Qiuhong He[11] that
investigate time reversal beam forming imager for inspection breast cancer by using
simulated with the finite difference time domain (FDTD) method to show the time
reversal effects and validation the imager through electromagnetic tissue experiments.
Expected results of this research were only demonstrated to locate the goals— to
evaluate tumor location.

Thermal Infrared Images (TIR) were exploited in breast cancer detection
that proposed approach by Phani Teja Kuraganti and Hairong Qi[10] towards
asymmetry analysis. Since holding principle the cancer cell with higher metabolic rate

is hotter than the normal cells, this property causes the cancerous tumor emerges as
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hotspots in the TIR image. They using Hough Transform based image segmentation
and performing edge detection to breast patient. After that we exacted all of features to
be five data point such as entropy, mean, variance, skewness, and kurtosis. This
experiment was tested with a sensitivity of 0.05 degree Celsius and observation the
high-order statistics was the most effective feature as kurtosis then skewness, variance,
mean and entropy respectively. Although suggested method will only compare several
features for asymmetry analysis about breast cancer detection topic, this diagnosis aids
to decrease the false positive diagnostic rate and increase the survival rate in patients
of breast cancer.

In Breast cancer detection domain has also had usage statistics for
classification tumor. Al Mutaz M. Abdalla, Safaai Deris, Nazar Zaki and Doaa M.
Ghoneim[32] studied breast cancer inspection based on statistical texture features by
Support Vector Machine (SVM). Mammographic images contained 60 normal, 30
benign and 30 malignant cases to be made materials for proceeding. Feature extraction
procedure depended on texture focused toward statistic which was core explainer of all
mammograms such statistical explainer as variance, skewness and Spatial Gray Level
Dependence Matrix (SGLD) or co-occurrence matrix for texture description. For
experimental results show comparison performance between Machine Learning (ML)
such as Linear Discriminant Analysis (LDA), Non-linear Discriminant Analysis
(NDA), Principal Component Analysis (PCA), and Artificial Neural Network (ANN)
and SVM that the results leaded the most success and given accuracy up to 82.5% as
SVM. The advantage of SVM had two issues. First, tuning the parameter did not

complicated and second, generalize small training samples were great ability.
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CHAPTER III
MATERIALS AND METHODS

3.1 Research Methodology

This research is developed based on supervised learning algorithm which
traditional proceeds with schema following to figure 3.1. Initial procedure by data
gathering may gain them from extraction method. Then, learner has to pass 2 process
to construct the model classification goal class as training and test (validation) process.
Parameters are adjusted and selected simultaneously in the training process until
production model finish. Learner algorithm is used on test process again to investigate
on another set of data (test set). Finally, evaluation confirms the obtained model in the

accuracy and performance aspects.

Training

'

Model
Parameter —® pBuilder |«

Test

A 4

Supervised
Model

]

Evaluation

Figure 3.1 Supervised learning methodology
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The main purpose of the research aims at the generation of knowledge

(rules). Therefore, the feature extraction process is performed by human experts.

3.2 Scope of work

Research procedure begins with feature extraction from digital
mammography. The features are obtained by consulting with several radiologists and
record them in a structured form or table. The features must include class which can

either be benign or malignant.

1l.Preparing data

2. Attribute selection with ReliefF and CNS

3. Classification with C4.5

4 .Pruning

5.Evaluation based on Confusion Matrix

Figure 3.2 Procedure of research

3.3 Gathering Data
Data is provided by the Breast Cancer Diagnostic Center, Faculty of
Medicine Ramathibodi Hospital, Mahidol University. It includes 45 cases of

mammographic information. Each case consists of two views; CC and MLO. The
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gathering data are conducted twice. The first time is conducted without symmetrical

features while, in the second time, some symmetrical features are introduced.

3.4 Attribute Selection

Attribute selection method is the way attempted to find the subset of
features to implement to learning algorithm that classifier is often to vary on numerous
data lead to be not able to distinguish irrelevant and relevant attributes (learner needs
the attribute able classify class correctly). There are several techniques of attribute
selection which each of ways proper specific learner. Mark A. Hall and Geoffrey
Holmes’s experiment [25] accounted for the good ways as CFS, Consistency-based
subset (CNS) and ReliefF and C4.5 that were more suitable to use a backward
elimination search. According to their evaluation, ReliefF and CNS are good
performance with C4.5 algorithm, so they were chosen to be the ways of attribute

selection of this research.

3.5 C4.5’s Classification

Modeling uses WEKA Software(Waikato Environment for Knowledge
Analysis) to be an open source application of collection machine learning algorithms,
preprocessing tools, select attribute, and visualize mode. Classification is divided
processing into two sections as training and testing. Moreover, training is split into
two subsections; training and validation. We use 10 folds cross-validations conjugate
training to create the model. Splitting dataset of training is two groups following to

figure 3.3.
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Total number of examples
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Figrue 3.3 Splitting data by hold method
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/

Figure 3.4 K-fold partition

One of the k subsets is used to be testing set and others k-1 subsets are the
training set each of times. At the end, we computed the average of error according to

all of k trials [24].

3.6 Pruning

Generally, Growth of decision tree has zero error on the training set. If
there is any noise of the data set or incomplete data over the decision space, over-
fitting problem will take place. The decision tree should be pruned some of the
branches to obtain model to classify correctly not specific only this data. Over-fitting
problem is the errors committed by the classification model with good accuracy only

fit the training data well, whereas data has never seen before with low capable
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classification. The tree shows always characteristic of over-fitting when there are
many branches, and each of the branches have supportive little data. We can resolve
this problem by pruning algorithm which reduced-error pruning and error based

pruning method are used to pruning the branch of tree.

3.7 Evaluation

3.7.1 Confusion Matrix
This method is favorite to evaluate medical and using in several
researches, [21,22,23]. Confusion Matrix method shows precision and prediction in

matrix form which has infinite sizes such size LxL where L as number of different

labels.

3.1 Representation of confusion matrix

Predicted
Actual
Absent Present
True Negative False Positive
Absent (TN) a (FP) b
False Negative True Positive
Present (FN) c (TP) d

TN denotes classified to be negative (without disease), and actual to be
positive or it is represented by a

FP denotes classified to be positive (with disease), but actual .to be
negative or it is represented by b

FN denotes classified to be negative (without disease), but actual to be
positive or it is represented by ¢

TP denotes classified to be positive (with disease), and actual to be

positive or it is represented by d
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3.7.2 ROC Curve

Analysis performance accuracy of classification on test data is evaluated
by Receiver Operating Characteristic (ROC) curve (Metz, 1978; Zweig &
Campbell,1993). ROC curves is method to compare the diagnostic performance of two
or more laboratory or diagnostic tests (Griner et al., 1981). ROC plotting with the true
positive rate(Sensitivity) in function of the false positive rate(100-Specificity) in order
to get different cut-off points. ROC plot of perfect differentiable test(without overlap
in two distributions) passes through the upper left conner(100% Sensitivity, 100%
Specificity), so ROC plot is closer to the upper left corner having higher overall
accuracy of the test (Zweig& Campbell, 1993)

100
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40

20

True Positive rate (Sensitivity)

LI | LI | LI | LI | LI |

0 I R N A A S N B A A A A |
] 20 40 G0 20 100

False Positive rate (100-Specificity)

Figure 3.5 High reliability characteristic of ROC curve

3.7.3 Evaluation

The evaluation is made to based on the counts of test instances correctly
and incorrectly predicted by the model that the values of confusion matrix table is
calculated into the parameters to evaluate including Sensitivity, Specificity, FN rate,
FP rate, Precision(benign), Precision(malignant), Accuracy. The definition of

parameter and calculation are defined as following:
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1) Sensitivity means probability that a test result will be

positive (disease) when the disease is present by calculation following below equation.

TP d (12)
TP+ FN c+d

Sensitivity =

2) Specificity means probable result of classification will be

negative(without disease) when the disease is not presence by the following equation:

TN a (13)
FP+TN a+b

Specificity =

3) FN rate mean proportion of the wrong classification of

negative per all of the actual positive which is calculated by the following equation:

FN c (14)
FN+TP c+d

FN rate =

4) FP rate means proportion of the wrong classification of

positive per all of the actual negative which is calculated by the following equation:

FP b (15)
TN +FP a+b

FP rate =

5) Precision(benign) means proportion of the accurate
classification of negative (without disease) per all of the classification of negative which

is calculated by the following equation:

TN a (16)
FN+TN a+c

Precision(benign) =
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6) Precision(malignant) means proportion of the accurate
classification of positive (with disease) per all of the classification of positive

which is calculated by the following equation:

TP d (17)
FP+TP b+d

Precision(malignant) =

7) Accuracy is used to examine how well the decision tree
classifier performs in recognizing ischemia breast cancer disease. Accuracy is defined
as the expected proportion of true prediction in the set one, rather than quantifying the

chance of any true positives that can be derived:

TP +TN a+d (18)
FP+TP+FN+TN  a+b+c+d

Acurracy =

3.8 Materials
3.8.1 Hardware

Personal Computer
- CPU : Intel® Core™ Duo processor 1.6 GHz
- RAM : DDR 1024 MB
- Hard Disk : 80 GB
- Monitor : WXGA CrystalBrite LCD
- Peripherals : Keyboard, Mouse, Printer, Diskette and CD-
ROM Drive

3.8.2 Software
- Operating System :Microsoft Windows XP
- Programming Language:Weka 3.6.0 Software
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3.9 Research Schedule

3.2 The schedule work procoss

Time (Months)
Activities

1 2 3 4 5 6 7

1. Literature Review ]

. Data Preparation [
. System Analysis -

. System Design h

2
3
4
5. System Development ]
6
7
8

. Testing I
. Conclude the results e

. Final thesis document _




Adchara Charoensup Results / 32

CHAPTER 1V
RESULTS

There are 45 cases of mammographic information provided by the Breast
Cancer Diagnostic Center, Ramathibodi Hospital. The features extraction is performed
in 2 medels. One model is without the symmetrical features and the other model with

symmetrical features.

4.1 Features Extraction
The extraction features consist of two models. Both models extracted
features on calcification; shapes, size, density, and distribution. Human experts extract

all the features which are compatible with Breast Imaging Reporting and Data System

(BI-RADS).

4.1.1 Feature extracted without symmetrical feature
There are 41 features in total which describe various aspect of calcification
such as shape, density, size and quantity as follows;
1) “L-smooth line” defines quanitity calcification of smooth
line into left breast
2) “R-smooth line” defines quanitity calcification of smooth
line into right breast
3) “L-bent line” defines quanitity calcification of bent line
into left breast
4) “R-bent line” defines quanitity calcification of bent line
into right breast
5) “L-curly line” defines quanitity calcification of curly line

into left breast



Fac. of Grad. Studies, Mahidol Univ. M.Sc.(Tech of Inform. Sys. Manag.) / 33

6) “R-curly line” defines quanitity calcification of curly line
into right breast

7) “L-continuous” defines quanitity calcification of continuous
line into left breast

8) “R-continuous” defines quanitity calcification of continuous
line into right breast

9) “L-discontinuous” defines quanitity calcification of
discontinuous line into left breast

10) “R-discontinuous” defines quanitity calcification of
discontinuous line into right breast

11) “L-round” defines quanitity calcification of round shape
into left breast

12) “R-round” defines quanitity calcification of round shape
into right breast

13) “L-popcorn” defines quanitity calcification of popcorn-like
shape into left breast

14) “R-popcorn” defines quanitity calcification of popcorn-like
shape into right breast

15) “L-Transparence-centered” defines quanitity calcification
of Transparence-centered shape into left breast

16) “R-Transparence-centered” defines quanitity calcification
of Transparence-centered shape into right breast

17) “L-eggshell” defines quanitity calcification of eggshell-
like shape into left breast

18) “R-eggshell” defines quanitity calcification of eggshell-like
shape into left breast

19) “L-semi-circle” defines quanitity calcification of semi-
circle shape into left breast

20) “R-semi-circle” defines quanitity calcification of semi-
circle shape into right breast

21) “L-high density” defines quanitity calcification of high

density into left breast
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22) “R-high density” defines quanitity calcification of high
density into right breast

23) “L-hazy density”” defines quanitity calcification of medium
density into left breast

24) “R-hazy density” defines quanitity calcification of medium
density into right breast

25) “L-low density” defines quanitity calcification of low
density into left breast

26) “R-low density” defines quanitity calcification of low
density into right breast

27) “L-distribution” defines form distribution of calcification
into left breast

28) “R-distribution” defines form distribution of calcification
into right breast

29) “L-indefinable” defines quanitity calcification of
indefinable shape into left breast

30) “R-indefinable” defines quanitity calcification of
indefinable shape into right breast

31) “L-rash like” defines quanitity calcification of rash-like
shape into left breast

32) “R-rash like” defines quanitity calcification of rash-like
shape into right breast

33) “L-salt scattered” defines quanitity calcification of salt
scattered-like shape into left breast

34) “R-salt scattered” defines quanitity calcification of salt
scattered-like shape into right breast

35) “L-small size” defines quanitity calcification of small size
into left breast with size of calcification<=0.5 mm.

36) “R-small size”” defines quanitity calcification of small size

into right breast with size of calcification<=0.5 mm.
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37) “L-medium size” defines quanitity calcification of medium
size into left breast with size of calcification among <2.0 mm. and >0.5 mm.

38) “R-medium size” defines quanitity calcification of medium
size into right breast with size of calcification among <2.0 mm. and >0.5 mm.

39) “L-large size” defines quanitity calcification of large size
into left breast with size of calcification>=2.0 mm.

40) “R-large size” defines quanitity calcification of large size
into right breast with size of calcification>=2.0 mm.

41) “Class” defines results in classification of breast cancer

4.1.2 Feature extracted with symmetrical feature
There are 79 features in total that are extracted by physicians. The

additional features provide the link between the left and right features as follows;

1) “L-smooth line” defines quanitity calcification of smooth
line into left breast

2) “R-smooth line” defines quanitity calcification of smooth
line into right breast

3) “Sym. smooth” defines symmetry finding out calcification
of smooth line between left and right breast.

4) “L-bent line” defines quanitity calcification of bent line
into left breast

5) “R-bent line” defines quanitity calcification of bent line
into right breast

6) “Sym. bent” defines symmetry finding out calcification of
bent line between left and right breast.

7) “L-curly line” defines quanitity calcification of curly line
into left breast

8) “R-curly line” defines quanitity calcification of curly line
into right breast

9) “Sym. curly” defines symmetry finding out calcification of

curly line between left and right breast.
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10) “L-continuous” defines quanitity calcification of
continuous line into left breast

11) “R-continuous” defines quanitity calcification of
continuous line into right breast

12) “Sym. continuous” defines symmetry finding out
calcification of continuous line between left and right breast.

13) “L-discontinuous” defines quanitity calcification of
discontinuous line into left breast

14) “R-discontinuous” defines quanitity calcification of
discontinuous line into right breast

15) “Sym. discontinuous” defines symmetry finding out
calcification of discontinuous line between left and right breast.

16) “L-round” defines quanitity calcification of round feature
into left breast

17) “R-round” defines quanitity calcification of round shape
into right breast

18) “Sym. round” defines symmetry finding out calcification
of round shape between left and right breast.

19) “L-popcorn” defines quanitity calcification of popcorn-like
shape into left breast.

20) “R-popcorn” defines quanitity calcification of popcorn-
like shape into right breast.

21) “Sym. popcorn” defines symmetry finding out calcification
of popcorn-like shape between left and right breast.

22) “L-Transparence-centered” defines quanitity calcification
of Transparence-centered shape into left breast.

23) “R-Transparence-centered” defines quanitity calcification
of Transparence-centered shape into right breast.

24) “Sym. Transparence-centered” defines symmetry finding

out calcification of Transparence-centered shape between left and right breast.
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25) “L-eggshell” defines quanitity calcification of eggshell-
like shape into left breast.

26) “R-eggshell” defines quanitity calcification of eggshell-
like shape into left breast.

27) “Sym.eggshell” defines symmetry finding out calcification
of eggshell shape between left and right breast.

28) “L-semi-circle” defines quanitity calcification of semi-
circle shape into left breast.

29) “R-semi-circle” defines quanitity calcification of semi-
circle shape into right breast.

30) “Sym.semi-circle” defines symmetry finding out
calcification of semi-circle shape between left and right breast.

31) “L-polygon” defines quanitity calcification of polygon
shape into left breast.

32) “R-polygon” defines quanitity calcification of polygon
shape into right breast.

33) “Sym.polygon” defines symmetry finding out calcification
of polygon shape between left and right breast.

34) “L-high density” defines quanitity calcification of high
density into left breast.

35) “R-high density” defines quanitity calcification of high
density into right breast.

36) “Sym.high density” defines symmetry finding out
calcification of high density between left and right breast.

37) “L-medium density” defines quanitity calcification of
medium density into left breast.

38) “R-medium density” defines quanitity calcification of
medium density into right breast.

39) “Sym.medium density”” defines symmetry finding out
calcification of medium density between left and right breast.

40) “L-low density” defines quanitity calcification of low

density into left breast.
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41) “R-low density” defines quanitity calcification of low
density into right breast.

42) “Sym.low density” defines symmetry finding out
calcification of low density between left and right breast.

43) “L-diffuse” defines scattered distribution of calcification
throughout left breast.

44) “R-diffuse” defines scattered distribution of calcification
throughout right breast.

45) “Sym. diffuse” defines symmetry finding out calcification
of scattered distribution between left and right breast.

46) “L- regional” defines quadrantal distribution of
calcification into left breast.

47) “R- regional” defines quadrantal distribution of
calcification into right breast.

48) “Sym. regional” defines symmetry finding out calcification
of quadrantal distribution between left and right breast.

49) “L- grouped” defines grouped distribution of calcification
into left breast.

50) “R- grouped” defines grouped distribution of calcification
into right breast.

51) “Sym.grouped” defines symmetry finding out calcification
of grouped distribution between left and right breast.

52) “L- linear” defines distribution of calcification liked line
into left breast.

53) “R- linear” defines distribution of calcification liked line
into right breast.

54) “Sym.linear” defines symmetry finding out calcification of
distribution liked line between left and right breast.

55) “L-segmental” defines distribution of calcification

according to weriw into left breast.
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56) “R-segmental” defines distribution of calcification
according to mamma into right breast.

57) “Sym.segmental” defines symmetry finding out
calcification of segmental distribution between left and right breast.

58) “L-single” defines non distribution of calcification into left
breast.

59) “R-single” defines non distribution of calcification into
right breast.

60) “Sym.single” defines symmetry finding out calcification of
non distribution between left and right breast.

61) “L-indefinable” defines quanitity calcification of
indefinable shape into left breast.

62) “R-indefinable” defines quanitity calcification of
indefinable shape into right breast.

63) “Sym.indefinable” defines symmetry finding out
calcification of indefinable shape between left and right breast.

64) “L-rash like” defines quanitity calcification of rash-like
shape into left breast.

65) “R-rash like” defines quanitity calcification of rash-like
shape into right breast.

66) “Sym.rash like” defines symmetry finding out calcification
of rash-like shape between left and right breast.

67) “L-salt scattered” defines quanitity calcification of
scattered salt -like shape into left breast.

68) “R-salt scattered” defines quanitity calcification of
scattered salt-like shape into right breast.

69) “Sym.salt scattered” defines symmetry finding out
calcification of scattered salt-like shape between left and right breast.

70) “L-small size” defines quanitity calcification of small size
into left breast with size of calcification<=0.5 mm.

71) “R-small size”” defines quanitity calcification of small size

into right breast withd size of calcification<=0.5 mm.
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72) “Sym.small size” defines symmetry finding out
calcification of small size between left and right breast.

73) “L-medium size” defines quanitity calcification of medium
size into left breast with size of calcification among <2.0 mm. and >0.5 mm.

74) “R-medium size” defines quanitity calcification of medium
size into right breast withsize of calcification among <2.0 mm. and >0.5 mm.

75) “Sym.medium size” defines symmetry finding out
calcification of medium size between left and right breast.

76) “L-large size” defines quanitity calcification of large size
into left breast with size of calcification>=2.0 mm.

77) “R-large size” defines quanitity calcification of large size
into right breast with size of calcification>=2.0 mm.

78) “Sym.large size” defines symmetry finding out

calcification of large size between left and right breast.

79) “Class” defines results classification of breast cancer.

4.2 Adjustment Factors of Feature Selection

There are two methods to select relevant features decreasing redundancy of
this experiment as ReliefF attribute evaluation and Consistency subset evaluation

(CNS) and factors is adjust properly as following;
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Attribute Evaluator : ReliefFAttributeEval
numNeighbours =10

seed=1

samplesize=-1,

sigma=2,

weightbydistance=true,

Search Method : Ranker
Threshold=-1.7976931348623157E308.

Figure 4.1 Adjustment factors of ReliefF

And these are factors with adjustment of CNS as follow;

Attribute Evaluator : ConsistencySubsetEval
To have no factor to adjust

Search Method: GreedyStepwise
Conservative-ForwardSelection : true,
generateRanking: true

numtoSelect:-1
thershold:-1.7976931348623157E308.

Figure4.2 Adjustment factors of CNS

4.2.1 ReliefF Attribute Evaluation (ReliefF)

Evaluation of ReliefF use Ranker, that is a feature selection method with

feature evaluation in WEKA’s Explorer applications. The result of ReliefF on the first

set of data shown in Table 4.1.

4.1 Ranked ReliefF’s results of first data of quility attribue from high to low

Numbers Weight No. feature labels
1 0.25345 12 R-round
2 0.23297 11 L-round
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4.1 Ranked ReliefF’s results of first data of quility attribue from high to low

Numbers Weight No. feature labels
3 0.21212 36 R-small size
4 0.19507 21 L-high density
5 0.16847 22 R-high density
6 0.16643 28 R-distribution
7 0.15155 34 R-salt scattered
8 0.11524 27 L-distribution
9 0.11008 38 R-medium size
10 0.10779 39 L-large size
11 0.1024 35 L-small size
12 0.09673 33 L-salt scattered
13 0.09437 40 R-large size
14 0.09222 37 L-medium size
15 0.05238 24 R-hazy density
16 0.03322 30 R-indefinable
17 0.02657 23 L-hazy density
18 0.01632 4 R-bent line
19 0.01237 9 L-discontinuous
20 0.00812 8 R-continuoune
21 0 15 L-Transparence-centered
22 0 10 R-discontinuous
23 0 1 L-smooth line
24 0 25 L-low density
25 0 20 R-semi-circle
26 0 19 L-semi-circle
27 0 32 R-rash like
28 0 17 L-eggshell
29 0 31 L-rash like
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4.1 Ranked ReliefF’s results of first data of quility attribue from high to low

Numbers Weight No. feature labels
30 0 18 R-eggshell
31 -0.00208 26 R-low density
32 -0.00208 16 R-Transparence-centered
33 -0.00248 29 L-indefinable
34 -0.00259 6 R-curly line
35 -0.00473 13 L-popcorn
36 -0.0057 2 R-smooth line
37 -0.00919 3 L-bent line
38 -0.01227 5 L-curly line
39 -0.0178 7 L-continuoune
40 -0.026 14 R-popcorn

From table 4.1, the data ranks weights accordind to quality from high to
low. Finally, we decide to keep a selection of 31 features; L-smooth line, R-bent line,
R-continuoune ,L-discontinuous, R-discontinuous, L-round, R-round, L-Transparence-
centered, L-eggshell, R-eggshell, L-semi-circle, R-semi-circle, L-high density, R-high
density, L-hazy density, R-hazy density, L-low density, L-distribution, R-distribution,
R-indefinable,L-rash like,R-rash like, L-salt scattered, R-salt scattered, L-small size,

R-small size, L-medium size, R-medium size, L-large size, R-large size, class.

The result of ReliefF on the second set of data is shown in Table 4.2.

4.2 Ranked ReliefF’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels
1 0.78402682 63 sym. infineable
2 0.65718373 51 sym. grouped
3 0.4184799 61 L-infineable
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4.2 Ranked ReliefF’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels
4 0.3839883 50 R-grouped
5 0.34996877 71 R-small size
6 0.29889259 49 L-grouped
7 0.29622133 43 L-Diffuse
8 0.27922342 45 sym.diffuse
9 0.26033271 59 R-single
10 0.2522922 62 R-infineable
11 0.24338961 73 L-medium size
12 0.22874078 37 L-medium density
13 0.20343496 38 R-medium density
14 0.20080612 74 R-medium size
15 0.19764915 18 sym. round
16 0.18327159 60 symmetry single
17 0.17214202 72 sym. small size
18 0.14846569 35 R-high density
19 0.13559734 39 sym. medium density
20 0.12941582 17 R-round
21 0.11750239 40 L-low density
22 0.11477487 70 L-small size
23 0.11219562 3 sym. smooth
24 0.10184065 16 L-round
25 0.09090311 78 sym. medium size
26 0.08770063 42 sym. low density
27 0.0780069 47 R-regional
28 0.0780069 48 sym. regional
29 0.07785059 75 sym. medium size
30 0.07362857 44 R-diffuse
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4.2 Ranked ReliefF’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels
31 0.06564705 58 L-single
32 0.06560699 5 R-bent line
33 0.05904655 12 sym. continuous
34 0.05512446 23 R-transparence-centered
35 0.05395298 11 R-continuous
36 0.0534244 6 sym. bent
37 0.05095533 24 sym. transparence-centered
38 0.02792569 36 sym. high density
39 0.01945563 15 sym. discontinuous
40 0.01583907 14 R-discontinuous
41 0.0152518 26 R-eggshell
42 0.0152518 41 R-low density
43 0.01478587 2 R-smooth line
44 0.01398981 53 R-linear
45 0.01350555 22 L-transparence-centered
46 0.00807856 77 R-large size
47 0.00761465 57 sym. segmental
48 0.00761465 56 R-segmental
49 0.00723635 20 R-popcorn
50 0.0063551 54 sym. linear
51 0.00403833 27 sym. eggshell
52 0 9 sym. culry
53 0 13 L-discontinuous
54 0 7 L-curly line
55 0 8 R-curly line
56 0 46 L-regional
57 0 67 L-salt scattered
58 0 69 sym. salt scattered
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4.2 Ranked ReliefF’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels
59 0 68 R-salt scattered
60 0 55 L-segmental
61 0 64 L-rash like
62 0 66 sym. rash like
63 0 65 R-rash like
64 0 30 sym. semi-circle
65 0 29 R-semi-circle
66 0 31 L-polygon
67 0 33 sym. polygon
68 0 28 L-semi-circle
69 -0.00000121 1 L-smooth line
70 -0.00132616 21 sym. popcorn
71 -0.00893961 19 L-popcorn
72 -0.00984205 76 L-large size
73 -0.01103973 52 L-linear
74 -0.01121347 25 L-eggshell
75 -0.01214245 32 R-polygon
76 -0.02375952 34 L-high density
77 -0.03385199 10 L-continuous
78 -0.0454895 4 L-bent line

From Table 4.2, we keep the total of 69 features; R-smooth line sym.

smooth ,R-bent line ,sym. bent ,L-curly line ,R-curly line ,sym. culry ,R-continuous

,sym. continuous ,L-discontinuous ,R-discontinuous ,sym. discontinuous, L-round, R-

round, sym. round, R-popcorn, L-transparence-centered, R-transparence-centered,

sym. transparence-centered, R-eggshell, sym. eggshell, L-semi-circle, R-semi-circle,

sym. semi-circle, L-polygon, sym. polygon, R-high density, sym. high density, L-
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medium density, R-medium density, sym. medium density, L-low density, R-low
density, sym. low density, L-Diffuse, R-diffuse, sym.diffuse, L-regional, R-regional,
sym. regional, L-grouped, R-grouped, sym. grouped, R-linear, sym. linear, L-
segmental, R-segmental, sym. segmental, L-single, R-single, symmetry single, L-
infineable, R-infineable, sym. infineable, L-rash like, R-rash like, sym. rash like, L-salt
scattered, R-salt scattered, sym. salt scattered, L-small size, R-small size, sym. small
size, L-medium size, R-medium size, sym. medium size, R-large size, sym. medium size,

class.

4.2.2 Consistency Subset Evaluation (CNS)

CNS finds minimum features to classify class consistently and use
GreedyStepwise method to evaluate features in WEKA’s Explorer applications. The
results of CNS on the first set of data is shown in Table 4.3,

4.3 Ranked CNS’s results of first data of quility attribue from high to low

Numbers Weight No. feature Labels

1 0.911 34 R-salt scattered
2 0.933 39 L-large size

3 0.956 40 R-large size

4 0.978 28 R-distribution
5 0.978 38 R-medium size
6 0.978 37 L-medium size
7 0.978 36 R-small size

8 0.978 35 L-small size

9 0.978 33 L-salt scattered
10 0.978 32 R-rash like
11 0.978 31 L-rash like
12 0.978 30 R-indefinable
13 0.978 29 L-indefinable
14 0.978 27 L-distribution




Adchara Charoensup Results / 48

4.3 Ranked CNS’s results of first data of quility attribue from high to low

Numbers Weight No. feature Labels
15 0.978 26 R-low density
16 0.978 25 L-low density
17 0.978 24 R-hazy density
18 0.978 23 L-hazy density
19 0.978 22 R-high density
20 0.978 21 L-high density
21 0.978 20 R-semi-circle
22 0.978 19 L-semi-circle
23 0.978 18 R-eggshell
24 0.978 17 L-eggshell
25 0.978 16 R-Transparence-centered
26 0.978 15 L-Transparence-centered
27 0.978 14 R-popcorn
28 0.978 13 L-popcorn
29 0.978 12 R-round
30 0.978 11 L-round
31 0.978 10 R-discontinuous
32 0.978 9 L-discontinuous
33 0.978 8 R-continuoune
34 0.978 7 L-continuoune
35 0.978 6 R-curly line
36 0.978 5 L-curly line
37 0.978 4 R-bent line
38 0.978 3 L-bent line
39 0.978 2 R-smooth line
40 0.978 1 L-smooth line
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From Table 4.3, the data show ranked weights from the best to worst.
There are 4 features to be selected; R-salt scattered, L-large size, and R-large size,

class. The results of CNS on the second set of data is shown in Table 4.4;

4.4 Ranked CNS’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels

1 0.978 63 sym. infineable
2 0.978 78 sym. medium size
3 0.978 77 R-large size

4 0.978 76 L-large size

5 0.978 75 sym. medium size
6 1 51 sym. grouped
7 1 74 R-medium size
8 1 73 L-medium size
9 1 72 sym. small size
10 1 71 R-small size

11 1 70 L-small size
12 1 69 sym. salt scattered
13 1 68 R-salt scattered
14 1 67 L-salt scattered
15 1 66 sym. rash like
16 1 65 R-rash like

17 1 64 L-rash like

18 1 62 R-infineable
19 1 61 L-infineable
20 1 60 symmetry single
21 1 59 R-single

22 1 58 L-single

23 1 57 sym. segmental
24 1 56 R-segmental
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4.4 Ranked CNS’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels
25 1 55 L-segmental
26 1 54 sym. linear
27 1 53 R-linear
28 1 52 L-linear
29 1 50 R-grouped
30 1 49 L-grouped
31 1 48 sym. regional
32 1 47 R-regional
33 1 46 L-regional
34 1 45 sym.diffuse
35 1 44 R-diffuse
36 1 43 L-Diffuse
37 1 42 sym. low density
38 1 41 R-low density
39 1 40 L-low density
40 1 39 sym. medium density
41 1 38 R-medium density
42 1 37 L-medium density
43 1 36 sym. high density
44 1 35 R-high density
45 1 34 L-high density
46 1 33 sym. polygon
47 1 32 R-polygon
48 1 31 L-polygon
49 1 30 sym. semi-circle
50 1 29 R-semi-circle
51 1 28 L-semi-circle
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4.4 Ranked CNS’s results of second data of quility attribue from high to low

Numbers Weight No. feature Labels
52 1 27 sym. eggshell
53 1 26 R-eggshell
54 1 25 L-eggshell
55 1 24 sym. transparence-centered
56 1 23 R-transparence-centered
57 1 22 L-transparence-centered
58 1 21 Sym. popcorn
59 1 20 R-popcorn
60 1 19 L-popcorn
61 1 18 sym. round
62 1 17 R-round
63 1 16 L-round
64 1 15 sym. discontinuous
65 1 14 R-discontinuous
66 1 13 L-discontinuous
67 1 12 sym. continuous
68 1 11 R-continuous
69 1 10 L-continuous
70 1 9 sym. culry
71 1 8 R-curly line
72 1 7 L-curly line
73 1 6 sym. bent
74 1 5 R-bent line
75 1 4 L-bent line
76 1 3 sym. smooth
77 1 2 R-smooth line
78 1 1 L-smooth line
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From Table 4.4, the data is ranked weights according to quality features
from high to low. We select 6 features; sym. infineable, sym. medium size, R-large

size, L-large size, sym. medium size, class.

4.3 Adjustment factors of Pruning

There are two pruning algorithms, that resolve a problem of over-fitting, as
error-based pruning (EBP) and reduced-error pruning (REP) being post-pruning
including C4.5 algorithm or J48 in WEKA and 10 folds cross-validation to be

processed. Pruning’ factors is adjusted properly following as;

Pruning : EBP

binarySplits : false
confidenceFactor : 0.25
minNumObj :2

unpruned : false

uselapace : true
cross-validation : 10 folds.

Figure 4.3 Adjustment factors of EBP

And these are factors with adjustment of REP as follow;

Pruning : REP
binarySpilt : false
numFolds:3

seed:1

minNumObj:2
reducedErrorPruning:True
uselaplace:True

Figure4.4 Adjustment factors of REP
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This research is conducted on Intel core2duo processor T2050, 1.60GHz
CPU with 1024 MB RAM and run on Microsoft Window XP Professional Service
Pack 3 and Waikato Environment for Knowledge Analysis (WEKA) program builds

rules

4.4 Proportion Data

Generally, The data must be seperated into 2 categories; training data, and
testing data that is insufficient for analysis so we create 2 trials of splitting data into 2
proportions; 70% data of training, 30% data of testing (70:30), and 90% data of
training, 10% data of testing (90:10). We sampling data by resample of preprocess
fanction of WEKA.

4.5 Show quantity instances according to proportion data

Proportion(%) Train Data (instances) Testing (instances)
70:30 31 13
90:10 40 4

4.5 Experiment 1

We use the first set of data in total 31 selected features by ReliefF and to
prune branchs by EBP that their model is showed according to proportion of train data

90% and 70% in table 4.5, 4.6 respectively;
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Figure 4.5 The derived model by ReliefF and EBP of 90% training data of first data
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Figure4.6 The derived model by ReliefF and EBP of 70% training data of first data

The derived models used first data by ReliefF attribute selection and Error
Based Pruning are informed classified correctly and incorrectly according to

proportion data to training with 70% and 90% in table 4.6,4.10 respectively.
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Moreover, we evaluate performance of the models to each of the data proportions in

table 4.7,4.8,4.9,4.11, 4.12, and 4.13.
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4.6 Summary classification’s result on first data set’train data by ReliefF and

EBP
Percentage Correctly Classified Incorrectly Classified
RMSE
of train data | instance (%) instance (%)
70% 26 83.871% 5 16.129 0.3936
90% 33 82.5% 7 17.5% 0.3837

4.7 Performance of model on first data’s train data by ReliefF and EBP

Parameters 70% training data 90% training data
TN rate (specificity) 0.895 0.905
TP rate(sensitivity) 0.75 0.737
FN rate 0.25 0.263
FP rate 0.105 0.095
Precision(benign) 0.85 0.792
Precision(malignant) 0.818 0.875
ROC Area 0.704 0.825
Accuracy 0.838 0.825

4.8 Results of Confusion Matrix on 70% train data of first data byReliefF and

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 17 2 19
Malignant 3 9 12
Total 20 11 31
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4.9 Results of Confusion Matrix on 90% train data of first data by ReliefF and

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 19 2 21
Malignant 5 14 19
Total 24 16 40

We make to revaluate on test set of table 4.10, 4.11, 4.12, and 4.13.

4.10 Summary classification’s result on first data set’s test data by Relief and

EBP

Percentage Correctly Classified Incorrectly Classified RMSE
of test data instance (%) instance (%)
30% 11 84.6154% 2 15.3846% 0.3623
10% 4 100% 0 0% 0.1874

4.11 Performance of model on first data’s test data by ReliefF and EBP

Parameters 30% testing data 10% testing data
TN rate (specificity) 1 1
TP rate(sensitivity) 0.667 1
FN rate 0.333 0
FP rate 0 0
Precision(benign) 0.778 1
Precision(malignant) 1 1
ROC Area 0.833 1
Accuracy 0.846 1
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4.12 Results of Confusion Matrix on 30% test data of first data by ReliefF and

M.Sc.(Tech of Inform. Sys. Manag.) / 57

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 2 4 6
Total 9 4 13

4.13 Results of Confusion Matrix on 10% test data of first data by ReliefF and

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4

We use the first set of data in total 31 features derived by ReliefF and to
prune branchs by REP that their model is showed according to proportion of train data

70% and 90% in table 4.7, 4.8 respectively;

b
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Figure 4.7 The derived model by ReliefF and REP of 70% training data of first data
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Figure 4.8 The derived model by ReliefF and REP of 90% training data of first data



Fac. of Grad. Studies, Mahidol Univ. M.Sc.(Tech of Inform. Sys. Manag.) / 59

The derived models used first data by ReliefF attribute selection and
Reduce Error Pruning are informed classified correctly and incorrectly according to
proportion data to training with 70% and 90% in table 4.14, 4.18 respectively.
Moreover, we evaluate performance of the models to each of the data proportions in

table4.15, 4.16,4.17, 4.19, 4.20, and 4.21.

4.14 Summary classification’s result on first data set’train data by ReliefF and

REP

Percentage Correctly Classified Incorrectly Classified RMSE
of train data | instance (%) instance (%)
70% 26 83.871% 5 16.129% 0.4014
90% 33 82.5% 7 17.5% 0.3879

4.15 Performance of model on first data’ train data by ReliefF and RBP

Parameters 70% training data 90% training data
TN rate (specificity) 0.895 0.952
TP rate(sensitivity) 0.75 0.684
FN rate 0.25 0.316
FP rate 0.105 0.048
Precision(benign) 0.85 0.769
Precision(malignant) 0.818 0.929
ROC Area 0.726 0.852
Accuracy 0.838 0.825
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4.16 Results of Confusion Matrix on 70% train data of first data byReliefF and

REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 17 2 19
Malignant 3 9 12
Total 20 11 31

4.17 Results of Confusion Matrix on 90% train data of first data by ReliefF and

REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 20 1 21
Malignant 6 13 19
Total 26 14 40

We make to revaluate on test set of table 4.18, 4.19, 4.20, and 4.21.

4.18 Summary classification’s result on first data set’s test data by Relief and

REP
Percentage Correctly Classified Incorrectly Classified
RMSE
of test data | instance (%) instance (%)
30% 12 92.3077% 1 7.6923% 0.3076
10% 4 100% 0 0% 0.2137
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4.19 Performance of model on first data’s test data by ReliefF and REP

Parameters 30% test data 10% test data
TN rate (specificity) 1 1
TP rate(sensitivity) 0.833 1
FN rate 0.167 0
FP rate 0 0
Precision(benign) 0.875 1
Precision(malignant) 1 1
ROC Area 0.929 1
Accuracy 0.923 1

4.20 Results of Confusion Matrix on 30% test data of first data by ReliefF and
REP

Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 1 5 6
Total 9 4 13

4.21 Results of Confusion Matrix on 10% test data of first data by ReliefF and
REP

Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4
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We use frist data set total 4 features derived by CNS and to prune branchs
by EBP that their model is showed according to proportion of train data 70% and 90%
in table 4.9, 4.10 respectively;

Figure 4.9 The derived model by CNS and EBP of 70% training data of first set
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Figure 4.10 The derived model by CNS and EBP of 90% training data of first set
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The derived models used first data by ReliefF attribute selection and Error

Based Pruning are informed classified correctly and incorrectly according to

proportion data to training with 70% and 90% in table 4.22, 4.26 respectively.

Moreover, we evaluate performance of the models to each of the data proportions in

table 4.23, 4.24, 4.25, 4.27, 4.28 and 4.29.

4.22 Summary classification’s result on first data set’train data by CNS and EBP

Percentage Correctly Classified Incorrectly Classified RMSE
of train data | instance (%) instance (%)
70% 28 90.3226% 3 9.6774% 0.3288
90% 37 92.5% 3 7.5% 0.3185

4.23 Performance of model on first data’s train data by CNS and EBP

Parameters 70% training data 90% training data
TN rate (specificity) 1 1
TP rate(sensitivity) 0.75 0.842
FN rate 0.25 0.158
FP rate 0 0
Precision(benign) 0.864 0.875
Precision(malignant) 1 1
ROC Area 0.886 0.895
Accuracy 0.903 0.925
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4.24 Results of Confusion Matrix on 70% train data of first data by CNS and

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 19 0 19
Malignant 3 9 12
Total 22 9 31

4.25 Results of Confusion Matrix on 90% train data of first data by CNS and

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 21 0 21
Malignant 3 16 19
Total 24 16 40

We make to revaluate on test set of table 4.26, 4.27, 4.28, and 4.29.

4.26 Summary classification’s result on first data set’s test data by CNS and EBP

Percentage Correctly Classified Incorrectly Classified RMSE
of test data | instance (%) instance (%)
30% 12 92.3077% 1 7.6923% 0.2918
10% 4 100% 0 0% 0.1689
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4.27 Performance of model on first data’s test data by CNS and EBP

Parameters 30% test data 10% test data
TN rate (specificity) 1 1
TP rate(sensitivity) 0.833 1
FN rate 0.167 0
FP rate 0 0
Precision(benign) 0.875 1
Precision(malignant) 1 1
ROC Area 0.917 1
Accuracy 0.923 1

4.28 Results of Confusion Matrix on 30% test data of first data by CNS and EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 1 5 6
Total 8 5 13

4.29 Results of Confusion Matrix on 10% test data of first data by CNS and EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4

We use frist data set total 4 features derived by CNS and to prune branchs
by REP their model is showed according to proportion of train data 70% and 90% in
table 4.11, 4.12 respectively;
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Figure 4.11 The derived model by CNS and REP of 70% training data of first set

Figure 4.12 The derived model by CNS and REP of 90% training data of first
data

The derived models used first data by CNS attribute selection and
Reduced Error Pruning are informed classified correctly and incorrectly according to

proportion data to training with 70% and 90% in table 4.30, 4.34 respectively.
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Moreover, we evaluate performance of the models to each of the data proportions in

table 4.31, 4.32, 4.33, 4.35, 4.36 and 4.37.

4.30 Summary classification’s result on first data set’train data by CNS and REP

Percentage Correctly Classified Incorrectly Classified RMSE
of train data | instance (%) instance (%)
70% 25 80.6452% 6 19.3548% 0.4055
90% 35 87.5% 5 12.5% 0.3556
4.31 Performance of model on first data’ train data by CNS and RBP
Parameters 70% training data 90% training data
TN rate (specificity) 0.947 1
TP rate(sensitivity) 0.583 0.737
FN rate 0.417 0.263
FP rate 0.053 0
Precision(benign) 0.783 0.808
Precision(malignant) 0.875 1
ROC Area 0.763 0.924
Accuracy 0.806 0.875

4.32 Results of Confusion Matrix on 70% train data of first data by CNS

Diagnostic Classified as
expert Benign Malignant Total
Benign 18 1 19
Malignant 5 7 12
Total 23 8 31
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4.33 Results of Confusion Matrix on 90% train data of first data by CNS and

REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 21 0 21
Malignant 5 14 19
Total 26 14 40

We make to revaluate on test set of table 4.34, 4.35, 4.36, and 4.37.

4.34 Summary classification’s result on first data set’s test data by CNS and REP

Percentage Correctly Classified Incorrectly Classified RMSE
of test data | instance (%) instance (%)

30% 8 61.5385% 5 38.4615% 0.4954

10% 4 100% 0 0% 0.2273
4.35 Performance of model on first data’s test data by CNS and REP

Parameters 30% test data 10% test data

TN rate (specificity) 1 1
TP rate(sensitivity) 0.167 1
FN rate 0.833 0
FP rate 0 0
Precision(benign) 0.583 1
Precision(malignant) 1 1
ROC Area 0.583 1
Accuracy 0.615 1
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Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 5 1 6
Total 12 1 13

4.37 Results of Confusion Matrix on 10% test data of first data by CNS and REP

Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4
4.6 Experiment 2

We use second data set total 69 features derived by ReliefF and pruning

branchs of decision tree by EBP their model is showed according to proportion of train

data 70% and 90% in table 4.13, 4.14 respectively;
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Figure 4.13 The derived model by ReliefF and EBP of 70% train data of second set
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Figure 4.14 The derived model by ReliefF and EBP of 90% training data of second set

The derived models used second data by ReliefF attribute selection and
Error Based Pruning are informed classified correctly and incorrectly according to
proportion data to training with 70% and 90% in table 4.38, 4.42 respectively.
Moreover, we evaluate performance of the models to each of the data proportions in

table 4.39, 4.40, 4.41, 4.43, 4.44 and 4.45.



Fac. of Grad. Studies, Mahidol Univ. M.Sc.(Tech of Inform. Sys. Manag.) / 71

4.38 Summary classification’s result on second data set’train data by ReliefF and

EBP

Percentage Correctly Classified Incorrectly Classified RMSE
of train data | instance (%) instance (%)
70% 31 100% 0 0% 0.0641
90% 39 97.5% 1 2.5% 0.1678

4.39 Performance of model on second data’s train data by ReliefF and EBP

Parameters 70% training data 90% training data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 0.947
FN rate 0 0.053
FP rate 0 0
Precision(benign) 1 0.955
Precision(malignant) 1 1
ROC Area 1 0.95
Accuracy 1 0.975

4.40 Results of Confusion Matrix on 70% train data of second data byReliefF and
EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 19 0 19
Malignant 0 12 12
Total 19 12 31
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4.41 Results of Confusion Matrix on 90% train data of second data by ReliefF
and EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 21 0 21
Malignant 1 18 19
Total 22 18 40

We make to revaluate on test set of table 4.42, 4.43, 4.44, and.4.45

4.42 Summary classification’s result on second data set’s test data by Relief and

EBP

Percentage Correctly Classified Incorrectly Classified RMSE
of test data | instance (%) instance (%)
30% 13 100% 0 0% 0.0598
10% 4 100% 0 0% 0.0764

4.43 Performance of model on second data’s test data by ReliefF and EBP

Parameters 30% testing data 10% testing data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 1
FN rate 0 0
FP rate 0 0
Precision(benign) 1 1
Precision(malignant) 1 1
ROC Area 1 1
Accuracy 1 1
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4.44 Results of Confusion Matrix on 30% test data of second data by ReliefF and EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 0 6 6
Total 7 6 13

4.45 Results of Confusion Matrix on 10% test data of second data by ReliefF and
EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4

We use second data set total 69 features derived by ReliefF and to prune
branchs of decision tree by REP their model is showed according to proportion of train

data 70% and 90% in table 4.15, 4.16 respectively;
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Figure4.15 The derived model by ReliefF and REP of 70% training data of second set
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Figure4.16 The derived model by ReliefF and REP of 90% training data of second set

The derived models used second data by ReliefF attribute selection and

Reduced Error Pruning are informed classified correctly and incorrectly according to

proportion data to training with 70% and 90% in table 4.46, 4.50 respectively.

Moreover, we evaluate performance of the models to each of the data proportions in

table 4.47, 4.48, 4.49, 4.51, 4.52, and 4.53.

4.46 Summary classification’s result on second data set’train data by ReliefF and

REP
Percentage Correctly Classified Incorrectly Classified
RMSE
of train data | instance (%) instance (%)
70% 31 100% 0 0% 0.0888
90% 39 97.5% 1 2.5% 0.1762

4.47 Performance of model on second data’ train data by ReliefF and RBP

Parameters 70% training data 90% training data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 0.947
FN rate 0 0.053
FP rate 0 0
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4.47 Performance of model on second data’ train data by ReliefF and RBP

Parameters 70% training data 90% training data
Precision(benign) 1 0.955
Precision(malignant) 1 1
ROC Area 1 0.955
Accuracy 1 0.975

4.48 Results of Confusion Matrix on 70% train data of second data byReliefF and

REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 19 0 19
Malignant 0 12 12
Total 19 12 31

4.49 Results of Confusion Matrix on 90% train data of second data by ReliefF

and REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 21 0 21
Malignant 1 18 19
Total 22 18 40

We make to revaluate on test set of table 4.50, 4.51, 4.52, and.4.53




Adchara Charoensup

Results / 76

4.50 Summary classification’s result on second data set’s test data by Relief and

REP
Percentage Correctly Classified Incorrectly Classified
RMSE
of test data | instance (%) instance (%)
30% 13 100% 0 0% 0.0837
10% 4 100% 0 0% 0.108

4.51 Performance of model on second data’s test data by ReliefF and REP

Parameters 30% testing data 10% testing data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 1
FN rate 0 0
FP rate 0 0
Precision(benign) 1 1
Precision(malignant) 1 1
ROC Area 1 1
Accuracy 1 1

4.52 Results of Confusion Matrix on 30% test data of second data by ReliefF and

REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 0 6 6
Total 7 6 13
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4.53 Results of Confusion Matrix on 10% test data of second data by ReliefF and
REP

Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4

We use second data set total 6 features derived by CNS and to prune
branch of decision tree EBP their model is showed according to proportion of train

data 70% and 90% in table 4.17, 4.18 respectively;
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Figure4.17 The derived model by CNS and EBP of 70% training data of second

set
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Figure4.18 The derived model by CNS and EBP of 90% training data of second set

The derived models used second data by CNS attribute selection and Error
Based Pruning are informed classified correctly and incorrectly according to
proportion data to training with 70% and 90% in table 4.54, 4.58 respectively.
Moreover, we evaluate performance of the models to each of the data proportions in

table 4.55, 4.56, 4.57, 4.59, 4.60, 4.61.

4.54 Summary classification’s result on second data set’train data by CNS and

EBP
Percentage Correctly Classified Incorrectly Classified
RMSE
of train data | instance (%) instance (%)
70% 31 100% 0 0% 0.0641
90% 39 97.5% 1 2.5% 0.1678

4.55 Performance of model on second data’s train data by CNS and EBP

Parameters 70% training data 90% training data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 0.947
FN rate 0 0.053
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4.55 Performance of model on second data’s train data by CNS and EBP

Parameters 70% training data 90% training data
FP rate 0 0
Precision(benign) 1 0.955
Precision(malignant) 1 1
ROC Area 1 0.95
Accuracy 1 0.975

4.56 Results of Confusion Matrix on 70% train data of second data by CNS and
EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 19 0 19
Malignant 0 12 12
Total 19 12 31

4.57 Results of Confusion Matrix on 90% train data of second data by CNS and
EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 21 0 21
Malignant 1 18 19
Total 22 18 40

We make to revaluate on test set of table 4.58, 4.59, 4.60, and 4.61.
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4.58 Summary classification’s result on second data set’s test data by CNS and

EBP
Percentage Correctly Classified Incorrectly Classified
RMSE
of test data | instance (%) instance (%)
30% 13 100% 0 0% 0.0598
10% 4 100% 0 0% 0.0764

4.59 Performance of model on second data’s test data by CNS and EBP

Parameters 30% testing data 10% testing data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 1
FN rate 0 0
FP rate 0 0
Precision(benign) 1 1
Precision(malignant) 1 1
ROC Area 1 1
Accuracy 1 1

4.60 Results of Confusion Matrix on 30% test data of second data by CNS and

EBP
Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 0 6 6
Total 7 6 13
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4.61 Results of Confusion Matrix on 10% test data of second data by CNS and
EBP

Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4

We use second data set total 6 features derived by CNS and to prune
branchs of decision tree by REP their model is showed according to proportion of train

data 70% and 90% in table 4.19, 4.20 respectively;
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Figure4.19 The derived model by CNS and REP of 70% training data of second set
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Figure4.20 The derived model by CNS and REP of 90% training data of second
data

The derived models used second data by CNS attribute selection and
Reduced Error Pruning are informed classified correctly and incorrectly according to
proportion data to training with 70% and 90% in table 4.62, 4.66 respectively.
Moreover, we evaluate performance of the models to each of the data proportions in

table 4.63, 4.64, 4.65, 4.67, 4.68, 4.69.

4.62 Summary classification’s result on second data set’train data by CNS and

REP

Percentage Correctly Classified Incorrectly Classified RMSE
of train data | instance (%) instance (%)
70% 31 100% 0 0% 0.0888
90% 39% 97.5% 1 2.5% 0.1762
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4.63 Performance of model on second data’ train data by CNS and RBP

Parameters 70% training data 90% training data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 0.947
FN rate 0 0.053
FP rate 0 0
Precision(benign) 1 0.955
Precision(malignant) 1 1
ROC Area 1 0.955
Accuracy 1 0.975

4.64 Results of Confusion Matrix on 70% train data of second data by CNS and
REP

Diagnostic Classified as
expert Benign Malignant Total
Benign 19 0 19
Malignant 0 12 12
Total 19 12 31

4.65 Results of Confusion Matrix on 90% train data of second data by CNS and
REP

Diagnostic Classified as
expert Benign Malignant Total
Benign 21 0 21
Malignant 1 18 19
Total 22 18 40

We make to revaluate on test set of table 4.66, 4.67, 4.68, and 4.69.
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4.66 Summary classification’s result on second data set’s test data by CNS and

REP
Percentage Correctly Classified Incorrectly Classified
RMSE
of test data | instance (%) instance (%)
30% 13 100% 0 0% 0.0837
10% 4 100% 0 0% 0.108

4.67 Performance of model on second data’s test data by CNS and REP

Parameters 30% testing data 10% testing data
TN rate (specificity) 1 1
TP rate(sensitivity) 1 1
FN rate 0 0
FP rate 0 0
Precision(benign) 1 1
Precision(malignant) 1 1
ROC Area 1 1
Accuracy 1 1

4.68 Results of Confusion Matrix on 30% test data of second data by CNS and

REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 7 0 7
Malignant 0 6 6
Total 7 6 13
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REP
Diagnostic Classified as
expert Benign Malignant Total
Benign 3 0 3
Malignant 0 1 1
Total 3 1 4
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CHAPTER V
DISCUSSION

5.1 Collection data

The objective of research is to propose the breast cancer detection by focus
on calcification feature to predict whether the case is benign or malignant. We obtain
45 cases of patient with mammography in CC view and MLO view to be raw data. We
collect data from digital mammography into attributes by referred method from
diagnosis of physician that is known as BI-RADS that first collection of data include
features about shape, size, distribution, quantity clump of calcium inside both breasts
while collection data of the first plan is being conducted, some complex calcification
with more characteristics in one attribute are found. Therefore, we create recollection
of data to be the second data set that needs improvement to capture the complex

calcification. The first collection of data is built to try and to find problem occurred.

5.2 Rules derive from ReliefF and EBP with first data set

These rules derived from model created by the first data set with total of
41 features then ReliefF selects total of 31 attributes to be process and EBP prune
branches of decision tree that data is divided 2 proportions as 70:30 and 90:10. Details

are as follows;

5.2.1 Based on proportion 70% data to train
We rank derived rules according to the instance supported;
1. If number of salt scattered shape of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification left breast is zero then interpret

as benign.
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2. If number of salt scattered shape of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification left breast is numerous then
interpret as benign.

3. If number of salt scattered shape of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is one to three then interpret malignant.

4. If number of salt scattered shape of calcification inside right
breast is numerous then interpret as malignant.

5. If number of salt scattered shape of calcification inside right
breast is eleven to twenty then interpret as malignant.

6. If number of salt scattered shape of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification inside left breast is four to ten
then interpret as malignant.

7. If number of salt scattered shape of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification inside left breast is eleven to

twenty then interpret as benign.

5.2.2 Based on proportion 90% data to train
We rank derived rules according to the instance supported;

1. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right
breast is zero then interpret as benign.

2. If number of discontinuous line of calcification inside left
breast is one to three then interpret as malignant.

3. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right

breast is numerous then interpret as malignant.
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4. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right

breast is eleven to twenty then interpret as malignant.

5.3 Rules derive from ReliefF and REP with first data set

These rules derived from model created by the first data set with total of
41 features then ReliefF selects total of 31 attribute to be process and REP prune
branches of decision tree that data is divided 2 proportion as 70:30 and 90:10. Details

are as follows;

5.3.1 Based on proportion 70% data to train
We make ranking rules derived according to quantity of instance
supported;

1. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right
breast is zero and find number of small size of calcification inside left breast is zero
then interpret as benign.

2. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right
breast is zero and find number of small size of calcification inside left breast is
numerous then interpret as benign.

3. If number of discontinuous line of calcification inside left
breast is one to three then interpret as benign.

4. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right
breast is eleven to twenty then interpret as malignant.

5. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right
breast is numerous then interpret as malignant.

6. If number of discontinuous line of calcification inside left

breast is zero and find number of salt scattered shape of calcification inside right
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breast is zero and find number of small size of calcification inside left breast is four to
ten then interpret as malignant.

7. If number of discontinuous line of calcification inside left
breast is zero and find number of salt scattered shape of calcification inside right
breast is zero and find number of small size of calcification inside left breast is eleven

to twenty then interpret as benign.

5.3.2 Based on proportion 90% data to train
we make ranking rules derived according to quantity of instance supported;

1. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is zero
and find number of small size of calcification inside left breast is zero and find
pattern of distribution inside right breast is non distribution then interpret as benign.

2. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is zero
and find number of small size of calcification inside left breast is numerous then
interpret as benign.

3. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is one
to three then interpret as malignant.

4.If number of salt scattered of calcification inside right breast
is numerous then interpret as malignant.

5. If number of salt scattered of calcification inside right breast
is eleven to twenty then interpret as malignant.

6. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is zero
and find number of small size of calcification inside left breast is zero and find
pattern of distribution inside right breast is grouped then interpret as benign.

7. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is zero
and find number of small size of calcification inside left breast is four to ten then

interpret as malignant.
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8. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is zero
and find number of small size of calcification inside left breast is zero and find
pattern of distribution inside right breast is segmental then interpret as malignant.

9. If number of salt scattered of calcification inside right breast
is zero and find number of discontinuous line of calcification inside left breast is zero
and find number of small size of calcification is zero inside left breast and find
pattern of distribution inside right breast is diffuse then interpret as benign.

10. If number of salt scattered of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification inside left breast is zero and find
pattern of distribution inside right breast is linear then interpret as benign.

11. If number of salt scattered of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification inside left breast is zero and find
pattern of distribution inside right breast is regional then interpret as benign.

12. If number of salt scattered of calcification inside right
breast is zero and find number of discontinuous line of calcification inside left breast
is zero and find number of small size of calcification inside left breast is eleven to

twenty then interpret as benign.

5.4 Rules derive from CNS and EBP with first data set

These rules derived from model created by the first data set with total of
41 features then CNS selects total 4 attribute to be process and EBP prune branches of
decision tree that data is divided 2 proportions as 70:30 and 90:10. Details are as

follows;

5.4.1 Based on proportion 70% data to train

We rank derived rules according to the instance supported;
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1. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is zero then interpret as benign.

2. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is one to three
then interpret as benign.

3. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is four to ten then interpret as
malignant.

4. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is one to three then interpret as
benign.

5. If number of salt scattered of calcification inside right breast
is numerous then interpret as malignant.

6. If number of salt scattered of calcification inside right breast
is eleven to twenty then interpret as malignant.

7. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is four to ten
then interpret as benign.

8. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is numerous
then interpret as malignant.

9. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is numerous then interpret as
benign.

10. If number of salt scattered of calcification inside right
breast is zero and find number of large size of calcification inside left breast is zero
and find number of large size of calcification inside right breast is eleven to twenty

then interpret as benign.
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5.4.2 Based on proportion 90% data to train
We rank derived rules according to the instance supported;

1. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is zero then interpret as benign.

2. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is one to three
then interpret as benign.

3. If number of salt scattered of calcification inside right breast
is numerous then interpret as malignant.

4. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is four to ten then interpret as
benign.

5. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is one to three then interpret as
benign.

6. If number of salt scattered of calcification inside right breast
is eleven to twenty then interpret as malignant.

7. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is numerous
then interpret as malignant.

8. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is four to ten
then interpret as benign.

9. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is numerous then interpret as
benign.

10. If number of salt scattered of calcification inside right

breast is zero and find number of large size of calcification inside left breast is zero
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and find number of large size of calcification inside right breast is eleven to twenty

then interpret as benign.

5.5 Rules derive from CNS and REP with first data set

These rules derived from model created by the first data set with total of
41 features then CNS selects total 4 attribute to be process and REP prune branches of
decision tree that data is divided 2 proportions as 70:30 and 90:10. Details are as

follows;

5.5.1 Based on proportion 70% data to train
We rank derived rules according to the instance supported;
1. If number of salt scattered of calcification inside right breast
is zero then interpret as benign.
2. If number of salt scattered of calcification inside right breast
is eleven to twenty then interpret as malignant.
3. If number of salt scattered of calcification inside right breast

is numerous then interpret as malignant.

5.5.2 Based on proportion 90% data to train
We make ranking rules derived according to quantity of instance
supported;

1. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is zero then interpret as benign.

2. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is one to three then interpret as
benign.

3. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is one to three

then interpret as benign.
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4. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is four to ten then interpret as
malignant.

5. If number of salt scattered of calcification inside right breast
is numerous then interpret as malignant.

6. If number of salt scattered of calcification inside right breast
is eleven to twenty then interpret as malignant.

7. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is numerous
then interpret as malignant.

8. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is four to ten
then interpret as benign.

9. If number of salt scattered of calcification inside right breast
is zero and find number of large size of calcification inside left breast is zero and find
number of large size of calcification inside right breast is numerous then interpret as
benign.

10. If number of salt scattered of calcification inside right
breast is zero and find number of large size of calcification inside left breast is zero
and find number of large size of calcification inside right breast is eleven to twenty

then interpret as benign.

5.6 Comparison results and performance used first data set

5.6.1 Proportion of data as70:30
We take the results derived from proportion of data is 70:30 to compare
according to each of method that table 5.1 show results capable to measure quality

classified in each of class, and 5.2 inform result of accuracy of classification.
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5.1 Classified performance of first data on training data is 70%

70% data of training Relief Consistency
EBP REP EBP REP
TN rate(specificity) 0.895 0.895 1 0.947
TP rate(sensitivity) 0.75 0.75 0.75 0.583
FN rate 0.25 0.25 0.25 0.417
FP rate 0.105 0.105 0 0.053
Precision(benign) 0.85 0.85 0.864 0.783
Precision(malignant) 0.818 0.818 1 0.875
ROC Area 0.704 0.726 0.886 0.763
Accuracy 0.838 0.838 0.903 0.806

5.2 Classified accuracy of first data on test data is 30%

ReliefF Consistency(CNS)
30% data of testing EBP REP EBP REP
Correctly classified 84.6154% 92.3077% 92.3077% | 61.5385%
Incorrectly classified 15.3846% 7.6923% 7.6923% 38.4615%
RMSE 0.3623 0.3076 0.2918 0.4954

From result of table 5.1 and 5.2, Models derived from partiton of data into
70:30 and using first data set can compare performance of models and capablity to
classify correctly that parameters indicate trend of a model able to decrease error
classified of FP rate,that predicted result is malignant but the fact is benign and to give
good performance of all terms is model used CNS and EBP methods. Generally, there
are high accuracy of classification and quite low misclassification expecting the

model included CNS and REP.

5.6.2 Proportion of data as 90:10
We take the results derived from proportion of data is 90:10 to compare
according to each of method that table 5.3 show results capable to measure quality

classified in each of class, and 5.4 inform result of accuracy of classification.
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5.3 Classified perform of first data on training data is 90%

70% data of training Relief Consistency
EBP REP EBP REP
TN rate(specificity) 0.905 0.952 1 1
TP rate(sensitivity) 0.737 0.684 0.842 0.737
FN rate 0.263 0.316 0.158 0.263
FP rate 0.095 0.048 0 0
Precision(benign) 0.792 0.769 0.875 0.808
Precision(malignant) 0.875 0.929 1 1
ROC Area 0.825 0.852 0.895 0.924
Accuracy 0.825 0.825 0.925 0.875

5.4 Classified accuracy of first data on test data is 10%

ReliefF Consistency
10% data of testing
EBP REP EBP REP
Correctly classified 100% 100% 100% 100%
Incorrectly classified 0% 0% 0% 0%
RMSE 0.1874 0.2137 0.1689 0.2273

The models derived from 90:10 proprotion of data show high accuracy and
performance of classification into all methods. In FP rate, we still get low values of
ReliefF but without them of CNS that ReliefF is not method selected attribute properly
of this situation. Nevertheless, partition data into 90:10 should not use with quantity
data very low because data for testing is insufficient to measure real accuracy.

We consider proportion data between 70:30 and 90:10 with the result of
these models come in the same way. Their results inform consistently a model derived

from CNS and EBP to be more performance than others.

5.7 Derived rules with second data set

The second experiment uses the same method of first experiment with

second data set total 79 features. Attribute selected by ReliefF is 69 features and CNS
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is 6 features. The derived model is a model and consisting of the same rules of all

method follow as;

1. If symmetry of indefinable shape of calcification is none then interpret
as benign.
2. If symmetry of indefinable shape of calcification is find single then

interpret as malignant.

The derived models give consistent rules that can interpret these rules
following as. An important factor classified breast cancer exists of indefinable shape
of calcification inner both the breasts. Indefinable shape of calcification existent inner

single breast can predict as malignant but none existing in breast can predict as benign.
5.8 Comparison results and performance used second data set

5.8.1 Proportion of data as70:30

We can inspect quality of classification each of model depending on class

from table 5.5 and to examine accuracy of classification each of model from table 5.6.

5.5 Classified performance of second data on training data is 70%

70% data of training Reliefl Consistency
EBP REP EBP REP

TN rate(specificity) 1 1 1 1
TP rate(sensitivity) 1 1 1 1
FN rate 0 0 0 0
FP rate 0 0 0 0
Precision(benign) 1 1 1 1
Precision(malignant) 1 1 1 1
ROC Area 1 1 1 1
Accuracy 1 1 1 1
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5.6 Classified accuracy of second data on test data is 30%

ReliefF Consistency
30% data of testing EBP REP EBP REP
Correctly classified 100% 100% 100% 100%
Incorrectly classified 0% 0% 0% 0%
RMSE 0.0598 0.0837 0.0598 0.0837

From results of table 5.5 and 5.6 used 70% data to train 30% data to test
look like good performance and accurate classification of all terms. There is 100%
correct classification without classification incorrectly, and RMSE is quite low.
Nevertheless, these result is wondering because all ways perform the same values of
parameters in table 5.5 as TN rate,TP rate, FN rate, FP rate, Precision(benign),
Precision(malignant), ROC area, Accuracy. Consequently, derived result both of the

table is low confidence to be able indicated a method to handle to this problem

properly.

5.8.2 Proportion of data as 90:10
We take the results derived from proportion of data is 90:10 to compare
according to each of method that present data evaluation of the models in the table 5.7

and to evaluate accuracy of classification in the table 5.8 .

5.7 Classified performance of second data on test data is 90%

o ReliefF Consistency
90% data of training EBP REP EBP REP
TN rate(specificity) 1 1 1 1
TP rate(sensitivity) 0.947 0.947 0.947 0.947
FN rate 0.053 0.053 0.053 0.053
FP rate 0 0 0 0
Precision(benign) 0.955 0.955 0.955 0.955
Precision(malignant) 1 1 1 1
ROC Area 0.95 0.955 0.95 0.955
Accuracy 0.975 0.975 0.975 0.975
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5.8 Classified accuracy of second data on test data is 10%

ReliefF Consistency
10% data of testing EBP REP EBP REP
Correctly classified 100% 100% 100% 100%
Incorrectly classified 0% 0% 0% 0%
RMSE 0.0764 0.108 0.0764 0.108

From results of table 5.7 and 5.8 show high effectiveness to classification equal
to result of table 5.6, but there are different value of parameters indicated the model
with this data set need additional data to process and need to divide data quantity for
training higher testing in order to expect values each of parameters to show real
performance of model with high reliability. All of the way show accordant results and
their results still find out wrong classification into benign little.

Based on results of table 5.5, 5.6, 5.7 and 5.8, high performance in all terms
and all method of experiment give only one pattern of classification arises from the
result of features that may be the cluster into one feature or no spread of data into all

of features.
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CHAPTER VI
CONCLUSION AND FUTURE WORK

This research is designed to find the method properly to support diagnosis
of physician. However, the research still find weakness and it should resolve problems

following as;

6.1 Conclusion

6.1.1 In term of proportion data

We try to partition data into 2 trials including proportion 70:30 and 90:10
that the result from proportion 70:30 is ability to perform effectiveness in each of the
model to classify breast cancer in terms of class. For first data set, they indicate to the
data with proportion 70:30 to have performance even if the complete quantity of data
is low. Proportion 90:10 may be inappropriate way of allocation data when total data
is very low. It make also low effectiveness evaluation of model and low reliability

because correct classification of re-evaluation on test set is 100% only of all models.

6.1.2 In term of selected attribute
Consistency Subset Evaluation(CNS) is performance to select attribute
higher ReliefF Attribute Evaluation(ReliefF) that can observe results of FP rate in

table 5.3 to decrease missing of classification as zero.

6.1.3 In term of performance of classification to each of class

Predictable benign and malignant of decision tree with quite high
likelihood is true However, derived results show true negative rate high than true
positive or to interpret confidence of prediction to benign higher than malignant.

Because there are low malignant data, that is less benign of real data of processing,
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true positive rate is not high. Moreover, false negative rate is higher false positive rate
mostly that false negative rate should be very low because diagnosis of model inform
negative (benign) low possibility is true or can interpret high accuracy of diagnosis
only the patient without disease but who with disease is low. Missing of treatment in
breast cancer patients when diagnostic consideration according to only pattern of

model.

6.1.4 In term of accuracy

There are quite high correctness and RMSE is quite low of all methods,
and a method should be not implement to this problem as the model used CNS and
REP. However, the results of classification derived from low quantity of data to still

get low reliability.

6.2 Future work
This research should have additional many elements to get increasingly
performance of model of classification on the topic of problem that the details follow

as;

6.2.1 It should specify condition to collect data obviously in order to
decrease ambiguity collected each of the features. We get raw data to be X-ray
pictures of breast that consist 2 colors as white and black. The calcifications are data to
be focused on. They are area of high density inner breast that represent white on
picture and capable to see obviously. Shape of calcification has various patterns. They
can not identify the shape exactly by eye of human. However, The shape is a factor of

all to diagnosis to be cancer so good design collection data lead to good results.

6.2.2 It should be automatic feature extraction by image processing
approach. Gathering data is independence between features (one possibility per one
subject) so expected results should be probability to be each of subject. The automatic

feature extraction is stable and to decrease bias that result is better come from human
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made. Moreover, conditions of extraction can specify consistently and no limitation to

extract quantity of data is numerous.

6.2.3 It should be minimum of records more than number of features

the reliability of model will be increasingly.
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MAMMOGRAPHIC ANALYSIS ACCORDIN TO BI-RADS

NN
BI-RADS 8011910 Breast Imaging Reporting and Data System a1 lag
. . A o ¢ A Y
American College of Radiology (ACR) Tagiiingilszasaive Iinmsutlanatazsisaumauny
[ o a @ o o A
Tunnsuvesssdunndiilu ) lunanaderiu asanuduaulumsldfriussorsdansrany
A = J Y YY1 1 A a a A ] A A QQgJ} =
doanurmedwmndiives l9ddnsiannisasanudralnanie lu uazdadalnaiug
3 <3 9 =\ o o 9 og/} [ ]
Tomailuuziawnnioaiiosla uazuuzihunanelumsquasnudilesieniueg ae 'l wu
a c?/’ A Qy dy dyo/ =\ o 9 a o
AAMUMNATLOSTY H3D aUAITIIETUIHD UonnReeNlse Tewi luauns a1z
o . 4 s Y 1 T2y
191U (audit) VOIFUADNHIIGUBUAASUNIDNAY

d@m¥u BI-RADS fldogluilogiiuiiu 4 edition Fuaualuil 2003

Breast imaging lexicon
v Y I
TUINHIVDUDUIUA. Masses
B. Calcifications
Architectural distortion

Special cases

m g O

Associated findings

A. Masses

[

o o . . {3 4
MINANIINUDY “Mass” 7D space-occupying lesion A lwenasd 2 pan én
3 A 2 Yq Yo 1 A A
Wi mnlanmyia1i1s8191 “asymmetry” unumsdseiiusos lsadu Mass 9
W91501910 1.31/319 (shape) 2. YOUVBINOU (margin) 1A 3. ANHUMUUVDIROY

Y
(density) In8l518a208AA91
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1. 31514 (shape)
a. gﬂﬂau (round)

b. 3 1l (oval) -
c. 3 ndn (lobular)

' Lobular .
d. 31U319U3v5¢ (irregular)

Irregular

MNNNHITITDS1994 1

2. YBUVDINOHU (margin)
a. VOUISED (circumscribed, well-defined, sharply-defined margin)
aa o 19y =} =~ 9 2 4 = @ T
msataneNdeulaliveusey desamnsnszylaivenuesdousouduenuodig
v Y v A A o L v Yy A Y A
1oy 75% veanou laan1adnd uNmansgnuAfe (obscured) MMTOIAUNIINABY G11dIY
' Q [ . .. [ . @ [ 1%
ladrunitsvovlida (indistinct) ¥3ovouiuunn (spiculated) 1¥inoglu 2 Usziannds
1379 circumscribed
b. VeUWHNAUY Ha8dU (microlobulated margin)
c. ﬂlﬂugﬂ‘ﬂﬂﬁﬂ (obscured margin)
Y 2 dij Y Y = £ a Y Y 1 )
TAgUoYRINBUYNVATINNITBIAUNTIUABY FI9339] 1EIVDUVBINDUUIILIT B
(circumscribed)
d. vou'luva (indistinct, ill-defined margin)
lignnsnszyveuvesnou ldida ifpsainlianyag infiltration 1NAINDULDI

@ tﬂy 9 Y =
"lﬂfNLufJmeJSUNLﬂEN



Fac. of Grad. Studies, Mahidol Univ. M.Sc.(Tech of Inform. Sys. Manag.) / 111

e. voutduuan (spiculated margin)

Circumscribed

Microlobulated

Obscured

Indistinct .
Spiculated‘*\

MUINNITIT081994 1

3. ANUHUIUUVDINOHU (Density)
a )=} Y dy 9
TagNa15a x-ray attenuation V09508 T5ANIUNUILDIATUY (fibroglandular tissue)
Y v
Wideiianuddy lugamdouliniglsisazvevvesdoulumsiszilui
Y A~ = [ < 9 ~ A 3 9 o A . 1w A
nounasny I lematluuzisanndoaiiosla o nuE Ui nd density 141101 H30
1 g Y dy < 9 (= % Y 3 [~ a A A
gendndlordiuy vonnintuzsudmuez Tt lvduunsneg duiues luduusnund
radiolucent 18 1uADY
. <
msutlawa density voadon szuemily

a. High-density

=

Equal density (isodense)

Low density ue 13 las fat-containing

o

d. Fat-containing radiolucent
4 3 % ! . .
TassausesTsaindlulusiu 1dun Ol Cyst, lipoma, galactocele ta
d' 1 Y [ % 9 1 A d'd = d' J
soglsannansyrIedounyluiy 18un hamartoma v30NSundn¥eN
. I { @ . 4 % I
fibroadenolipoma 50815AlANANNNANEYE radiolucent 1119991AH Ty

d1mlsznovazineglungu benign mass

B. Calcifications

mMsuilana calcifications W13 U191031519GNY UL (morphology) LaE NI

@ . . . A a = 12 q 1 <} A a A A 9y @ <
NIE18A I (distribution) ENWH“IJJHNGUHWQGlWﬂJU\‘]Vlllcl“lfllglﬁ\i Lummﬂwuﬂ,umﬂmmmﬂumm
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Y Y v
dunvzidudutianininnetiiuy Tagmwizusnanetiiuuaiudareiisend1 Terminal
4 <
ductal lobular unit (TDLU) Salvuiatan
9 o 1 3 ] 1 <3 1 ] [
Tumssreruna 813711991 caleifications  Wu 1 1suzi590g19inuou 019l
o 1< 1 3 . .
tuiludeeszyseazidenlulusieaumanla @ 1 round calcifications 1ioq 1-2 99
81N vascular calcifications Iagmwiz luaaieigiioond1 50 1 dessziinnu
A ~ a . Y
ITEINDIAUNA coronary artery disease ulﬂ
. . ] A IS 3 9 @ dy
Calcifications U910 Tomanvzduuz5 aauuagil
[ < 9 l ! . .
1. Lidluueisaduuedianiveu (Typically benign)
S & < <
2. Mnaneratunzsa (Intermediate concern, suspicious calcifications)

3. #lema qﬁﬂzgﬂumﬁq (Higher probability of malignancy)

1. nguithaiflunzisuduned1amivou (Typically benign) 1Aun calcifications i
Y
anyuzasao il

. . . v A W a ' 3| =
a. Skin calcifications: NUNUANHAE lucent-centered ©1IN Usratlumiaew (polygonal shape)
WANUN inframammary fold, parasternum, Soud (axilla) HAATUHIUY (areola)

Y 1
Tangential view VLFIOPUTUN calcification ﬁﬂgﬁ WM
. . 3 . . o A ) 9
b.Vascular calcifications: 1#i calcifications anyazvidous1esa v ldauveudiudisves
& g . & a g . .
tubular structure FUT/U calcified artery Mnaludu Tunica media
4
c. Coarse ﬁ%’e‘l “Popcorn-like” calcifications: calcifications ﬁﬁﬂﬁmumﬁlwm (>2-3 UnaLung) i
anbuzgUsendied 1 Tnana i involuting fibroadenoma
o ! a 3 g

d. Large Rod-like calcifications: calcification anyaizHazinaly ductal ectasia v uduen
ApNY YAININATIMITOIMNAD 1 adns 9198A39Na199 lucent 111D3IN calcifications 0Y

A o ' oy Ao Y =2 o o 9 . . ' g‘ A Y
BNWICNAUIVDINDUIUY mmﬂumumummmumﬂ calcified secretion GLH‘W@H"IH?JTIGUEJ”IEJ@]’J

. ~ Y ~ @ 1 : A 3 v A Y
(ectatic ducts) fﬂiﬁﬂ\‘l@]'Ji]%ulﬂ@nllﬂTiLiEJQ@]”JGIJ@QT]'OHTHN ﬂ@tﬂujﬂﬂﬂﬂﬂﬂTﬂﬁﬁluﬂ RERIYIZN
A v ' g’ o qgj Y . . Il dy o =
ﬂqmuawﬂﬂmummuu LLEI%llﬂHJLWN 2 U secretory calcifications I¥UY NﬂW‘]Jil!ﬁ@]i@1q

1 =
1NN 60 U

%] dyﬂl S v o oa.l’ 9 A

e. Round calcification: calcifications aNHUTUDIUNITNTLDIYNIND €] NAUATUV (scattered) 89

q < Y A <} 1 a A % ' . 9 . . =
"liJGI,“IﬂJzLN DIUUVHIALANNIT 1 UAALUNT nﬂagﬂu acini Y94 lobules 01 round calcifications U

<] ' a a 1 { .
VUIAANNI 0.5 UadAT 32158131 “Punctate” 1UNFANITIY isolated cluster of punctuate
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. . o & a 0911 Qy 4 . I
calcifications 3UTUADIAAMUNATLIZTY HTDD1ADAUNIZTULILD (biopsy) DU
. . A a d? [l A 1 9 9 = o A [ <3 9 1
calcifications T]Lﬂﬂ‘lJ‘L!(l‘ﬁll meag‘lummmwmmwmﬂﬂiﬂymzmmmwm@u
Y
f. Lucent-centered calcifications: calcifications anyaiziyuil Huwrauanaianu'ldunn eruia
Y
1491 fat necrosis 30 calcified debris 1MUY VYBUVDA calcifications ILHUINT
calcifications UL “rim” #30 “eggshell”
. . . < . . Ao A < 9y 1 a
g “Eggshell” or “ Rim” calcifications: 11U calcifications NIVRWIZNVO LY UITULN g lsiAu
] Y
A A ' o . . . & °
1 yaaiuas ﬁgﬂiwﬂau mms{]umﬂumﬂ fat necrosis 1130 calcifications ﬁwuwmqqm (cyst)
|
h. Milk of calcium calcifications: 1JUN15ANAZNOUVDY calcifications 11 macro H3®
. . < o ' o A ' ] o
microcysts 11 CC view dgtfimiilugisnnauiluilu  (fuzzy) Tum 90° Lateral aziwiuilugil
o 4 J ' f 9
WIZTUNTITY) (semilunar, crescent shaped, curvilinear) agﬁ’mmwm cysts Milk of calcium i
1< . . a A A~ A ' A 3 Y
11l calcifications ﬂfuﬂmsm/mmmJawgﬂswiummmmimmm 2 MANSIRINDU (CC Lag
90’ Lateral)
. . . I . ) Ao A Y A g A A o
i. Suture calcifications: 11U calcifications NIUNUNMY HIDAWNYIAUNTONINMITHIAA
@ @ @ a Y a3
j. Dystrophic calcifications: nulwduunerdimsniessdsny usamamurdansuIaRY
9 v A 1 = = [} 1 A A v A
(trauma) VYDUAUY JJﬂiJE”IJ'iNGlJ'):GUﬁ%lliJLﬁEJU LLﬁ%iJGUU'IﬂGlﬁﬂJUﬂ’N 0.5 Yaauag Lazuny lucent

centers

2. Calcifications Nimnaderadunzisa (Intermediate concern, suspicious
. . S =
calcifications) 32 152100 Ao
4 . ge . . . . oA A < ~
a. Amorphous %39 Indistinct calcifications: calcifications YUY ITHUUIALAN @jﬁ%’] (hazy) n
] ' @ A Y 9 a v o 9
"lummmszugﬂinaﬂymzmawwmzm"l,ﬂ DIUNITNTLIYAIND 9 AU (scattered) S
q v 3 19y v J o . . =
Tiilguzi5e uaginmsnszaedndudnyme Clustered , regional, linear ¥J® segmental
o & 9 o t:y dij .
1Y UABININITIZFUIUD (biopsy)
[ . . { (% ]
b. Coarse heterogeneous calcifications: 92131 calcifications ﬁﬁaﬂymmqﬂliz YUIANINNN
0.5 Hadmas uazinazsauaanu uavuialilvajimy dystrophic calcifications, calcifications
a dy 9}3 ~ 1 (] <3 A Y o <3 ~ ] 1 < ] .
FUAU Wﬂulﬂﬂ\‘lcluﬂTJ%WulﬂJGlGHﬂngiQL!a%LﬂEI’JGU’ENﬂ‘UingiQ ﬂ13$1/lulllﬁl‘]51|$ﬁ\‘] L%U fibrosis,
A < 9 £ 9 g Ay g ot < S .
fibroadenomas #1390 N1TUIRLRUVDUATUY mmzﬂumﬂmmqﬂuGl%mu,ﬂ 1 uan evolving

dystrophic calcifications
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3. Calcifications NNloma gaﬁ%rﬂuma%a (Higher probability of malignancy):
. A A v ' VoA A A
calcifications N3AvE luNquil 1 2 Uszinn Av
. . . . & . . ’ d‘ 1 [ =
a. Fine pleomorphic calcifications: 10U calcifications gﬂﬁwwqﬂﬁzmmaxau UAINY
9
1 % 1 % [ J a a
LLG]ﬂG]NﬂuVN"UuWHLazgﬂiN uﬂﬁmmmaﬂmw 0.5 Waaluag
. . = . . . . . o & E H
b. Fine linear %13® Fine—linear branching -calcifications: Aniuiduaa gl s

A v A Y 9 ! A a &£ . . A 1 3’ A & <3
AOLBINY UAUNINUBININ 0.5 Haamuas Fuilu calcifications ﬂ@gium@uqumﬂlﬂUNZﬁQ

Distribution modifiers

o ] I
19155818 INTL18A VB calcifications Iaauiaeeniilu
a . Diffuse/Scattered:
v Y v
1NIN3201907 9 NAUAIUY punctate 11 amorphous calcifications NUNITNTLIGA
o A 19 1 < . v g { z
anyazil 1 luei59 (benign) tazsintuiduuisaasdng
b. Regional:
@ . . " @ dy 9 a 1 ]
N3NTZIWAIVDN calcifications 8gN7 9 Tiilodunl5iasnInna 2 ce. waz il
o ' 31 < 3 1 2 o
AMTITE9RIVOINDUIUN (duct distribution) auduig quadrant W30 WINNHIL quadrant U1
] 1 < 1 I Y @ 1 . . v @
Tilguzi5e edralsiaudesgdnyaz 31519 (morphology) U84 calcifications  tfazdy
Usznavudie
¢. Grouped or clustered:
9 1 Y dy Y a Y 1
195035919 calcifications 8191108 5 30 TwiloiuulTuasiosndn 1 cc
d. Linear:
. . = ~ o Y £ o Y [ a3 A ==
calcification UNFIFEIAIMNLUNTU FIh IR Uaedonouz5 UN09INLAAIDINTT
~ Y] ' 9
3eeda llaunevuy
e. Segmental:
. . A = v W d" ] o A I < A = %
calcifications NUNFIFeIAIANEULHINAIToNITUNITI HOIINTIIAINNA IV
' oy ] < ~ q 1 < 1 . . = = 3 1 dy
voanou iy 8819 15nn A1z N 11192159 19U secretory calcifications 819371513 89@ AU
U @ 1 o . . 1 Y A v ~ 1 A @ ] [
18 woniuTaegangls19dnyme 04 calcifications 14U dllanyugFouaoiiloany vy

. . 1 . . . R Y] 1 o
secretory calcification @71 malignant calcifications U aduduuaniin liGevaieave
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Clustered Segmental Regional Diffusely
Scattered

MAUANITIT0819949 2

C. Architectural distortion

A ~ A” Y = a dy A [l ~ 1 @ [l [ [

ADNITNIUBDATHUUNITUALVYINITDYU Tﬂﬂw"lmmmaﬂymmm mass DYNULLUYA LA

A . . 1 9 Y 1 val) Yo a3 A Y 9

919N mass , asymmetry H30® calcifications 3IURAIY o1 lifilse3a 185 v unTerdad
o o 9 o Qy d’l A . . . = < A

PN U UABININITIIZTFUILD 1UD991A architectural distortion DIVUFAUNANIINUSIIINTD

radial scar

D. Special case
1. Asymmetric tubular structure/ solitary dilated duct

. @ [~ 1 % J g’ a 1 oy %
U density aﬂymmﬂuwa@ﬂﬂmmmmmﬂamuu NN IUNINsUEEaI Tu

dd‘ (=} a Qd' 1 9 (% dyo/ 1 =1 o w
ﬂﬁﬂ!ﬂuluuﬂ’l']MWﬂﬂﬂﬁ@uﬁ’JﬂJﬂ’Jﬂ ANYUE tubular structureuiJﬂhliJﬁlﬂiiJﬂ’NiJﬁ1ﬂfg

2. Intramammary lymph node
Y
anvazasmiwdesluduuilnavziizilsadiela (reniform)
= . o A o A a A a3 ' ] Ay
92 radiolucent notch inﬂhlGIJiJ‘L!‘VI hilum UHUVUIA TLHUANATHIDIANNIT WLUDINATY
A 9
lateral Y19 upper VBIUATUY
3. Global asymmetry
Asymmetric breast tissue NIV TTHINVTIUATIN UV UA UV TV LEAAID
Ysuasveudiuunuinndl azdea lull mass, architectural distortion W3 suspicious
. . o . . o L. 1
calcifications 1agn 1 global asymmetric breast tissue 11y normal variation LAY

ANNAIAY AR INUANNAALNADINNITATINATULNNARUNTINAD
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4. Focal asymmetry
A 1 9 @ 4 1 1 [} 9 ]
WU asymmetry 1/'|l|Zl'j‘]Jfl”Nﬂa'lUﬂuﬁlUﬂ'lWl@ﬂclfﬁﬂ 2M ll@hlllﬁ’lj\l’liﬂigumaﬂlmﬁqﬂuu
) I 1 A a dy 9 T o & ] Jy < @
G])'@VI']GLWVI,?JLWNE]H mass mmﬂ@i]1ﬂL1!’E]LGnmJU13JL1/HﬂuL‘]JuWEJ?JlJ Tﬂﬂlﬂw'lgﬂ'llwuhleullullﬂiﬂ
oL Y Ao & Y A A a A A o g ~ L v
@g (mterspersed fat) aﬂymgLclfuufl]'llﬂugl'ﬂQj\lﬂ’]iﬁj'Ji]lWllW]lllW@ﬂu&u'J“ﬂulWf]\‘ilual&'null

1 @ 4
LFU ﬂﬂl,gl}'luiJ"UfJ'lfJLﬂWWngﬂ w%‘emneamwnu

E. Associated findings

]
~

Y
1. Skin retraction: 1N131AAITIVBIRIMITURMIZN
. . 4 = 3 9 Y I C?j Y < ~ =
2. Nipple retraction: HIUNYNAITUVTIN fn!.'l]1!1/]\‘lﬁfNGll'NL!a$L1J1!1J11!11!Tﬂ‘(’1°ﬂllllllﬂ'ﬂu
a ad 1 Y . . dy " Al 9 v <
wﬂﬂﬂmuqsmma nipple retraction H'hinedeenuueis
. . . < = A b oy . ~ o '
3. SKin thickening: 21 umWIEN (focal) I UNINUATUY (diffuse) TagAIMIIHUINI 2
Haquwag
Y
4. Trabecular thickening: Fibrous septum YOUAUUHUIYY
. . A <3 d Y c?j & o Y 9 Aa
5. SKin lesion: fﬂzixuﬁlummﬂawamemuﬁlumwmﬂmim@nuum 2 M G])'\ifﬂ‘ﬂ‘l’]fl‘l"iﬁll'ﬂ%ﬂﬂ
Y1 I A 9 A o 1Aa @ a A Aa
"lmnﬂm@ﬂiiﬂmg“lummu ﬁTNTiOﬂUﬂH?W@QVIW’JWHQ Iﬂﬂfﬂi@]ﬂ marker ‘V]i@fliiﬂllilﬂﬂ!
HINIIAINA
. 9 1 :’ A Ao Y A a aln ¥ 1 1 1
6. Axillary adenopathy: 019U UUYADINTNLLT Nﬂ?TllWﬂﬂﬂﬁllﬂLLﬂ mum“lmyumm”l 2
a 1 . o o 9 P aa
L UALUNT, lliJﬂJ fatty hilum %1&ﬂu@]@ﬂi$uﬁluﬂ15&ﬂﬁWﬁiﬁuﬂWiﬁiﬂﬁ]ﬂWQﬂﬁuﬂ LaSHNIID
IVHIANDUS MUANUHIZ A
. . . I A [~ ~ [ o
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Y
11921572 Benign Finding - 1¥damunaminsinluszesdy

J { 1 I~ <3 1
M54 category 3 T4 lammiznsaitunvaz ludTemaduuzis gae (oanin 2%)

[
' = ' v Y

9 1 { o . a3 . . . 1 {
llllcl%'ﬂqwﬁmﬂﬁzﬁilﬁ benign NUNELIN (indeterminate category for malignancy) nounzina
9 = A

g 11 category 3 AoslimaasrauuyTunnsuldasudiu 1wu mstenmnammiziuag/vso

Yy A A ~
ﬂTiI%ﬂaulﬁﬂﬂﬂﬁTNﬂqq

2 Ao VR
ﬁﬂ@]i?ﬁ]WUﬂﬂﬂﬂgiuﬂquuqﬂllﬂ
Y Y
1. Nonpalpable, circumscribed mass on a baseline mammogram EJﬂL’SJ)uQ IR (cyst), aouirana
Tuduu (intramammary lymph node) L4812 benign finding au 9

A A o = . Yy = ' .
2. Focal asymmetry MUDNINITNARWIEN (spot compression) umugﬂinmq (thin)

2
AAy A

: -4 ' [ l
3. Cluster of round (punctuate) calcifications FansaitSadunn aunmum%@agiu category 2
a o q Yo Y] y o A o v A
msmmuWaﬁlmuwﬂwmuuuTmmimmumnuuiu 6 Lﬂ@u‘ﬂﬂllﬂ (MIAKNUIN) DIAINTID
09.1’ 1 ~ o Y o 09.1’ Y = A @ A [
NUHUBYAIN uuzuﬂwmlmﬂmmium 2 6111\1GI>°L!’li']ﬂ 6 m’auaﬂ”lﬂ (12 Lﬂ@uﬁﬁ\‘]%WﬂLLNNINLLﬂ

o AR 2 vq ¥ a 0 q ¥ &
sunsausn) a1 luinmslasundadli 1y category 3 auan vazuuziiliasrvuuu Tuunsuig



Fac. of Grad. Studies, Mahidol Univ. M.Sc.(Tech of Inform. Sys. Manag.) / 119

Y I
2 9191udn 12 @eudalyl (24 imoundeiwunTunnsuassn) dsnelinldeundas 19
v <3 a o [l 4
a1l category 2 #3031 la Saamuwalszanm 2- 3 3 uazdanaluinlasuuilas awnse
4 1A % [ 1 AaAa o { [
aou'ly1d category 2 uawtiavoIn1sasIainazeglunguIiany (diagnostic) tnuziilu
MIATIVAANTON (screening) 13U Fansdesldmsnammzilumsaamuna
o 4 3 1 LA { [
Tupr951e S9N uN category 3 NAAMIUNAN 6, 12 Lag 24 AoUTumMs

A a d A I o egj o dg} Ty o A s

asnuNlnd Neusan)asu category WU 1 A1TUNIIIA category ITVUDYAVFIALUNNIN
Y 9

1 Y <3 1
211U TUN T VAT I AU UNINZ A

AA Y A s

E4 4 Y
Tuyassansamzduiieasivnsaingiheniounnddquainnuia
=

9 4

A T 1 =) < 1 a ~ @
‘ma”lmJuimmz”lmumﬁzmnmsmmuwa NIUUNITIA catego

= v ~ 1
SUYUNUANULTUIND
v P

]
< ] 9)421 [ @ A Y Yo ' A =2 9 a A <
U vlﬂJvlﬂ"IJHﬂiJﬂ'liiﬂB'lVIEjﬂ’JElvlﬂiﬂ NAIND DILVUNITIRICTUIUD D

v
g93alu category 3
= S
ununazily 4
) v v 9 4 a Ao ] J ] I . Y .
AIMIVDANIIL1IU Wmﬁamwmmgiuﬂqnuﬁmﬂu benign 1un complicated
{ o T ' I { 1 I 1
cyst Nad1 1’18 91nmsdnymud v hypoechoic solid masses HuouiFoy, gusruilugyla
o n v = I 3 Y ' . = 3 '
vazad ldla  TemanezdunzSanudoonin 2% microcyst mms’smﬂuﬂqu (clustered
. 3 Y ' 9
microcysts) ﬂmmsmﬂagiu Category 3 14
9y Il o & 9 a a . 1 v A
ﬂﬁclﬂf category 3 g1z AN ufosmsdsaiuna (audit) N159IUVDITIA
@ vy Y q9 it A g < ) ' o w
UNNYLUAASNIUAIY ﬂﬂ“lf category uﬁluuuuTmmiuiemﬁmﬂuumﬂﬂaiuaﬂﬂﬂ 2% @INIY
A = = 9/ =2 Y @ 1 1 ~ <3| s < 9 ! 1w
ﬂﬁuﬂ']']ﬂJﬂqflﬂiluJﬂ']ﬁﬁﬂ‘]aﬂsllﬂﬂgﬁﬂiuliJiﬂﬂ LLﬂTﬂﬂWﬁ‘ﬂﬁ]%LﬂuNzLi\‘lﬂﬂ’)iuﬂﬂﬂ’ﬂ 2% 1¥UNU
) [ o ] [ VoA < o ] [
#1150 MRI 69 lilimsdnuimsianguasasianilu category 3 wazdaliuidain Category
2 3 < 9 =
3 910 MRI # Temattlunzisanntiosiisala
a g 4 =2 9 ' Aa = < 3 1 a
NIIAANTUNAISYIS T UY ﬂ\‘lL!?JW°]JQWiﬂﬂiﬁﬂﬂ@I@]QWN@QLﬂuingiﬂ ﬂhlllﬂ’Jillﬂﬁ'

= < . 4 . 1 a
nlasulasvesszezunangs (staging) HaZMINGINTAL15A (prognosis) IEVINMITAAAINNA

Category 4: Suspicious abnormality- Biopsy should be considered
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complicated cysts IUDIATIVF UL (biopsy) U®4 pleomorphic calcifications 1HB991NAINTID
Ao 1 dy 9 = (] 3
WUNTAY 11 category HAT1MIN Fduandoaiili 4A, 4B 1ag 4C
Catergory 4 A
{ A o oI o w A a ] o 0 I~ I~
1¥lunsaindensranuiududesiniaaomaiuay uaasdoinzilunzsalon

.. . ' o 1 2 X /o < 3 v
(low suspicion for malignancy) "lumﬂmq’nwa%umamawam;aa’mmﬂmﬂumm NS EATMIANS



Adchara Charoensup Appendix / 120

I . 9 a A A 2 v o 1 A Aw [
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Category 5: Highly suggestive for malignancy- Appropriate action should be taken
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Category 6: Known biopsy-Prove Malignancy-Appropriate action should be taken
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