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ABSTRACT

The current trend in breast cancer incidence is on the rise. At present, there
are several tools for breast cancer screening and diagnosis. Mammography has been an
effective method for diagnosis which has been capable of reducing breast cancer
mortality rate by up to 35%. In general, the radiologist diagnoses breast cancer by
screening for abnormalities, tumors, and calcifications, derived from the interpretation
of the mammogram. The recent availability of the digital mammogram has revealed
the opportunity to conduct Knowledge Discovery in Database (KDD) research in this
field. The main objective of this research was to use data mining tools such as the
decision tree to generate rules governed by features extracted from mammogram
images. The decision tree automatically converts the feature based data into rules that
can be interpreted as pieces of knowledge. The feature extraction for this research was
performed by a human expert. Two methods of feature selection were tested, the
ReliefF attribute evaluation and Consistency Subset Evaluation (CNS). The C4.5
decision tree algorithm was used to generate the rules. Two methods of pruning were
implemented, Error Based Pruning (EBP) and Reduced Error Pruning (REP). From the
results it was shown that all models provide sufficient accuracy and good performance,
except the CNS with REP method.
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