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Threshold Logic Transfer Function
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Radial Basis Function
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Bilayer Feed-Forward/Feedbak Networks
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(Backpropagation Artificial Neural Networks)
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22 208 452 .8 37.88 695 208
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AL KUnet-Import Data
]

W [ Create Pattemn File

Flow D ata
[Data File
|D:\ﬂ§ayam[ﬂ\§agaﬁm ariivnEhgaialnas N1 DAT iew List
1 List of data Output hode
Ban Bang Mun Mak . Bang Mun Mak . Phichit, (N.8] ~ Forestry Office, Muang, Man, [N.1)
I Ban Bang Mun Mak, Bang Mun Mak, Phichit, (M. 84) W 4
Taphan Hin. Taphan Hin, Phichit, (H.10]
Taphan Hin, Taphan Hin, Phichit, [N.104) Input nodes
Ban Hat Phai, Tha Pla, Uttaradit, [N.124, Farestry Office, Muang, Man, [H.1]
an Sar, Sa, Nan, [N.13) T aphan Hin. Taphan Hin, Phichit, [M.10)
Bar Bur Mak, wiang Sa, Man, [M.134) e Churm Saeng, Chum Saeng, Makhon Sawan, (N.14)

1€

Chum Saeng, Chum Saeng. Makhon Sawan, [M.14) BanSan, 5a, Man, [M.13]

Wiew record year

| Tt elowat lenwer pess ’—1 — [ apr [ May [ dun W Jul W Aug W Sep
[ Oct [ Mevw [ Des | Jan [ Feb [ Mar

Lower year and Upper year of data Drata missing pear Select Month of Data to import

Train netwark, upper year 2000

+ = Wirite pattern file:

Test nebwork lower year 2001 =
Target lag time -
Test network upper year ’— |C:\Program Filesh kU netsnsdifiduau'a-3-3-3-1 pat Wiite Pat File
2002 1 days

Close I
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KUnet-Network Pattern Data

MNode Data File

Data file |ﬂﬁwu§'ﬁa:uansﬁﬁ'nm\%a&qaKLIneha'w\nsﬂ?i4ﬁ1u\4-3-4-2-1 pat Wiz |

Mumber of [nput node = Mumber of Dutput node =

Input pattern ] |riput tesst ] Target pattern ] T arget best ]
Line il 12 13 14

» 1 111 1038 10.6 1612
2 113.4 11 a8 106
3 231 1134 835 8.8
4 77 291 7 a.35
] 7 7 E.ES 7
5 103.8 77 18.99 B.ES
7 1256 1038 97 18.99
a 1122 1256 118 97
9 105 122 27.98 1.5
10 1243 105 27 27.98
11 174E 1243 2433 27
12 128.2 1746 17.44 24.33
13 103.8 128.2 1414 17.44
14 135.2 103.8 4112 14.14
15 166.5 135.2 3788 112
16 1696 1EE.S 422 Jr.88
17 283 169.6 1309 922
14 E10.5 289 513 1309
19 544 E10.5 1275 BR hd
Save | Close
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Ao T8 @
Metwork definition Training parameter
Network layers 5 Max iterations 10000 Train
Pariod
Input node 4 Slope parameter 01
From 0
Output node 1 Momentum factor 08 Ta 0
Hidden node 9 Gt at error 0.05
Mizzing
Trangfer function Sigmoid Autozave R00
Training patterns B30

+ Generate new random weight and bias
" Read random weight and bias from file [.ini) El

" Read weight and bias from previous trained

Training results

Iteration 1429 Estimated time 00:16:40
Percent complete 14 Elapzed time 00:00:05
Min error occored 0.0865 Femaining time 00:14:29

Total Error 0.0865
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KUnet-Test network

Metwork Definition Trained Metwork parameter
Metwork Layers |3 Max Iterations 10000 Test
Period
Input Hode 4 Slope parameter 01 Erom i}
Output Mode 1 Momentum factor 08 To 0
Mizzing
Hidden Mode g Tatal emar 0.0485
Transfer function Sigmoid El 09934
El 09365
Wiew Network
Run Test | Cloze

AN 49 ‘Viﬂ'm’ﬂﬂi%‘]J’Juﬂ']'iﬂﬂﬁ@ﬂﬂ]ﬁ]\ﬂﬂ’iuﬂill KUnet

&Y
2.3 NIZUIUMINEINTROATING Ina (Forecasting Process)
A s 2 9y o ' A Ay v
WONIZUIUMTINATDULFIIAU ﬂ'l@]@\1ﬂ']5u'ﬂﬂi\?"u'lfJTJﬁgﬁ'l‘VIL‘ﬂfljJ‘Vl‘lﬂjJ'lchf
Tumsnensaionsimslva 1¥iden Forecast mnuthvendn udald mput Data naznatly

o 3‘ ' 4 &Y o .
MUWUIMN LﬁﬂWUTﬂimﬂ@li’lﬂ'ﬁq'ﬂa gataasluninn 50

= Kunet - Discha rge Forecasting |Z| |§| [g|

Input data

Enter for Forecast Cloze |

~ 9 Aq Y o
DINN 50 W“L!ﬁ]’ﬂ‘l/'lslalfcluﬂ15WEJ'Iﬂ§ﬂJ’E]§°’I§1ﬂ'Iih],‘Viﬂ

o Y o

3. HaMINYINTAoATIMI mannTilsunsn KUnet  uaasldndaninnszuiums

a Y A s 2 - ) \ . v
Fouinionszurumanadeuasedy  Taeiseng 1d0nmInally View Target VU0

£ '

¥an U&1AsN View Train Data %30 View Test Data #a391n1ul#natly Get Data tiogra

4 £ I = = 1 [ ~ Y @ a LYY
msnensal  FuaauiunsnlFeufieuszuiedasims nai ldnnmsiase dudas

Ay y o @ A
ﬂ]ﬁulﬁaﬂllﬂﬁl']ﬂﬂ'liﬂTN'Jm aatgaalunini 51



AMNN_ 51

KUnet-Plot Target vs Calculation Target
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Rating curve data Rating curve graph
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Slope Momentum Train Test
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