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คํานํา 

 
 การพยากรณอัตราการไหลเปนกระบวนการที่ใชในการวางแผนและบริหารจัดการน้ํา  
รวมถึงการเตือนภัยที่อาจเกิดข้ึนจากสภาวะอุทกภัย (Flood  Warning)  เน่ืองจากกระบวนการทาง
อุทกวิทยาและคุณสมบัติตางๆ ของลุมนํ้ามีความสัมพันธทางกายภาพที่สลับซับซอนและเปนแบบ
ไมเชิงเสน (Nonlinear) สงผลใหการพยากรณอัตราการไหลมีความนาเชื่อถือในระดับที่จํากัด  
ดังน้ันควรมีแบบจําลองในการพยากรณอัตราการไหลที่มีประสิทธิภาพ 
 
 วิทยานิพนธฉบับน้ี  ไดใชโครงขายประสาทเทียมแบบ  Backpropagation  สําหรับการ
พยากรณอัตราการไหล  โดยโครงขายดังกลาวจัดอยูในชนิด  Meso  Structure  ซ่ึงมีลักษณะ
โครงขายเปนแบบ  Multilayered  Feed  Forward  Networks  ประกอบดวยชั้นรับขอมูล  (Input Layer)  
ช้ันแฝง (Hidden Layer)  และช้ันแสดงผล (Output  Layer)  โครงขายประสาทเทียมชนิดน้ีมีลักษณะ
ยืดหยุน  ใชขอมูลนําเขา (Input Data)  ที่มีตัวแปรจํานวนนอย  และเหมาะสมกับการนําไป
ประยุกตใชในการพยากรณ 
 
 วิทยานิพนธฉบับน้ีเปนการศึกษาเพ่ือนําหลักการและทฤษฎีของโครงขายประสาทเทียม
แบบ  Backpropagation  มาประยุกตใชในการพยากรณอัตราการไหลของแมนํ้าในประเทศไทย  
เพ่ือประโยชนในการวางแผนและบริหารจัดการน้ําตอไป  โดยไดใชโปรแกรมคอมพิวเตอรชื่อ 
KUnet  เพ่ือชวยในการพยากรณอัตราการไหล  และทําการทดสอบโดยใชลํานํ้ายมและนานเปน
กรณีศึกษา  เน่ืองจากสภาพลํานํ้าในลุมนํ้ายมและนานสวนใหญต้ืนเขินและเก็บกักนํ้าไดนอย  มัก
เกิดปญหาอุทกภัยข้ึน  สําหรับการคัดเลือกขอมูลนําเขาไดนําขอมูลปริมาณน้ําของสถานีวัดปริมาณ
นํ้าจํานวน  3  สถานี  ในพ้ืนที่ลํานํ้าในลุมนํ้ายมและอีก  3  สถานี ในพ้ืนที่ลุมนํ้านานมาทําการ
วิเคราะห  หลังจากนั้นไดทําการทดสอบโปรแกรม  เพ่ือวิเคราะหประสิทธิภาพในการพยากรณ
อัตราการไหล 



 

วัตถุประสงค 
 
 1. ศึกษาการพยากรณปริมาณน้ําทาของลํานํ้ายมและลํานํ้านาน   โดยใชโปรแกรม
โครงขายใยประสาทเทียม  KUnet 
 
 2.   ทดสอบกระบวนการพยากรณอัตราการไหลรายวัน  โดยใชกรณีศึกษาของลํานํ้ายม
และลํานํ้านาน  โดยเปรียบเทียบผลการพยากรณกับขอมูลทางสถิติท่ีมีการบันทึกไว 
 
 3.  นําคา พารามิเตอร  ที่ไดจากการปรับแกคาที่เหมาะสมในการคํานวณ  โดยใช
โปรแกรมโครงขายใยประสาทเทียม KUnet  ของลํานํ้ายมลํานํ้านานมาเปรียบเทียบความแตกตาง
ของทั้ง 2 ลุมนํ้า 
 

ขอบเขตการศึกษา 
 
 1. กรณีศึกษาท่ีใชในการทดสอบการพยากรณอัตราการไหล  ไดแกลํานํ้ายม ณ สถานีวัด
ปริมาณนํ้าทา Y.1 , ลํานํ้านาน ณ สถานีวัดปริมาณน้ําท่ี N.1   โดยทําการพยากรณในชวงฤดูฝน
ระหวาง เดือนกรกฎาคม ถึง เดือนกันยายน 
 
 2.   ขอมูลที่นํามาใชในการพยากรณอัตราการไหล  ไดแกขอมูลปริมาณน้ําทารายวันของ
สถานีตรวจวัดปริมาณนํ้าในพื้นที่ลุมนํ้าที่มีอิทธิพลตามคาสัมประสิทธิ์สหสัมพันธตอปริมาณนํ้าทา
รายวัน  ณ  สถานีที่ทําการพยากรณ   
 
 3.   ทําการทดสอบโครงสรางของโครงขายประสาทเทียมและคาพารามิเตอรตางๆ ที่มีผล
ตอการพยากรณอัตราการไหลรายวัน 
 
 
 
 
 



 

การตรวจเอกสาร 
 

อัตราการไหล 
 
 อัตราการไหล (Discharge)  หมายถึง  ปริมาณนํ้าในลํานํ้าที่ไหลผานหนาตัดของลํานํ้าใน
ชวงเวลาหนึ่ง  ปจจัยท่ีทําใหเกิดการไหลประกอบดวยแรงโนมถวงของโลก (Gravity)  ที่กระทําตอ
มวลของไหล  แรงดันนํ้า (Water  Pressure)  และแรงเฉือนที่ตานทานการไหลของของไหล  โดยมี
ทิศทางการไหลจากบริเวณที่มีพลังงาน (Energy)  สูงไปสูบริเวณท่ีมีพลังงานต่ํา  ซ่ึงปริมาณของ
อัตราการไหลขึ้นอยูกับกระบวนการทางอุทกวิทยาและคุณลักษณะตางๆ ของลุมนํ้า  เชน  รูปราง  
ความลาดชันและความขรุขระของลํานํ้า (Channel  Characteristic)  ชนิดของดินในพื้นที่ลุมนํ้า  
(Soil  Type)  และลักษณะของพื้นที่ลุมนํ้า (Watershed  Topography)  เปนตน 
 
 จากกระบวนการทางอุทกวิทยาสามารถอธิบายการเกิดอัตราการไหลของปริมาณน้ําทาได  
ดังน้ี  นํ้าระเหยจากมหาสมุทร  แหลงนํ้าตางๆ และพื้นดินกลายเปนไอน้ําในบรรยากาศแลวกล่ันตัว
เปนนํ้าจากอากาศ (Precipitation)  ตกลงสูมหาสมุทรและพ้ืนดิน  เชน  ฝน  ลูกเห็บและหิมะ  เปน
ตน  ฝนบางสวนไดระเหยกลายเปนไอนํ้ากอนท่ีจะตกถึงพ้ืนดิน  และบางสวนก็ตกคางอยูตามตนไม
และส่ิงกอสรางแลวระเหยสูบรรยากาศ  ในกรณีที่ฝนมีปริมาณมากกวาอัตราการซึมทําใหเกิดการ
ไหลตามผิวดิน (Overland  Flow)  และไหลลงสูลํานํ้าเรียกวานํ้าทาผิวดิน (Surface  Runoff)  สวน
ปริมาณนํ้าท่ีซึมลงในดิน แบงออกเปน  2  สวน  โดยสวนแรกเปนสวนที่ซึมลงในดินชั้นบน  แลว
ไหลออกสูลํานํ้า (Interflow)  อีกสวนไหลซึมลงไปสะสมในชั้นนํ้าใตดินแลวคอยไหลออกลงสูลํา
นํ้าในที่สุด (Groundwater Flow)   ดังน้ันอัตราการไหลของปริมาณนํ้าทาจึงประกอบดวยนํ้าจากการ
ไหลออกโดยตรง (Direct  Runoff) และการไหลออกพื้นฐาน (Base  Flow)  สําหรับการไหลออก
โดยตรง คือ การไหลตามผิวรวมกับการไหลออกทันทีของนํ้าที่ซึมลงในดินข้ันบน  และรวมกับ
นํ้าฝนที่ตกลงบนลํานํ้าโดยตรง (Direct  Rainfall)  สวนการไหลพื้นฐาน คือ การไหลใตดินท่ีเกิด
จากการซึมลึกลงขณะที่ฝนตกรวมกับการไหลของน้ําใตดินจากชั้นนํ้าใตดินออกสูลํานํ้า  ซ่ึงกราฟที่
ใชแสดงความสัมพันธของอัตราการไหลหรือคุณสมบัติตางๆ ของการไหลเทียบกับเวลา  คือ  
ไฮโดรกราฟ (Hydrograph)  โดยลักษณะรูปรางของโฮโดรกราฟ  มีผลมาจากปริมาณน้ําและ
คุณลักษณะตางๆ ของลุมนํ้า 
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การเคล่ือนที่ของปริมาณนํ้า 
 

การเคลื่อนที่ของปริมาณนํ้า (Flow Routing)  เปนวิธีการหาอัตราการไหลเทียบกับเวลาที่
ตําแหนงทายนํ้า ณ จุดใดๆ จากขอมูล Hydrograph  ที่ทราบคาที่ตําแหนงตนนํ้า  โดยการวิเคราะห
การเคลื่อนที่ของปริมาณน้ํา  สามารถแบงออกเปน  2  ประเภท  (Subramanya, 1994) ไดแก 

 
1. Lumped  Flow  Routing 

Lumped  Flow  Routing  หมายถึง  การเคลื่อนที่ทางอุทกวิทยา (Hydrologic  Routing)  
โดยพิจารณาฟงกชันของเวลา (Time)  เพียงอยางเดียว  ซ่ึงนํามาใชในการอธิบายการเปลี่ยนแปลง
ฝน (Rainfall)  ไปเปนนํ้าทา (Runoff)  ที่เกิดบนพื้นที่ลุมนํ้า  แบงเปน 2 ลักษณะดังน้ี 
 Reservoir  Routing   

1.1  Reservoir  Routing   เปนการเคลื่อนที่ของปริมาณน้ําในอางเก็บนํ้า  สามารถ
วิเคราะหไดจาก  Full  Method  ซ่ึงแสดงไวในสมการดังตอไปนี้ 

 
Inflow  =  Outflow + Change  in  Storage   (1) 
 

  =                    +                      (2) 
 
 1.2  Channel  Routing 

Channel  Routing  เปนการเคลื่อนท่ีของปริมาณน้ําในลํานํ้า  สามารถวิเคราะหได
จาก  Muskingum  Method  ซ่ึงแสดงไวในสมการดังตอไปน้ี 
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เมื่อ S  คือ  Storage (m3/s) 



 

 K  คือ  Storage  Constant  with  the  Dimensions  of  Time 
 X  คือ  Dimensionless  Constant  for  Reach 
 I   คือ  Inflow (m3/s) 
 O  คือ  Outflow (m3/s) 
 T   คือ  Duration (s) 
 

2. Distribute  Flow  Routing 
Distribute  Flow  Routing หมายถึงการเคลื่อนที่ทางชลศาสตร (Hydraulic  Routing) 

โดยไดพิจารณาทั้งฟงกชันของเวลาและตําแหนง (Time & Space)  สําหรับกระบวนการเคลื่อนที่
ของปริมาณน้ําเปนการเคล่ือนที่แบบมีการเปลี่ยนแปลงทั้ง 3 มิติ (Three  Dimension  Flow)  ไดแก
การเปล่ียนแปลงตามแนวการเคลื่อนที่ของน้ํา  ตามแนวขวางของลํานํ้าและจากผิวนํ้าลงสูลํานํ้า 

การเคล่ือนที่ทางชลศาสตรสามารถแบงเปน 3 ลักษณะ คือ แบบ Kinematic  Wave  
แบบ  Diffusion  Wave  แบบ  Dynamic  Wave  สําหรับการเคลื่อนที่แบบ Kinematic  Wave  คือ  
การที่แรงโนมถวงและแรงเสียดทานมีความสมดุลกัน  ปริมาณของไหลคงที่ทั้งในระยะทางและ
ชวงเวลาที่พิจารณา  ไดแกการไหลแบบ  Uniform  Steady  Flow  สวนการเคลื่อนที่แบบ Diffusion  
Wave  คือ  การเคลื่อนที่ทางชลศาสตรที่มีการเปล่ียนแปลงปริมาณของไหลตามความยาวของลํานํ้า
แตคงที่ในชวงเวลาที่พิจารณา  ไดแก  การไหลแบบ  Non  Uniform  Steady  Flow  สําหรับการ
เคลื่อนที่แบบ Dynamic  Wave  คือ  การเคล่ือนที่ทางชลศาสตรมีการเปลี่ยนแปลงปริมาณของไหล
ตามความยาวของลํานํ้าและชวงเวลาที่พิจารณา  ไดแก  การไหลแบบ Non  Uniform  Unsteady  Flow 
 
 

การวิเคราะหการเคลื่อนที่ทางชลศาสตร  ใชวิธี  Saint  Venant  Equation  โดยมี
สมมุติฐาน คือ การไหลเปนแบบ 1 มิติ  (กระบวนการเคลื่อนที่ของปริมาณน้ํามีการเปล่ียนแปลง
ตามความยาวของลํานํ้าเทาน้ัน)  โดยที่การไหลมีการเปล่ียนแปลงอยางชาๆ (Gradually  Varied  
Flow)  ความลาดชันของทองนํ้านอย  ทองนํ้ามีลักษณะไมเปล่ียนแปลง  การไหลไมสามารถกดอัด
ได  (Incompressible)  และความหนาแนนมีคาคงที่ตลอดชวงการไหล  โดย  Siant  Vanant  
Equations  ประกอบดวยสมการพื้นฐาน 2 สมการ คือ  Continuity  Equation  และ  Momentum  
Equation  แสดงไดตามลําดับดังน้ี 
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Kinematic  Wave 
Diffusion  Wave 
Dynamic  Wave 
 

เมื่อ Q   คือ  อัตราการไหล (m3/s) 
 y   คือ  ความลึกของการไหล (m) 
 x    คือ  ระยะทางตามแนวความยาวของลํานํ้า (m) 
 A    คือ  พ้ืนที่หนาตัดตามขวางของลํานํ้า (m2) 
 t     คือ  เวลา (s)   
 g   คือ  ความเรงเนื่องจากแรงโนมถวง (m2/s) 
 S0  คือ  ความลาดชันของทองนํ้า 
 Sf   คือ  ความลาดชันของเสนระดับพลังงาน (Energy  Grade  Line) 
 
 จากสมมุติฐานดังกลาว   สามารถนําไปประยุกตใชในการวิเคราะหการเคลื่อนที่ทาง ชล
ศาสตร  แบบ Kinematic  Wave  และแบบ  Diffusion  Wave  โดยการนําวิธี  Finite  Difference  และ
วิธี Muskingum  Method  มาใชรวมกัน  ดังแสดงในสมการที่ (10)  ถึงสมการที่ (14)  โดยคา C0  คา  
C1  และคา  C2  สามารถหาไดจากสมการที่ (5)  ถึงสมการที่ (7)  ดังที่กลาวไวในขางตน  สวนการ
วิเคราะหการเคลื่อนที่ทางชลศาสตรแบบ Dynamic  Wave  ใชวิธี  Finite  Difference  ดังแสดงใน
สมการที่ (15)  ถึงสมการที่ (19) 
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เมื่อ j    คือ  เวลาที่พิจารณา 
 i    คือ  ตําแหนงที่พิจารณา 

q  คือ  Lateral  Inflow (m3/s) 
 θ  คือ  Weighting  Factor 
 

ความสัมพันธระหวางระดับนํ้าและอัตราการไหล (Stage-Discharge  Relation) 
 

 Subramanya (1994)  ไดอธิบายวา  Rating  curve  คือ  กราฟแสดงความสัมพันธระหวาง
ระดับนํ้าและอัตราการไหลที่ไดจากการสํารวจในสนามดังแสดงในภาพที่ 1  การหาความสัมพันธ
ของคาทั้งสองในกราฟ ทําไดโดย  Least  Square  Method  มีหลักการ  คือ  ผลรวมของระยะจากจุด
ท่ีพลอตไปยังเสนที่ลากเฉลี่ยยกกําลังสองมีคานอยที่สุด  ปจจุบันการหาอัตราการไหลโดยใช Rating  
curve  เปนที่นิยมเนื่องจากคาอัตราการไหลมีความยุงยากในการวัดรวมท้ังคาใชจายสูง  แตคาระดับ
นํ้าสามารถวัดไดงายและขอมูลมีความตอเน่ือง 
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ภาพที่ 1  Rating  curve 
 สมการ  Rating  curve  แสดงไดดังน้ี 
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เมื่อ Q   คือ  อัตราการไหล (m3/s) 
 h     คือ   ระดับนํ้า (m) 
 a และb   คือ  คาคงที่ 

การพยากรณอัตราการไหล 
 
 การพยากรณอัตราการไหลไดถูกตองแมนยําเพียงใดนั้นขึ้นอยูกับขอมูลทางอุทกวิทยาของ
ลุมนํ้าที่ตองการพยากรณ  ถามีขอมูลครบถวน  การประมาณอัตราการไหลจะทําไดใกลเคียงกับ
ความเปนจริง  สําหรับการจําลองทางคณิตศาสตรที่ใชในการพยากรณอัตราการไหล  แบงออกเปน 
3 ชนิด  ไดแกแบบจําลองน้ําฝนและน้ําทา (Rainfall-Runoff  Model)  แบบจําลองเชิงคาดการณ 
(Stochastic  Model)  และแบบจําลองโครงขายประสาทเทียม (Artificial  Neural  Network  Model)  
แสดงรายละเอียดไดดังน้ี 

1. แบบจําลองนํ้าฝนและนํ้าทา (Rainfall-Runoff  Model) 



 

แบบจําลองนํ้าฝนและน้ําทาเปนแบบจําลองที่อาศัยความสัมพันธระหวางนํ้าฝนและ
นํ้าทามาใชในการพยากรณอัตราการไหลที่นิยมใช  ไดแก 
 1.1  NAM  Model (Nedbor  Afstormnings  Model) 

Danish  Hydraulic  Institute  ไดพัฒนา  NAM  Model  ขึ้น  ขอมูลที่ใชในการ
นําเขาแบบจําลองประกอบดวยขอมูลนํ้าฝนรายวันและปริมาณการระเหยจากถาดวัด (Potential  
Evaporation)  ผลลัพธที่ไดจาก NAM  Model  คือ  ปริมาณนํ้าทารายวัน (Danish  Hydraulic  
Institute,1990) 

1.2  SSARR  Model (The  Streamflow  Synthesis  and  Reservoir  Regulation  
Model) 

SSARR  Model  ถูกพัฒนาขึ้นโดย U.S. Crops  of  Engineers  มีองคประกอบ
พ้ืนฐาน 3 สวน คือ 1. Generalized  Watershed  Model  เปนแบบจําลองสําหรับสรางขอมูลนํ้าทา
จากขอมูลนํ้าฝน  2. River  System  Model  เปนแบบจําลองท่ีใชในการเคลื่อนยาย (Route)  ปริมาณ
นํ้าในลํานํ้าจากทางดานเหนือนํ้าไปยังจุดตางๆ และ  3. Reservoir  Regulation  Model  เปน
แบบจําลองสําหรับการจัดการอางเก็บนํ้า  ขอมูลนํ้าขาวของ  Generalized  Watershed  Model  ไดแก
ปริมาณน้ําฝน  อุณหภูมิที่ทําใหหิมะละลาย  พ้ืนที่ที่หิมะปกคลุมและคาการระเหยน้ํา  ผลลัพธที่ได
จากแบบจําลอง คือ ระดับนํ้า  ปริมาณอัตราการไหล  กราฟแสดงความสัมพันธระหวางปริมาณน้ํา
กับเวลา (Hydrograph)  และขอมูลอุตุนิยมวิทยา (U.S.Army  Crops  of  Engineers,1991) 

 
1.3  Tank  Model 

Tank  Model  ถูกพัฒนาข้ึนโดย  Nation  Research  Center  for  Disaster  
Prevention  หลักการของ  Tank  Model  คือ  การแทน  Storage  ตางๆ ของลุมนํ้าดวยแทงคขนาด
ตางๆ โดยมีพารามิเตอรหลัก  ไดแกคาสัมประสิทธิ์ของจุดออก (Outlet)  ของแทงคและพารามิเตอร  
ท่ีเกี่ยวกับ  Storage  ขอมูลนํ้าเขาแบบจําลองประกอบดวยขอมูลปริมาณน้ําฝน  ขอมูลการคายน้ํา
ของพืชรวมกับคาการระเหยน้ํา  คาเฉลี่ยของปริมาณน้ําฝน และขอมูลความชื้นในดิน  ผลลัพธที่ได
จาก Tank  Model  คือ  ปริมาณนํ้าทา (Riverdeep,2003) 

2 แบบจําลองเชิงคาดการณ (Stochastic  Model) 
แบบจําลองเชิงคาดการณเปนแบบจําลองที่นําหลักการทางสถิติมาใชในการพยากรณ

อัตราการไหล  ที่นิยมใช  ไดแก 
2.1 Hec-4  Monthly  Streamflow  Synthesis 

แบบจําลองชนิดน้ีถูกพัฒนาโดย U.S. Army  Crops  of  Engineers  เปน
แบบจําลองถดถอยเชิงซอน (Multiple  Regression  Model)  โดยใชหลักการทางสถิติชนิดสมการ



 

ถดถอย (Regression  Equation)  ในการวิเคราะหความสัมพันธระหวางปริมาณน้ําทาและปริมาณ
นํ้าฝน  เพ่ือการประมาณปริมาณน้ําทารายเดือนของสถานีท่ีมีขอมูลส้ันหรือไมมีขอมูลบันทึก  โดยมี
ขอมูลนําเขาแบบจําลอง คือ ขอมูลปริมาณน้ําฝนที่และปริมาณน้ําทาในอดีตของสถานีที่ตั้งอยู
บริเวณใกลเคียงกับสถานีที่ตองการประมาณในพื้นที่ลุมนํ้า  ผลลัพธที่ไดจากแบบจําลอง  ไดแก  
ปริมาณน้ําทารายเดือนของสถานีที่ตองการประมาณ (U.S. Army  Crops  of  Engineers,1971) 

2.2 Box  and  Jenkins  Model 
Box  and  Jenkins  Model  เปนแบบจําลองที่นําพ้ืนฐานของฟงกชันสหสัมพันธ

และคาเฉลี่ยเคลื่อนที่ เรียกวา  วิธี  ARIMA  มาใชในการพยากรณอัตราการไหล  ซ่ึงถูกพัฒนาโดย 
Box  and  Jenkins  (Box et al.,1994) 

3 แบบจําลองเชิงโครงขายประสาทเทียม (Artificial  Meural  Networks  Model) 
แนวคิดของแบบจําลองโครงขายประสาทเทียม คือ การนําหลักการของกระบวนการ

ทํางานระบบประสาทของมนุษยมาใชในการวิเคราะหปญหา (Hebb,1958)  โดยใชฟงกชันทาง
คณิตศาสตรเปนตัวดําเนินการเพื่อหาผลลัพธที่ตองการ  สําหรับการพยากรณอัตราการไหลโดยใช
แบบจําลองในขางตนที่ไดกลาวมานั้น  ตองใชการจําลองแบบทางอุทกวิทยา  โดยพิจารณาถึง
ความสัมพันธทางกายภาพของตัวแปรตางๆ หรือการวิเคราะหทางสถิติ  ขอมูลที่ใชในแบบจําลอง
ชนิดน้ี  ไดแกขอมูลทางอุทกวิทยาที่มีความหลากหลาย  ซ่ึงไมสามารถหาไดครบถวนตามที่ตองการ  
จึงเปนอุปสรรคตอการจําลองแบบ  ปจจุบันไดมีการนําแบบจําลองโครงขายประสาทเทียมมาใชใน
การพยากรณอัตราการไหล  ซ่ึงเปนท่ียอมรับในความสามารถและประสิทธิภาพของแบบจําลอง
ชนิดน้ี  โดยขอดีของแบบจําลอง  คือ  การใชขอมูลนําเขา (Input  Data)  ที่มีตัวแปรจํานวนนอย  
และผูใชไมจําเปนตองทําความเขาใจเกี่ยวกับความสัมพันธทางกายภาพของตัวแปรตางๆ ที่เก่ียวของ 

 
โครงขายประสาทเทียม (Artificial  Neural  Networks) 

 คอมพิวเตอรไมสามารถทํางานไดเหมือนระบบประสาทของมนุษย   จึงทําใหมีนักวิจัยได
ทําการศึกษาและพัฒนาทฤษฎีโครงขายประสาทเทียม (Artificial  Neural  Networks)  ซ่ึงเปนแขนง
หน่ึงของระบบปญญาประดิษฐ (Artificial  Neural  Networks)  โดยมีโครงสรางและลักษณะการ
ทํางานคลายกับระบบประสาทของมนุษย  แนวคิดของทฤษฎีโครงขายประสาทเทียม  ไดแกการนํา
ขอดีของระบบประสาทมาใชในการทํางานรวมกับความสามารถของคอมพิวเตอร   เชน  
ความสามารถในการเรียนรูจากประสบการณ  การจําแนกลักษณะสิ่งของที่มีคุณลักษณะใกลเคียง
กัน  และการแปลความหมายของสัญลักษณและภาพ  เปนตน (Hebb,1958)  
 Fausett (1994)  ไดอธิบายวาโครงขายประสาทเทียมมีรูปแบบโครงสรางมาจากแนวคิดของ
โครงสรางในระบบประสาทมนุษย   ซ่ึงประกอบดวยเซลลประสาท (Neuron)  เชื่อมโยงกันจํานวน



 

มาก  ซ่ึงการเชื่อมโยงของ Neuron  น้ีมีลักษณะเปนโครงขายที่เรียกวา  Synapse  โดยแตละ Synapse  
จะมีคา  Synapse  Strength ที่ไมเทากัน  ซ่ึงใน 1 Neuron  ประกอบดวย  Dendrite, Soma  และ  Axon  
โดยที่  Dendrite  และ  Soma   ทําหนาที่รวบรวมสัญญาณตางๆ (Input)  มาทําการประมวลผลและ
สงผลลัพธ (Output)  ออกมาทางดาน  Axon  ดังแสดงในภาพที่ 2 
 ตัวอยางของกระบวนการทํางานของระบบประสาทมนุษย  เชน  เมื่อสัมผัสกับวัตถุชนิด
หน่ึง Neuron  ตัวแรกจะเปนตัวกําหนดสัญญาณวามีลักษณะเชนใด  โดยที่  Dendrite  ทําหนาที่รับ
สัญญาณผานเสนใยประสาทและสงขอมูลมายัง  Soma  หลังจากนั้น  Soma  จึงทําการประมวลผล  
โดยการรวมสัญญาณและแปลงสัญญาณออกไปเปนสัญญาณที่มีความถี่ตางกับตอนแรก  และสง
สัญญาณนี้ออกไปยัง Axon  โดยที่ Axon  จะสงสัญญาณตอไปยังเซลลประสาทอื่นๆ จนกระทั่งเรา
สามารถรับรูไดวาวัตถุน้ันคืออะไร  มีลักษณะเปนเชนไร  ถึงส้ินสุดกระบวนการทํางาน 
 
 
 
 
 
 
ภาพที่ 2   Biological  Neuron   
ท่ีมา  :  รสกร (2546) 

เซลลประสาทมนุษยมีคุณสมบัติและขั้นตอนการทํางานเหมือนกันเซลลประสาทเทียม 
(Fausett,1994)  โดยทั้งสองมีความสัมพันธดังแสดงไวในตารางที่ 1  คุณสมบัติและกระบวนการ
ทํางานของเซลลประสาทมนุษย  สามารถอธิบายไดดังน้ี 

1. เซลลประสาทสามารถรับสัญญาณ (Input)  ไดจํานวนมาก 
2. สัญญาณตางๆ ถูกปรับโดยคา Weight  ที่ไดรับจาก  Synapse 
3. เซลลประสาททําการรวมคา Weight  และสัญญาณแลวสงผลลัพธไปยัง Axon 
4. ผลลัพธจากเซลลประสาทหนึ่งเซลล  สามารถสงไปที่เซลลประสาทหลายเซลลได 
5. Synapse  Strenght  มีความสามารถในการเรียนรูแบบอัตโนมัติ  ดังน้ันจึงสามารถปรับ

ไดจากประสบการณในการเรียนรู 
6. การกระจายความจําของเซลลประสาทประกอบดวย 2 ลักษณะ ไดแก Long  Term  

Memory  คือ  การกระจาย Weight  ที่อยูใน Synapse  และ Short  Term  Memory  คือ การกระจาย
สัญญาณที่ถูกสงมาโดยเซลลประสาท 

Dendrite 

Synaptic 

Gap 

Axon from        
Another Neuron 

Soma 
Axon  

Synaptic 

Gap 

Dendrite of        
Another Neuron

Dendrite of        
Another Neuron

Axon from        
Another Neuron 



 

7. การสงสัญญาณของเซลลประสาทจาก Synapse  แบงเปน 2 ลักษณะ คือ ลักษณะของ
การกระตุน (Excitatory)  เปนการทําใหสัญญาณที่สงผานเขามามีความถ่ีสูงขึ้น  และลักษณะของ
การยับยั้ง (Inhibitory)  เปนการทําใหสัญญาณที่สงผานเขามามีความถ่ีต่ําลง 
ตารางที่ 1  ความสัมพันธระหวางเซลลประสาทมนุษยกับเซลลประสาทเทียม 

เซลลประสาทมนุษย เซลลประสาทเทียม 
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Soma 
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Weight 
 Patterson  (1996)  ไดกลาวถึงขั้นตอนการทํางานของโครงขายประสาทเทียมวาเมื่อขอมูล
นําเขา (Input  Data)  ถูกสงผานเขาไปในชั้นแฝง (Hidden  Layer)  ภายในชั้นน้ีจะทําหนาที่
ประมวลผลโดยการรวมขอมูล Input  กับคา  Weight  และสงผานฟงกชันแปลงคา (Transfer  
Function)  เพ่ือใหไดผลลัพธ (Output)  ออกมา  ดังแสดงในภาพที่ 3 ภาพท่ี 4 และสมการที่ (23) 
 X1 
 
 X2   
         
 X3      
ภาพที่ 3  Simple  Artificial  Neural  Network 
  
 X  ∑ = netxw ii   ( ) ynetf =         y 
 
ภาพที่ 4  Schematic  Diagram  of  a  Single  Neural 

∑=++= 11332211 wxwxwxwxnet      (23) 
เมื่อ net  คือ  ผลลัพธท่ียังไมผานฟงกชันแปลงคา 
 Xi  คือ  ขอมูลนําเขา (Input) 
 Wi  คือ  Weight 
ฟงกชันแปลงคา (Transfer  Function) 
 Maren  et  al. (1990)  ไดอธิบายวา  Transfer  Function  คือ  ฟงกชันที่ใชในการแปลง
ผลรวมของขอมูลนําเขา (Input)  กับคา  Weight  ใหออกมาเปนผลลัพธ (Output)  สามารถแบง
ออกเปน 4 ชนิดดังน้ี 
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1. Threshold  Logic  Transfer  Function 
0=y  1−or   for  0≤x      
1=y    for 0≥x      (24) 

เมื่อ y  คือ  ผลลัพธ (Output) 
 X  คือ  ขอมูลนํ้าเขา (Input) 
 
 
 
 
 
 
 
ภาพที่ 5  Threshold  Logic  Function 

2. Hard  Limit  Function 
0=y  1−or   for  ax −≤      
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xy      for  axa <<−       (25) 

1=y    for  ax =      
เมื่อ a  คือ  Slope  Parameter 
 
  
 
 
 
 
 
 
ภาพที่ 6  Hard  Limit  Function 
 

3. Sigmoid  Function 

( )ax
y

−+
=

exp1
1        (26) 

0 

y 

1 

x 
0 

y 

1 

x 



 

 

 
ภาพที่ 7  Sigmoid  Function 
ท่ีมา : Fausett(1994) 
 

4. Radial  Basis  Function 
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ภาพที่ 8  Radial  Basis  Function 
 

ประเภทของโครงขายประสาทเทียม 
 ประเภทโครงขายประสาทเทียมแบงตามโครงสรางได 3 ชนิด (Maren et al.,1990)  ดังน้ี 

1. Micro  Structure 
Micro  Structure  เปนโครงสรางที่มีระดับตํ่าที่สุดของโครงขายประสาทเทียม  

กลาวคือ  จะมี  Transfer  Function  ทําหนาที่ในการแปลงผลรวมของขอมูลนําเขา (Input)  กับคา 
Weight  ใหออกมาเปนผลลัพธ (Output)  เทาน้ัน  ดังแสดงในภาพที่ 9 
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X2           y1 
 
X3           y3 
ภาพที่ 9  Micro  Structure 

2. Meso  Structure 
Meso  Structure  สามารถแบงตามความสัมพันธของลักษณะการทํางานของโครงขาย

ประสาทเทียมไดดังน้ี 
 2.1  Multilayered  Feed-Forward  Networks 

ใน  Multilayered  Feed-Forward  Networks  มีลักษณะการสงสัญญาณเขาไปใน
โครงขายประสาทเทียมในทิศทางขางหนา (Feed-Forward)  ดังแสดงในภาพที่ 10  โดยสามารถแบง
ชนิดของโครงขายประสาทเทียมลักษณะนี้ตามการประยุกตในการใชงานไดคือ  การจัดรูปแบบ
ขอมูลที่ไมเก่ียวของกัน (Heteroassociation)  การจําแนกรูปแบบ (Pattern  Recognition)  การพยากรณ 
(Forecast)  การหาความเหมาะสม (Optimization) และการประมวลผลรูปภาพ (Image  Processing)  
ทฤษฎีที่ใช  ไดแก  Basic  Perception , ADALINE/MADALINE , Backpropagation , Boltzmann  
Machine  และ Functional  Link  Net  ตามลําดับ 

 

      
 
    
 
 
ภาพที่ 10  Multilayered  Feed-Forward  Networks 

2.2  Single  Layer , Laterally  Connected  Networks   
ใน  Single  Layer , Laterally  Connected  Networks  มีลักษณะการสงสัญญาณเขา

ไปในโครงขายประสาทเทียมในทิศทางดานขาง (Lateral)  ซ่ึงโครงขายจะมีเพียงช้ันเดียวเทาน้ัน  ดัง
แสดงในภาพที่ 11   โดยสามารถแบงชนิดของโครงขายประสาทเทียมลักษณะนี้ตามการประยุกตใน
การใชงานไดคือ  การจัดรูปแบบขอมูลที่มีรูปแบบเดียวกัน (Autoassociation) และการหาความ
เหมาะสม (Optimization)  ทฤษฎีที่ใช  ไดแก  Hopfield  และ  Brain  in  a  Box  ตามลําดับ 
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ภาพที่ 11  Single  Layer , Laterally  Connected  Networks 

2.3  Single  Layer , Topologically  Ordered  Networks 
ใน  Single  Layer , Topologically  Ordered  Networks  มีลักษณะการสงสัญญาณ

เขาไปในโครงขายประสาทเทียมแบบ Vector  ดังแสดงในภาพที่ 12  โดยสามารถแบงชนิดของ
โครงขายประสาทเทียมลักษณะนี้ตามการประยุกตใชงานไดคือ  การจัดรูปแบบขอมูลท่ีมีรูปแบบ
เดียวกัน (Autoassociation)  การบีบอัดขอมูล (Data  Compression)  และการหาความเหมาะสม 
(Optimization)  ทฤษฎีที่ใช  ไดแก  Adaptive  Vector  Quantization , Learning  Vector  
Quantization  และ  Self-Organizing  Topology  Preserving  Map  ตามลําดับ 
    

       
 
 
 
 
 
 
 
 
 
 
 
 
 

ภาพที่ 12  Singgle  Layer , Topologically  Ordered  Networts 
 

2.4  Bilayer  Feed-Forward/Feedbak  Networks 
ใน  Bilayer  Feed-Forward/Feedback  Networks  มีลักษณะการสงสัญญาณเขาไป

ในโครงขายประสาทเทียมในทิศทางขางหนา (Feed-Forward)  และทิศทางกลับหลัง (Feedback)  
ซ่ึงโครงขายจะมีเพียง 2 ชั้นเทาน้ัน  ดังแสดงในภาพที่ 13  โดยสามารถแบงชนิดของโครงขาย
ประสาทเทียมลักษณะนี้ตามการประยุกตในการใชงานไดคือ  การจัดรูปแบบขอมูลที่ไมเก่ียวของ
กัน (Heteroassociation)  และการจําแนกรูปแบบ (Pattern  Recognition)  ทฤษฎีที่ใชไดแก  
Bidirectional  Associative  Memory  และ  Adaptive  Resonance  Theory  ตามลําดับ 
 



 

 
 
 
 
 
ภาพที่ 13  Bilayer  Feed-Forward/Feedback  Networrks   
 

2.5  Multilayered  Cooperrative/Competitive  Networks 
ใน  Multilayered  Cooperrative/Competitive  Networks  มีลักษณะการสง

สัญญาณเขาไปในโครงการขายประสาทเทียมในทิศทางขางหนาหรือ/และขางหลัง  หรือ/และ
ดานขาง  ดังแสดงในภาพที่ 14   โดยสามารถแบงชนิดของโครงขายประสาทเทียมลักษณะนี้ตาม
การประยุกตใชงานไดคือ การจําแนกรูปแบบ (Pattern Recognition)  ทฤษฎีที่ใช  ไดแก  Competitive  
Learning  Net , Masking  Field  Neocognitron  และการประมวลผลรูปภาพ (Image  Processing)  
ทฤษฎีใชไดแก  Bounday  Contour  System  และ  Hierarchical  Scene-Structure 
      
 
 
 
 
 
ภาพที่ 14  Multilayered  Cooperrative/Competitive  Networks   
 

3 Macro  Structure 
Macro  Structure  เปนโครงสรางที่รวมโครงขายชนิดตางๆ เขามาเปนโครงขายระบบ

เดียวกัน  ดังแสดงในภาพที่ 15   ซ่ึงสามารถนําไปประยุกตใชในการควบคุมระบบตางๆ (System  
Control) 
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Network 2N Network 2A 



 

 
 
ภาพที่ 15  Macro  Structure 
 
การประยุกตโครงขายประสาทเทียมในการใชงาน 
 โครงขายประสาทเทียมสามารถนํามาประยุกตใชงานตางๆ ไดดังตอไปน้ี 
 1. การจําแนกรูปแบบ (Pattern  Recognition)  เชน  การมองเห็นวัตถุและการวิเคราะห
เสียงพูด  เพ่ือแปลความหมาย  ซ่ึงไดแกการสื่อสารผานเครือขายตางๆ ระบบรักษาความปลอดภัย
ดวยเสียงและการใชระบบตอบรับโทรศัพทอัตโนมัติ เปนตน 
 2.  การทํานาย (Prediction)  หรือการพยากรณ (Forecasting)  เชน  การทํานายหุนและการ
พยากรณอัตราการไหล  เปนตน 
 3.  การควบคุม (Control)  เชน  การควบคุมระบบของเครื่องปรับอากาศ  การควบคุมระบบ
เคร่ืองยนตและการควบคุมหุนยนต เปนตน 
 4.  หาความเหมาะสม (Optimization)  เชน  การเลือกระยะทางที่ใกลที่สุดในการเดินทาง 
เปนตน 
 5.  การจัดลําดับ (Clustering)  และการจัดหมู (Categorization) 
 6.  การบีบอัดขอมูล (Data  Compression) 
 7.  การจดจําตําแหนง (Content  Addressable  Memory) 
 
ประเภทของการเรียนรูของโครงขายประสาทเทียม 
 การเรียนรูของโครงขายประสาทเทียมสามารถแบงออกได 2 ลักษณะ  ดังน้ี 

1. การเรียนรูแบบมีการสอน (Supervisor) 
การเรียนรูแบบมีการสอน (Supervisor)  คือ  การเรียนรูจากขอมูลคูลําดับของตัวอยางที่

มีจํานวนมากพอ  โดยการนําผลลัพธที่ถูกตองใสไวในหนวยแสดงผลของโครงขายประสาทเทียม  
โครงขายประสาทเทียมจะเรียนรูจากการเปรียบเทียบผลลัพธที่ถูกตองกับผลลัพธที่ไดจากการ
ประมวลผล  แลวทําการปรับคา  Weight  และคา  Bias  จากคาความผิดพลาดที่เกิดข้ึน  หลังจากนั้น
จึงประมวลผลใหม  เพ่ือใหไดผลท่ีความผิดพลาดนอยที่สุด 

2. การเรียนรูแบบไมมีการสอน (Unsupervisor)   
การเรียนรูแบบไมมีการสอน (Unsupervisor)  คือ  การเรียนรูดวยตัวเอง  โดยไม

จําเปนตองเรียนรูขอมูลคูลําดับของตัวอยาง  ดังน้ันจึงไมมีการเปรียบเทียบผลลัพธที่ถูกตองกับ
ผลลัพธที่ไดจากการประมวลผล  ในการปรับ Weight  และ  Bias  นําหลักเกณฑอื่นมาพิจารณา 



 

 
โครงขายประสาทเทียมแบบ Backpropagation 

(Backpropagation  Artificial  Neural  Networks) 
 

 Fausstt (1994)  ไดอธิบายวาโครงขายประสาทเทียมแบบ  Backpropagation  จัดอยูในชนิด 
Meso  Structure  ซ่ึงลักษณะโครงขายเปนแบบ  Multilayered  Feed-Forward  Networks  ดังแสดง
ในภาพที่ 16  ซ่ึงประกอบดวย  ช้ันรับขอมูล (Input  Layer)  ชั้นแสดงผล (Output  Layer)  และช้ัน
แฝง (Hidden  Layer)  แสดงรายละเอียดไดดังน้ี 
 
 
 
 

1. ชั้นรับขอมูล (Input  Layer) 
ชั้นรับขอมูล (Input Layer)  เปนช้ันแรกในโครงสรางของโครงขายประสาทเทียม  

ประกอบดวยหนวยรับขอมูล (Input  Nodes)  ทําหนาที่รับขอมูลเขาสูโครงขายประสาทเทียม 
 

2. ชั้นแสดงผล (Output  Layer) 
ชั้นแสดงผล (Output  Layer)  เปนช้ันสุดทายในโครงสรางของโครงขายประสาทเทียม  

ประกอบดวยหนวยแสดงผล (Output  Nodes)  ทําหนาที่แสดงผลลัพธ (Output) 
 

3. ชั้นรับขอมูล (Hidden  Layer) 
ชั้นแฝง (Hidden  Layer)  อยูระหวางชั้นรับขอมูลและชั้นแสดงผล  ประกอบดวยหนวยแฝง 

(Hidden  Nodes)  ทําหนาที่ในการรวม Input  และ  Weight  เพ่ือแปลงใหเปนผลลัพธ (Output)  และสง
ผลลัพธไปยังชั้นแสดงผล  ซ่ึงชั้นแฝงมีไดหลายช้ันตามความเหมาะสมของปญหาที่นํามาวิเคราะห 
          Input Layer Hidden Layer Output Layer 



 

 

ภาพที่ 16  โครงสรางของโครงขายประสาทเทียมแบบ  Backpropagation   
 
 Patterson (1996)  ไดอธิบายวาโครงขายประสาทเทียมแบบ  Backpropagption  มีการเรียนรู
แบบมีการสอน (Supervisor)  และมีขั้นตอนกระบวนการทํางาน คือ เมื่อขอมูลนําเขา (Input  Data)  
ถูกสงผานไปขางหนา (Forward)  ตามลําดับช้ัน  ภายในชั้นแฝง (Hidden  Layer)  จะทําหนาที่รวม
ขอมูล Input  กับคา  Weight  และสงผานฟงกชันแปลงคา (Transfer  Function)  เพ่ือประมวลผล  
โดยแสดงผลลัพธ (Output)  ไวในชั้นแสดงผล (Output  Layer)  โดยผลลัพธท่ีไดจากการคํานวณจะ
ถูกนํามาเปรียบเทียบกับผลลัพธจริง (Target  Output)  และทําการคํานวณคาความคลาดเคลื่อน
ท้ังหมดที่เกิดขึ้น (Total  Error)  หลังจากนั้นจึงดําเนินขั้นตอนการคํานวณยอนกลับ (BackWard)  
โดยเร่ิมจากการปรับคา Weight  ระหวางช้ันแสดงผลกับชั้นแฝงชั้นสุดทายและยอนกลับไปจนถึง
ช้ันรับขอมูล  จากนั้นจะเริ่มขั้นตอนของการคํานวณไปขางหนาและการคํานวณยอนกลับอีกคร้ัง  
จนกระทั่งคาความคลาดเคลื่อนทั้งหมดลูเขาหาคาความคลาดเคลื่อนตํ่าสุดที่ยอมรับได  จึงหยุดการ
ปรับคา Weight  ดังแสดงในภาพที่ 17 
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ภาพที่ 17  ลักษณะการทาํงานของโครงขายประสาทเทียมแบบ Backpropagation 
ท่ีมา : Patterson (1996) 
 

Backproppagation  Algorithm 
  

ฟงกชันที่นิยมใชในโครงขายประสาทเทียมแบบ Backpropagation  ไดแก  Sigmoid  function 
(Theodoridis  and  Koutroumbas,1999)  ดังแสดงในสมการที่ (26)  และภาพที่ 7  วิธีการของ  
Backpropagation  Algorithm  ประกอบดวยขั้นตอนดังน้ี 
 
 

1. การคํานวณไปขางหนา (Forward  Computation) 
 

ขั้นตอนในการคํานวณไปขางหนา (Forward  Computation)  คือ  การนําขอมูลนําเขา 
(Input  Data)  สงผานไปขางหนาตามลําดับช้ัน  ซ่ึงมีการรวมขอมูล Input  กับคา  Weight  เขาดวยกัน
และสงผานฟงกชันแปลงคา (Transfer  Function)  เพ่ือทําการแปลงใหเปนผลลัพธภายในช้ันแฝง 
(Hidden  Layer)  จากนั้นจึงนําผลลัพธที่ไดจากการคํานวณ (Output) มาเปรียบเทียบกับขอมูลจริง 
(Target  Output)  และทําการคํานวณคาความคลาดเคลื่อนทั้งหมดที่เกิดขึ้น (Total  Error)  ซ่ึงแสดงไว
ในสมการดังตอไปนี้ 
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เมื่อ r

jiw  คือ   คา  Weight 
 r

jy  คือ   ผลลัพธที่ไดจากการคํานวณ (Output) 
 r

jŷ  คือ   ผลลัพธจริง (Target  Output) 
 i

jb  คือ   คา Bias 
 rn  คือ  จํานวน Node ในช้ันที่ r 
 r  คือ   ชั้นที่ 1,2,3,….,L 
 J  คือ   คาความคลาดเคลื่อนทั้งหมดที่เกิดขึ้น 
 p  คือ   ชุดขอมูลที่ 1,2,3,…..q 
 

2. การคํานวณยอนกลับ (Backward  Computation) 
เมื่อผลลัพธที่คํานวณไดมีความคลาดเคลื่อน   จะเริ่มข้ันตอนในการคํานวณยอนกลับ  

ซ่ึงเร่ิมจากการปรับคา Weight  ระหวางชั้นแสดงผลกับช้ันแฝงชั้นสุดทาย  และยอนกลับไปจนถึง
ช้ันรับขอมูล  วิธีที่ใชในการปรับคา Weight  ไดแกวิธี Steepest  Descent  แสดงไวในสมการ
ดังตอไปนี้  
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คา δ สําหรับชั้นแสดงผล )( Lr =  
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เมื่อ r    คือ   2,......2,1, −− LLL  
 α   คือ  คา  Momentum  Factor 
 µ   คือ  คา  Learning  Rate 
 a    คือ  คา  Slope  Parameter 
 

สัมประสิทธ์ิสหสัมพันธ (Correlation  Coefficient) 
 

 Haan (1977)  ไดอธิบายวาสหสัมพันธ  คือ  ระดับความสัมพันธระหวางสองตัวแปร  โดย
ใชคาสัมประสิทธิ์สหสัมพันธเปนเครื่องวัดระดับความสัมพันธ  วามีมากนอยเพียงใดและมีทิศทาง
เปนอยางไร  การวิเคราะหสหสัมพันธเปนการศึกษาสมบัติรวมกันของตัวแปรทั้งสองโดยไมคํานึง
วาตัวแปรใดเปนตัวแปรตามหรือเปนตัวแปรอิสระ  สําหรับการประมาณคาสัมประสิทธิ์สหสัมพันธ
ทําไดโดยการพลอตกราฟระหวางตัวแปรทั้งสอง  คาการกระจายของจุดที่พลอตเปนตัวบอกวาตัว
แปรทั้งสองมีความสัมพันธกันอยางไร  ซึ่งคาสัมประสิทธิ์สหสัมพันธมีคาอยูระหวาง -1 ถึง 1  และ
สามารถบอกขนาดและทิศทางของสหสัมพันธไดดังน้ี  ถา r มีคาเปน +1  หมายถึง  ตัวแปรทั้งสองมี
ความสัมพันธกันอยางสมบูรณและมีทิศทางเดียวกัน  กลาวคือ  ถาตัวแปรหน่ึงมีคาเพ่ิมขึ้น  อีกตัว
แปรก็จะมีคาเพ่ิมขึ้นดวย  ถา r มีคาเปน -1  หมายถึง  ตัวแปรทั้งสองมีความสัมพันธกันอยาง
สมบูรณ  แตมีทิศทางตรงกันขาม  กลาวคือ  ถาตัวแปรหนึ่งมีคาเพ่ิมขึ้น  อีกตัวแปรก็จะมีคาลดลง  
ถา r  มีคาเทากับศูนยหรือใกลเคียงศูนยแสดงวาตัวแปรทั้งสองไมมีสหสัมพันธกันหรือมี
ความสัมพันธกันนอยมาก 
 
 สหสัมพันธในงานอุทกวิทยาเปนความสัมพันธเน่ืองจากสาเหตุและผลกระทบ (Cause  and  
Effect)  ระหวางตัวแปรใดๆ แบงไดเปน  2  ประเภท  (Haan,1977)  ดังน้ี 

1. Autocorrelation 
Autocorrelation  คือ  ความสัมพันธของตัวแปรชนิดเดียวกัน  ณ  เวลาตางกัน  เชน  

ความสัมพันธของปริมาณน้ําทารายวันที่สถานี X ณ วันยอนหลังและวันปจจุบัน  เปนตน  แสดงได
ดังสมการที่ (39) 
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เมื่อ )(τr  คือ  คาสัมประสิทธิ์สหสัมพันธ 
 Cov    คือ  คาความแปรปรวนรวมของตัวแปร  X  ณ  เวลา  t   และ t +τ  
 var     คือ  ความแปรปรวนของตัวแปร X ณ เวลา t  
   τ  คือ  Lag  Time 
 

2. Crosscorrelation 
Crosscorrelation  คือ  ความสัมพันธระหวางตัวแปรตางชนิดกัน  เชน  ความสัมพันธ

ระหวางปริมาณน้ําฝนกับปริมาณน้ําทา  ความสัมพันธระหวางปริมาณน้ําทากับปริมาณน้ําทาหรือ
ระหวางปริมาณน้ําฝนกับปริมาณน้ําฝนของสถานีที่อยูในบริเวณที่ใกลเคียงกัน  เปนตน  โดยสาเหตุ
พ้ืนฐานของการเกิดนํ้าทา  ไดแกนํ้าฝน  ซ่ึงปริมาณน้ําทาท่ีเกิดขึ้นมีปจจัยเน่ืองจากกระบวนการทาง
อุทกวิทยาและคุณลักษณะตางๆ ของลุมนํ้า  สาเหตุตางๆ เหลาน้ีไดสงผลตอความสัมพันธดังกลาว  
การวิเคราะหสหสัมพันธประเภทนี้แสดงไดดังสมการที่ (40) 
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เมื่อ   r    คือ   คาสัมประสิทธิ์สหสัมพันธ 

X และ Y   คือ  ตัวแปรที่พิจารณา 
X และY    คือ   คาเฉลี่ยของตัวแปรที่พิจารณา 

 
ลุมนํ้ายม 

 
ลักษณะทางกายภาพ 

 
 ลุมนํ้ายม เปนลุมนํ้า 1 ใน 25 ลุมนํ้าหลักของประเทศไทย  อยูทางตอนเหนือของประเทศ   
มีพ้ืนที่ลุมนํ้า 23,616   ตารางกิโลเมตร หรือ 14.76 ลานไร  คิดเปนพ้ืนท่ีรอยละ 4.58 ของประเทศ  
ลํานํ้ายมมีความยาวรวมทั้งส้ิน 735  กิโลเมตร   ขอบเขตพ้ืนที่ลุมนํ้าครอบคลุม 10 จังหวัด 
ประกอบดวย พะเยา นาน ลําปาง แพร ตากกําแพงเพชร สุโขทัย พิษณุโลก พิจิตร และนครสวรรค   



 

โดยทิศเหนือเริ่มจากทิวเขาผีปนนํ้าติดกับลุมนํ้าโขง  ทิศตะวันตกติดกับลุมนํ้าวัง และลุมนํ้าปง  ทิศ
ตะวันออกติดกับลุมนํ้านาน และทิศใตติดกับลุมนํ้าปง ในการบริหารจัดการลุมนํ้ายม ไดแบงลุมนํ้า
ยม ออกเปนลุมนํ้าสาขา จํานวน 11 สาขา   ดังภาพที่ 18 และรายละเอียดตามตารางที่ 2 
 
 
 
 
 



 

 
ภาพที่ 18  แสดงลุมนํ้าสาขาของลุมนํ้ายม 
       ตารางที่ 2   รายชื่อ และพ้ืนที่รับนํ้าของลุมนํ้าสาขา ในลุมนํ้ายม 



 

 
รหัสลุมน้ําสาขา ชื่อลุมน้ําสาขา พื้นที่รับน้ํา (ตร.กม.) 

08.02 แมน้ํายมตอนบน 1,978 
08.03 แมน้ําควน 858 
08.04 น้ําป 636 
08.05 แมน้ํางาว 1,644 
08.06 แมน้ํายมตอนกลาง 2,884 
08.07 น้ําแมคําม ี 444 
08.08 น้ําแมตา 518 
08.09 หวยแมสิน 522 
08.10 น้ําแมมอก 1,333 
08.11 น้ําแมรําพัน 895 
08.12 แมน้ํายมตอนลาง 11,906 

รวมพ้ืนที่ทั้งลุมน้ํายม 23,616 
 
และสามารถแบงพ้ืนที่ลุมนํ้ายมออกเปนรายจังหวัด ดังมีรายละเอียดตามตารางที่ 3 
 
 
 
 
 
 
 
 
 
 
ตารางที่ 3  รายชื่อจังหวัด และพ้ืนที่รับนํ้าในลุมนํ้ายม 
 

ชื่อจังหวัดในลุมน้ํายม พ้ืนที่รับน้ํา (ตร.กม.) 
พะเยา 2,543.15 
นาน 548.70 
ลําปาง 2,405.15 



 

ตาก 106.48 
กําแพงเพชร 2,271.53 

แพร 6,434.86 
สุโขทัย 6,187.39 
อุตรดิตถ 107.19 
พิษณุโลก 1,372.44 
พิจิตร 1,614.88 

นครสวรรค 24.23 
รวมทุกจังหวัด 23,616 

 
 

 
 
ภาพที่ 19  แสดงรูปตัดตามยาวของแมนํ้ายม 
 
 
ทรัพยากรนํ้า 
 

ลุมนํ้ายม มีปริมาณฝนรายปเฉลี่ยสูงสุดของลุมนํ้าประมาณ 1,771 มิลลิเมตร  ปริมาณฝน
รายปเฉล่ียต่ําสุดของลุมนํ้าประมาณ 662.7 มม. ปริมาณฝนรายปเฉล่ียทั้งพ้ืนที่ลุมนํ้าประมาณ 
1,159.2  มม. การแพรกระจายของฝนที่ตกในลุมนํ้า ฤดูฝนจะอยูระหวางเดือนพฤษภาคมถึงตุลาคม 
ปริมาณฝนที่ตกในชวงฤดูฝน 1,037.5 มม. คิดเปนรอยละ  89.50 ของปริมาณฝนทั้งป  
 
 



 

 
ภาพที่ 20  แสดงปริมาณฝนรายเดือนเฉลี่ยลุมนํ้ายม 
 
 
 
 ปริมาณน้ําฝนรายปเฉลี่ยคิดเปนปริมาตรน้ําประมาณ 27,394 ลาน ลบ.ม. และเมื่อประเมิน
ความสูญเสียตาง ๆ รวมทั้ง การอุมนํ้าของปา การไหลซึมลงใตดิน และบางสวนถูกนําไปใชตาม
สภาพการพัฒนาของพ้ืนท่ี คงเหลือเปนปริมาณน้ําทาที่ไหลออกจากลุมนํ้า (Yield) ซ่ึงจากการ
ตรวจวัดและประเมินคา พบวา มีปริมาณน้ําทาจุดทายนํ้าประมาณ 3,656.6 ลาน ลบ.ม. ตอป โดย
ปริมาณน้ําทาสวนใหญอยูในชวงฤดูฝนถึงประมาณ 3,216.8 ลาน ลบ.ม. หรือประมาณรอยละ 87.97 
ของปริมาณน้ําทาที่ไหลออกจากลุมนํ้า สวนในชวงฤดูแลงมีประมาณ 439.80 ลาน ลบ.ม. หรือ 
ประมาณรอยละ 12.03 ของปริมาณนํ้าทาที่ไหลออกจากลุมนํ้าเทาน้ัน อัตราปริมาณนํ้าทาที่ไหลออก
จากลุมนํ้าตอพ้ืนท่ีรับนํ้าฝนคิดเปนประมาณ 4.91 ลิตร/วินาที/ตร.กม. 

  
 ลุมนํ้ายมมีลักษณะทางอุทกธรณีวิทยาที่ประกอบดวยชั้นหินใหนํ้าที่ เปนชั้นหินรวน
ประมาณ  5,196.80  ตารางกิโลเมตร (คิดเปนรอยละ 22)  และช้ันหินแข็งประมาณ 18,419.20  
ตารางกิโลเมตร  (คิดเปนรอยละ 78)  มีปริมาณนํ้าบาดาลกักเก็บรวมทั้งสิ้น  386,669.54  ลาน
ลูกบาศกเมตร  และปริมาณน้ําที่สามารถนํามาใชประโยชนไดประมาณ 25,505.43 ลานลูกบาศก
เมตรตอป ปจจุบันมีการนํานํ้าบาดาลขึ้นมาใชประโยชน 161.40  ลานลูกบาศกเมตร/ป  คงเหลือ
ปริมาณน้ําบาดาลที่จะสามารถนํามาใชประโยชนไดอีก  25,344.03  ลานลูกบาศกเมตร/ป  ซ่ึงแตละ
ปจะมีปริมาณน้ําฝนซึมลงสูช้ันนํ้าบาดาลประมาณ 25,505.43  ลานลูกบาศกเมตร/ป จากลักษณะ
และคุณสมบัติของช้ันหินที่แตกตางกันจะทําใหอัตราใหนํ้าบาดาลแตกตางกันดวย  ซ่ึงชั้นหินรวน
จะมีอัตราการใหนํ้าบาดาลในเกณฑคอนขางสูง โดยทั่วไปจะอยูในเกณฑมากกวา 20  ลูกบาศก
เมตร/ชั่วโมง  บางพื้นที่ใหสูงถึง  80  ลูกบาศกเมตร/ช่ัวโมง  สวนในชั้นหินแข็งจะมีอัตราการใหนํ้า



 

บาดาลนอยกวาชั้นหินรวน  ซ่ึงโดยทั่วไปจะอยูในเกณฑ  3-20  ลูกบาศกเมตร/ช่ัวโมง  แตบางพ้ืนที่
ก็สามารถใหปริมาณน้ําบาดาลไดสูงกวา  50 ลูกบาศกเมตร/ชั่วโมง  (ขอมูลจากกรมทรัพยากรนํ้า
บาดาล) 
 
 
 
 
 
 
 
 
 
 
 



 

 
ภาพที่ 21  แสดงปริมาณ และคุณภาพน้ําบาดาลที่คาดวาจะสามารถพัฒนาไดของลุมนํ้ายม 
 
 
 
 
 
 
 
 



 

 
 
 
 
ภาพที่ 22  แผนผังแสดงสถานีวัดนํ้าทาลํานํ้ายม 
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ภาพที่ 23  แผนที่แสดงที่ตั้งสถานีวัดนํ้าทาและลํานํ้าสาชาในลํานํ้ายม 
 

ลุมนํ้านาน 



 

 
ลักษณะทางกายภาพ  
 
 ลุมนํ้านาน เปนลุมนํ้า 1 ใน 25  ลุมนํ้าหลกัของประเทศไทย  อยูทางตอนเหนือของประเทศ    
มีพ้ืนท่ีลุมนํ้า 34,331  ตารางกิโลเมตร หรือ 21.46 ลานไร คิดเปนพ้ืนที่รอยละ 6.714 ของประเทศ  
ขอบเขตพื้นที่ลุมนํ้าครอบคลุม 9 จังหวัด ประกอบดวย จังหวัดนาน  อุตรดิตถ  พิษณุโลก  พิจิตร  
เพชรบูรณนครสวรรค แพร สุโขทัยและกําแพงเพชร มีตนกําเนิดจากดอยภแูวในทวิเขาหลวงพระบาง 
พ้ืนที่อําเภอทุงชาง อาํเภอเชียงกลาง และอําเภอปว จังหวัดนาน  ไหลผานพ้ืนที่ราบกวางใหญอันอุดุม
สมบูรณที่สําคัญในภาคเหนือ เปนพ้ืนที่ราบสองฝงแมนํ้านาน รวมประมาณกวา 3 ลานไร ซ่ึงเปรียบ 
เสมือนเปนเสนชีวิตของเกษตรกร โดยเฉพาะอยางยิ่งในเขตจังหวัดนาน  อุตรดิตถ  พิษณุโลก  พิจิตร และ
นครสวรรค ซึ่งประกอบอาชีพหลักดวยการทาํเกษตรกรรม และไหลไปรวมกับแมนํ้าปงเปนแมนํ้า
เจาพระยา ทีจ่ังหวัดนครสวรรค  รวมความยาวแมนํ้านาน ประมาณ  780  กิโลเมตร 

การบริหารจัดการลุมนํ้านาน ไดแบงลุมนํ้านาน ออกเปน 16  ลุมนํ้ายอย คือ 
 
 
 
 
 
 

 
ภาพที่ 24  แสดงการแบงลุมนํ้ายอย 

ลุมน้ําแมน้ํานานตอนลาง

ลุมน้ําแมน้ําวังทอง

ลุมน้ําแมน้ําแควนอย

ลุมน้ําน้ําภาค

ลุมน้ําคลองตรอน

ลุมน้ําน้ําปาด

ลุมน้ําแมน้ํานานสวนที ่4

ลุมน้ําน้ําแหง

ลุมน้ําน้ําวา

ลุมน้ําน้ําสา

ลุมน้ําแมน้ํานานสวนที ่3

ลุมน้ําน้ําสมุน
ลุมน้ําน้ํายาว (2)

ลุมน้ําแมน้ํานานสวนที ่2

ลุมน้ําหวยน้ํายาว (1)

ลุมน้ําแมน้ํานานตอนบน ลุมน้ํานานลุมน้ํานาน
ลุมน้ํายอย พท. รับนํ้าฝน รอยละของ

(ตร.กม.) พท. ลุมน้ํา
1. แมน้ํานานตอนบน 2,265      6.60      
2. หวยน้ํายาว (1) 863      2.51      
3. แมน้ํานานสวนที่ 2 1,501      4.37      
4. น้ํายาว (2) 600      1.75      
5. น้ําสมุน 620      1.81      
6. แมน้ํานานสวนที่ 3 3,364      9.80      
7. น้ําสา 753      2.19      
8. น้ําวา 2,233      6.50      
9. น้ําแหง 1,034      3.01      

10. แมน้ํานานสวนที่ 4 2,613      7.61      
11. น้ําปาด 2,505      7.30      
12. คลองตรอน 1,270      3.70      
13. แมน้ําแควนอย 4,490      13.08      
14. น้ําภาค 987      2.87      
15. แมน้ําวังทอง 2,005      5.84      
16. แมน้ํานานตอนลาง 7,228      21.05      

รวม 34,331      100.00      

จ . พิษณุโลก 

จ . เพชรบูรณ 
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เข่ือนสิริกิติ์ 
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ระดับเก็บกัก    +47.80 ม.รทก.
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ระดับเก็บกัก +162.00 ม.รทก.

ระดับเก็บกักตํ่าสุด +128.00 ม.รทก.
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ภาพที่ 25  รูปตัดตามยาวแมนํ้านาน 
 
ทรัพยากรนํ้า 
 

ลุมนํ้านาน มีปริมาณฝนเฉลี่ยรายปเฉลี่ยของลุมนํ้าประมาณ  1,254 มิลลิเมตร  ปริมาณฝน
รายปเฉล่ียตํ่าสุด ประมาณ 946 มิลลิเมตร. การแพรกระจายของฝนที่ตกในลุมนํ้า  ฤดูฝนจะอยู
ระหวางเดือนพฤษภาคมถึงตุลาคม  ปริมาณฝนที่ตกในชวงฤดูฝน คิดเปนรอยละ 88 ของปริมาณฝน
ท่ีตกทั้งป 
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ปริมาณฝนรายปสูงสุด 1,565 มม. 

ปริมาณฝนรายปเฉล่ีย 1,254 มม. 

ปริมาณฝนรายปต่ําสุด 946 มม. 



 

 
 
 
 
 
ภาพที่ 26  แสดงปริมาณนํ้าฝนรายป 
 
 
 
 
 
 
 
 
 
 
 
ภาพที่ 27  แสดงปริมาณนํ้าฝนรายเดือน 

 
ปริมาณนํ้าฝนรายปเฉลี่ยคิดเปนปริมาตรน้ําประมาณ  43,709.73  ลานลูกบาศกเมตร และ

เมื่อประเมินความสูญเสียตาง ๆ รวมทั้ง การอุมนํ้าของปา และการไหลซึมลงใตดินแลว คงเหลือเปน
ปริมาณน้ําทาตามธรรมชาติของลุมนํ้านานปริมาณน้ําทาตามธรรมชาติของลุมนํ้านานเฉล่ียรวม 
13,375 ลานลูกบาศกเมตรตอป โดยเปนปริมาณน้ําทาเฉลี่ยในชวงฤดูฝน 8,839  ลานลูกบาศกเมตร  
คิดเปนรอยละ 66.08  ของปริมาณน้ําทารายปเฉลี่ย  และเปนปริมาณน้ําทาเฉลี่ยในชวงฤดูแลง 4,536 
ลานลูกบาศกเมตร คิดเปนรอยละ 33.92 ของปริมาณน้ําทารายปเฉล่ีย และคิดเปนปริมาณน้ําทารายป
เฉลี่ยตอพ้ืนที่รับนํ้าฝนเทากับ  12.54  ลิตร/วินาที/ตร.กม. 
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ภาพที่ 28  ปริมาณน้ําทารายปเฉล่ียตอพ้ืนที่รับนํ้าฝน 
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ภาพที่ 29  ปริมาณน้ําทารายเดือนเฉลี่ยตอพ้ืนที่รับนํ้าฝน 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ภาพที่ 30  แผนผังสถานีวัดนํ้าทา ลํานํ้านาน 
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ภาพที่ 31  แผนที่แสดงที่ตั้งสถานีวัดนํ้าทาและลํานํ้าสาขาในลํานํ้านาน 
 



 

งานวิจัยท่ีเก่ียวของ 
 

French et al. (1992)  พัฒนาโครงขายประสาทเทียมแบบ Back propagation  เพ่ือทํานาย
ปริมาณฝน และไดทําการเปรยีบเทียบกับแบบจาํลองทางคณิตศาสตรตางๆ พบวาแบบจาํลองโครงขาย
ประสาทเทียมมีประสิทธภิาพสูงที่สุด 

Siang  (1992)   ทาํนายคุณภาพนํ้ารายเดือนและอัตราการไหลรายเดือน ดวยกรณีศึกษาของ
แมนํ้าโขง ประเทศลาว โดยใชแบบจาํลองโครงขายประสาทเทียมแบบ Back propagation  และแบบ 
จําลอง Box and Jenkins  พบวาแบบจาํลองโครงขายประสาทเทียมใหประสิทธิภาพสูงกวา
แบบจาํลอง Box and Jenkins   
 วัชรี (2538)  พยากรณปริมาณน้ําในลุมนํ้าอูตะเภา โดยการประยุกตใชแบบจําลอง
คณิตศาสตร MIKE 11  เพ่ือการพยากรณและเตือนภยันํ้าทวม ณ สถานีหาดใหญ พบวาปริมาณ
นํ้าทารายวันจากการพยากรณของแบบจําลอง ใหคาใกลเคียงกับปริมาณนํ้าทาจากการสํารวจ  
 Hsu et al. (1995)  พัฒนาโครงขายประสาทเทียม เพ่ือจําลองการเกิดนํ้าฝนและน้ําทา และ
ไดทําการเปรียบเทียบกับแบบจําลองทางคณิตศาสตรอื่น ๆ พบวาแบบจาํลองโครงขายประสาท
เทียมมีประสิทธิภาพสูงที่สุด 
 Nam (1997)  ใชแบบจาํลองโครงขายประสาทเทียมแบบ Back propagation  พยากรณอัตรา
การไหลรายเดือนดวยกรณีศึกษาของ Black  River Basin ประเทศเวียดนาม ผลการสอบพบวาการ
พยากรณอัตราการไหลของแบบจําลองมีประสิทธิภาพสูง 
 Achela et al. (1998)   ไดพยากรณปริมาณน้ําทาดวยแบบจาํลองโครงขายประสาทเทียม
แบบ Back propagation  ชนิดของฟงกชั่นที่ใชในแบบจําลอง ไดแก Radial  Basis Function และได
ใชวิธี Orthogonal  Least Squares ในการคัดเลือกขอมูลนําเขาแบบจําลอง ซ่ึงเปนวิธีการวิเคราะห
สหสัมพันธระหวางปริมาณนํ้าทา ณ ตาํแหนงที่ตองการพยากรณกับปริมาณน้ําทา หรือปริมาณ
นํ้าฝน ณ ตําแหนงตางๆ ผลทดสอบพบวา การพยากรณปริมาณน้ําทาดวยแบบจาํลองดังกลาว มี
ความถูกตองใกลเคียงกับความจริง 
 Campolo et al. (1999)  พัฒนาโครงขายประสาทเทียมในการวิเคราะห และทํานายระดับนํ้า
ทวมของแมนํ้า Taghamento  ประเทศอิตาลีในชวงเวลาฝนตกหนัก พบวาผลการทํานายมี
ประสิทธิภาพสูง 
 Win (1999)  ทําการพยากรณนํ้าทวมรายวัน ของแมนํ้าประแสโดยใชแบบจาํลองโครงขาย
ประสาทเทียมแบบ Back propagation   ผลการทดสอบพบวาการพยากรณนํ้าทวมมีประสิทธภิาพ 



 

 กิตติพงษ (2542)  ใชสมการ Time  series  ในการทํานายอัตราการไหลรายวัน และทาํการ
ทดสอบดวยกรณีศึกษาของแมนํ้านาน โดยใชหลักการของ Least  Square Method ในการกําหนด
สมการ ผลการทําสอบพบวา การทํานายอัตราการไหลมีความนาเชื่อถือในเกณฑท่ียอมรับได 
 เสรี  (2543)  ไดพัฒนาโครงขายใยประสาทเทียมในการพยากรณนํ้าทาแมนํ้ามูล จังหวัด
อุบลราชธานี ผลการคํานวณมีความคลาดเคลื่อนเน่ืองจากขอจาํกัดของขอมูล 
 วริยา (2543)  ใชแบบจาํลองคณิตศาสตร  Rubicon  เพ่ือการพยากรณสภาพการเกิดนํ้าทวม   
ของแมนํ้าบางประกง พบวาหลังจากมีการกอสรางเขื่อนทดน้ําบางประกง ทําใหระดับนํ้าในแมนํ้า
บาง   ประกงและลํานํ้าสาขาเพ่ิมขึ้นสูงกวากอนทําการกอสรางเข่ือนเพียงเล็กนอย และไดเสนอ
แนวทางในการปองกันและบรรเทาอุทกภยั 
 Liong et al. (2002)  ประยกุตแบบจําลองโครงขายประสาทเทียม เพ่ือการวางแผนปองกัน
นํ้าทวมในประเทศบังคลาเทศ พบวาระบบโครงขายประสาทเทียมสามารถใชในการเตือนภัยนํ้า
ทวมไดอยางมีประสิทธิภาพ 
 กิตติพงษ และ ริยารด (2544)  พยากรณอตัราการไหลรายวันของแมนํ้าชีและมูล โดยใช
แบบจาํลองโครงขายประสาทเทียมแบบ Back propagation  สําหรับการคัดเลือกขอมูลนําเขาไดใช
วิธีวิเคราะหสหสัมพันธ ผลการทดสอบพบวา สามารถพยากรณอัตราการไหลใน 1 วันลวงหนา 
และ 3 วันลวงหนาไดอยางมีประสิทธิภาพ 
 เสรี (2554) ใชแบบจาํลองโครงขายประสาทเทียมแบบ Back propagation  ในการพยากรณ
ระดับนํ้าของลุมแมนํ้ายม จังหวัดแพรและจังหวัดสุโขทัย ผลการทดสอบพบวาใหผลการพยากรณที่
ดีมาก ซ่ึงมีประสิทธิภาพสูงกวา 95% 
 เสรี และคณะ (2544)  นําแบบจําลองโครงขายใยประสาทเทียมแบบ Back propagation มา
ใชในการพยากรณระดับนํ้าท่ีหาดใหญ ซ่ึงใชขอมูลในชวงนํ้าทวมป 2543  สําหรับข้ันตอนของ
กระบวนการเรียนรู และทําการทดสอบผลการพยากรณในชวงนํ้าทวมในป 2531  พบวาใหผลการ
ทดสอบเปนที่นาพอใจแสดงใหเห็นถึงประสิทธิภาพของแบบจําลอง 
 รสกร (2546)  การใชโครงขายประสาทเทียมแบบ Back propagation  ในการพยากรณอัตรา
การไหลรายวัน :  กรณีศึกษาแมนํ้าปราจีนบุรี 



 

อุปกรณและวิธีการ 
 

อุปกรณ 
 

1. คอมพิวเตอร Pentium 4 
2. ระบบปฏิบัติการ Window XP 
3. โปรแกรมโครงขายใยประสาทเทียม Kunet 

 
วิธีการ 

 
 การใชโครงขายประสาทเทียมแบบ Back propagation ในการพยากรณอัตราการไหลรายวนั 
ประกอบดวยวธิีการศึกษา 4 ขั้นตอน ดังแสดงในภาพที่ 21  ไดแกการเตรียมขอมูลการศึกษาทฤษฎี
โครงขายประสาทเทียมแบบ  Back propagation และพัฒนากระบวนการประยุกต ใชในการพยากรณ
อัตราการไหลรายวัน การเขียนโปรแกรมคอมพิวเตอรพยากรณอัตราการไหล โดยหลักการของ
โครงขายประสาทเทียมแบบ Back propagation  และการทดสอบกระบวนการพยากรณอัตราการ
ไหลรายวัน ซ่ึงมีรายละเอียดดังตอไปนี้ 
 

1. การเตรียมขอมูล 
  1.1 เตรียมขอมูลปริมาณน้ําทารายวันของสถานีที่อยูในพ้ืนที่ศึกษา เพ่ือใชในการ
คัดเลือกขอมูลนําเขา 
  1.2  ทําการคัดเลือกขอมูลของสถานีวัดปริมาณน้ําทาที่มีอิทธิพลตออัตราการไหลที่
ตองการพยากรณ เพ่ือใชเปนขอมูลนําเขา ดวยวิธีเคราะหสหสัมพันธระหวาง 2  ตัวแปรใดๆ ซ่ึงไดแก 
ปริมาณน้ําทารายวัน ปจจุบันของสถานทีี่ตองการพยากรณกับปริมาณน้ําทารายวันของสถานีตางๆ ในวัน
ยอนหลัง 
 1.3 เตรียมขอมูลปริมาณน้ําทารายวัน เพ่ือใชเปนขอมูลนําเขา (Input Data) ใน
กระบวนการเรียนรู (Training  Process)  จํานวน  5 ป ระหวางป พ.ศ. 2539  ถึง พ.ศ. 2543 (ลํานํ้ายม)   
จํานวน  7  ป  ระหวางป พ.ศ. 2537  ถึง พ.ศ. 2543 (ลํานํ้านาน)  และกระบวนการการทดสอบ (Testing  
Process)  จํานวน 2 ป ระหวางป พ.ศ. 2544  ถึง พ.ศ. 2545 (ลํานํ้ายมและนาน)  โดยใชขอมูลในชวงฤดูฝน
ระหวางเดือน กรกฎาคม ถึงเดือนกันยายน 
 



 

     
วิธีการศึกษา 

 
 

1. การเตรียมขอมูล ไดแก 
1.1 เตรียมขอมูลนํ้าทารายวันและปริมาณน้ําฝนรายวัน                                      
  เพ่ือใชในการคัดเลือกขอมูลนําเขา 

1.2 ทําการคัดเลือกสถานีที่มีอิทธิพลตอสถานี Y.1 ในลํานํ้ายม                             และ
สถานี N.1 ในลํานํ้านาน 

1.3 เตรียมขอมูลปริมาณนํ้าทารายวัน  เพ่ือใชสําหรับกระบวนการเรียนรู              
(Training  Process)  และกระบวนการทดสอบ (Testing  Process) 
 
 

2. ศึกษาทฤษฎีโครงขายประสาทเทียมแบบ Backpropagation 
 
 

3. ทําการทดสอบกระบวนการพยากรณอัตราการไหลรายวนัในลํานํ้ายม                  และ
นาน  โดยใชโปรแกรมโครงขายใยประสาทเทียม KUnet 

3.1 แบงกรณีศึกษา 
3.2 พยากรณอัตราการไหลรายวนั 

 
 
 
ภาพที่ 32  แผนผังวิธีการศึกษา 
 
 
 
 
 

2. ศึกษาทฤษฏีโครงขายประสาทเทียมแบบ Back propagation และพัฒนากระบวนการ
ประยุกตใชในการพยากรณอัตราการไหลรายวัน 



 

3. ทําการทดลองกระบวนการพยากรณอัตราการไหลรายวัน ซ่ึงประกอบดวย 2  ขั้นตอน 
ไดแก การแบงกรณีศึกษาและการพยากรณอัตราการไหล สามารถแสดงรายละเอียดไดดังน้ี 

3.1 การแบงกรณีศึกษา 
หลังจากทําการคัดเลือกขอมูลของสถานีวัดปริมาณน้ําฝนที่มีอิทธิพลตออัตราการ 
ไหลท่ีตองการพยากรณเพ่ือใชเปนขอมูลนําเขา ไดแบงกรณีศึกษาออกเปน 2 กรณีดังน้ี 
  3.1.1 กรณีศึกษา ก  เปนกรณีที่นําเขาขอมูลปริมาณน้ําทารายวันของสถานี Y.1 
ในลํานํ้ายมและสถานี N.1 ในลํานํ้านานและขอมูลปริมาณน้ําทารายวันของสถานีที่ถูกคัดเลือกจาก
การวิเคราะหสหสัมพันธมาใชเปนขอมูลนําเขา เพ่ือเปนแนวทางในการวางแผนและบริหารจัดการ
นํ้ารวมถึงการเตือนภัยจากสภาวะอุทกภัยที่อาจเกิดข้ึนในอนาคตได 

3.1.2 กรณีศึกษา ข  เปนกรณีที่นําขอมูลปริมาณน้ําทารายวันหรือปริมาณของ 
สถานีที่ถูกคัดเลือกจากการวิเคราะหสหสัมพันธ มาใสเปนขอมูลนําเขาเพียงอยางเดียว โดยไมใช
ขอมูลปริมาณน้ําทารายวันของสถานี Y.1 ในลํานํ้ายมและสถานี N.1 ในลํานํ้านานเพื่อใชเปน
แนวทางหากตองการตั้งสถานีวัดปริมาณน้ําเพ่ิมเติม หรือเพ่ือการวางแผนการสรางอาคารทางชล
ศาสตรในลํานํ้า 

3.2 การพยากรณอัตราการไหล 
เมื่อทําการแบงกรณีศึกษา หลังจากนั้นจึงทําการพยากรณอัตราการไหลรายวัน 
ในกรณีศึกษาตางๆ ดวยโปรแกรม KUnet  ซ่ึงประกอบดวย  2  กระบวนการดังน้ี 

3.2.1 กระบวนการเรียนรู (Training  Process) 
ข้ันตอนกระบวนการเรียนรูแสดงไดดังภาพที่ 33  ซ่ึงเริ่มจากการกําหนด 
โครงสรางของโครงขายประสาทเทียม ไดแกจํานวนชั้น (Number of Network Layers) ของ
โครงขายประสาทเทียม จาํนวนหนวยรับขอมูล  (Number of Input Nodes) จาํนวนหนวยแฝง 
(Hidden Layer Nodes)  ของชั้นแฝงแตละชั้นการกําหนดคาพารามิเตอรตางๆ  และการนํา Input  
Data และ Output  Data ซ่ึงประกอบดวยขอมูลปริมาณน้ําทารายวัน หรือปริมาณนํ้าฝนรายวันจาก
การวัดจริงในสนามที่ผานการคัดเลือกจากขอที่ 1 เขาสูโปรแกรมหลังจากนั้น จึงทําการ
ประมวลผล 
  สําหรับการประมวลผล โปรแกรมไดทําการคํานวณคาอัตราการไหลรายวันและ
นําเปรียบเทียบกับคาอัตราการไหลรายวันที่ไดจากการวัด เพ่ือคํานวณหาคาความคลาดเคลื่อน  
ท้ังหมด (Total  Error)  ท่ีเกิดขึ้น ถาความคลาดเคลื่อนทั้งหมดมากกวา คาที่กําหนดหรือยังไมครบ
ตามจาํนวนรอบที่กําหนด โปรแกรมจะทําการปรับคา Weight และคา Bias แลวคํานวณอัตราการ
ไหล และความคลาดเคลื่อนทั้งหมดอีกครั้ง เมื่อคาความคลาดเคลื่อนท้ังหมดเทากับคาที่กําหนดหรือ
ครบตามจาํนวนรอบที่กําหนด โปรแกรมจะหยุด Train และทาํการคํานวณคาประสิทธิภาพของ



 

โครงขายประสาทเทียม (EI)  ดังแสดงในสมการที่ (40)  และทาํการบนัทึก คา Weight และคา Bias   
เพ่ือนําไปใชในกระบวนการทดสอบ 

 
เริ่มตน 
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คํานวณคาความคลาดเคลื่อนทั้งหมด 

 
 

ความคลาดเคลื่อนทั้งหมด 
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ตามจํานวนรอบที่กําหนด 

 
 

ทําการปรับคา Weight  และคา Bias 
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ภาพที่ 33  ขั้นตอนกระบวนการเรียนรู (Training Procedure) 
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เมื่อ SST  คือ ผลรวมของคาเบี่ยงเบนของอัตราการไหลรายวัน 
 SSE  คือ ผลรวมของความผิดพลาดยกกําลังสอง 
 iT  คือ อัตราการไหลรายวันที่ไดจากการวัดของขอมูลชุดท่ี i 
 T  คือ อัตราการไหลรายวันที่ไดจากการวัดเฉล่ีย 
 iO  คือ อัตราการไหลรายวันที่ไดจากการคํานวณของขอมูลชุดที่ i 
 n  คือ จํานวนขอมูลทั้งหมด 
 

3.2.2 กระบวนการทดสอบ (Testing  Process) 
การนําคา Weight และคา Bias และคาพารามิเตอรตางๆ ท่ีสรุปไดจาก 
กระบวนการเรียนรู เพ่ือตรวจสอบประสิทธิภาพของโครงขายประสาทเทียมกอน การนําไปใชใน
การพยากรณอัตราการไหลในงานจริง 
   กระบวนการทดสอบเปนการคํานวณไปขางหนา เพียงอยางเดียว  
(Forward  Computation)  โดยไมมีการคํานวณยอนกลับ (Backward  Computation)  ที่ใชในการ
ปรับคา Weight และคา Bias  ขั้นตอนกระบวนการทดสอบแสดงไดดังภาพที่ 34  โดยเร่ิมจากการนํา
คา  Weight และคา Bias และคาพารามิเตอรตางๆ  ที่สรุปไดจากกระบวนการเรียนรูมาใชในการ
คํานวณไปขางหนา ผลลัพธที่ไดจากกระบวนการทดสอบ คือ อัตราการไหลรายวันและคา
ประสิทธิภาพของโครงขายประสาทเทียม (EI) 
 
 
 

เริ่มตน 
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และคาพารามิเตอรตางๆ 
จากขั้นตอนในการเรียนรู 
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ภาพที่ 34  ขั้นตอนในกระบวนการทดสอบ (Testing Procedure) 
 
 
 
 
 
 
 
 
 

ผลและวิจารณ 
 

 ผลการศึกษาการพยากรณปริมาณนํ้าทาในลํานํ้ายม และลํานํ้านานโดยใชโปรแกรม
โครงขายใยประสาทเทียม KUnet  ณ สถานีวัดนํ้าทา Y.1ในลํานํ้ายม และสถานีวัดนํ้าทา N.1 ในลํา
นํ้านานประกอบดวย 

1. ผลการวิเคราะหขอมูล 
2. โปรแกรม KUnet 
3. การทดสอบกระบวนการพยากรณอัตราการไหลราย ซ่ึงประกอบดวย 



 

 การแบงกรณีศึกษาผลการทดสอบพยากรณอัตราการไหลรายวันจากโปรดแกรม KUnet 
 

ผลการวิเคราะหขอมูล 
 

การวิเคราะหขอมูลใชวิธีวิเคราะหสหสัมพันธระหวางขอมูลปริมาณนํ้าทารายวัน ในวัน
ปจจุบัน (t)  ของสถานีที่ตองการพยากรณกับขอมูลปริมาณน้ําทารายวัน ของสถานีตางๆ ในวัน
ยอนหลัง (t-n)  เพ่ือการคัดเลือกขอมูลนําเขา (Input Data) แบงการวิเคราะหเปน 2 ลักษณะ ไดแก
การวิเคราะหสหสัมพันธแบบ Auto-correlation   คือ การหาความสัมพันธที่เกิดขึ้นในตัวเอง และ
การวิเคราะหความสัมพันธแบบ Cross- correlation   คือ การหาความสัมพันธระหวางสถานีวัด
ปริมาณน้ําที่ตําแหนงตางๆ แสดงไวในตารางที่ 4 และภาพที่ 35 และ 36  โดยกราฟเสนบนสุดเปน
การวิเคราะหสหสัมพันธแบบ Auto-correlation  นอกนั้นเปนการวิเคราะหสหสัมพันธแบบ Cross- 
correlation   จากตารางและภาพดังกลาวเห็นไดวา  คาสัมประสิทธิ์สหสัมพันธระหวางปริมาณน้ําทา
รายวันของสถานี Y.1 ในลํานํ้ายม ณ วันปจจุบันกับปริมาณน้ําทารายวันของสถานีในพ้ืนที่ลุมนํ้ายม 
ณ เวลา 7  วันยอนหลัง มีคาอยูระหวาง 0.2 ถึง 1  โดยสถานีวัดปริมาณน้ําทาท่ีมีอิทธิพลตอสถานี 
Y.1 มากที่สุดและนอยที่สุด ไดแกสถานี Y.20   และสถานี Y.24  ตามลําดับและคาสัมประสิทธิ์
สหสัมพันธระหวางปริมาณน้ําทารายวันของสถานี N.1  ในลํานํ้านาน ณ วันปจจุบันกับปริมาณ
นํ้าทารายวันของสถานีในพ้ืนที่ลุมนํ้านาน ณ เวลา 7  วันยอนหลังมีคาอยูระหวาง  0.1 ถึง 1  โดย
สถานีวัดปริมาณนํ้าทาที่มีอิทธิพลตอสถานี N.1  มากที่สุดและนอยที่สุด ไดแกสถานี  N.64  และ
สถานี  N.49  ตามลําดับ 

 
 
จากการวิเคราะหสหสัมพันธแบบ Auto-correlation และ Cross- correlation  ระหวางสถานี

วัดนํ้าปริมาณน้ํา แสดงใหเห็นวามีคาสัมประสิทธิ์สหสัมพันธ  (r) ลดลงตามจาํนวนวันที่เพ่ิมข้ึนโดย
ขอมูลของสถานีตัวเองหรือสถานีตางๆ  ณ เวลา 1 วันยอนหลัง  (t-1)  และ 2 วันยอนหลัง (t-2)  มี
สหสัมพันธกับขอมูลของสถานี Y.1 (ในลํานํ้ายม)  ที่วันปจจุบันมากที่สุด ซ่ึงขอมูลปริมาณน้ําทา
ของสถานีตัวเองใหคาสัมประสิทธิ์สหสัมพันธมากที่สุด คือ 0.87 และ0.72     ตามลําดับ  รองลงมา
ไดแก ขอมูลของสถานี Y.24 ( rt-1 = 0.453 และ rt-2 = 0.366)   สถานี  Y.20  ( rt-1 = 0.66 และ rt-2 = 
0.542)  ตามลาํดับ  และขอมูลของสถานี N.1 (ลํานํ้านาน) ที่วันปจจุบันมากที่สุด ซ่ึงขอมูลนํ้าทาของ
สถานีตัวเองใหคาสัมประสิทธิ์สหสัมพันธมากที่สุด คือ 0.78 และ 0.61 ตามลําดับ รองลงมาไดแก 
ขอมูลของสถานี N.64 ( rt-1 = 0.72 และ rt-2 = 0.57)  สถานี N.49 ( rt-1 = 0.33 และ rt-2 = 0.31)  



 

ตามลาํดับ  จากการวิเคราะหดังกลาวไดกําหนดคาสัมประสิทธิ์สหสัมพันธ มากกวา 0.3 มาใชเปน
ขอมูลนําเขา  ซ่ึงสถานีที่นํามาใชเปนขอมูลนําเขาในการวเิคราะหอยูในหลักเกณฑที่กําหนด ตาม
ตารางที่ 4     
  
ตารางที่ 4 ผลการวิเคราะหสหสัมพันธ 
 

Lag Time t t-1 t-2 t-3 t-4 t-5 t-6 t-7
สถานี

ลําน้ํายม
Y.1 1.00  0.87  0.72  0.61  0.52  0.46  0.41  0.39  
Y.24 0.59  0.45  0.37  0.31  0.26  0.25  0.22  0.19  
Y.20 0.85  0.66  0.54  0.48  0.42  0.37  0.35  0.33  
ลําน้ํานาน
N.1 1.00  0.78  0.62  0.51  0.43  0.38  0.36  0.36  
N.64 0.98  0.73  0.58  0.49  0.41  0.37  0.34  0.34  
N.49 0.61  0.38  0.31  0.22  0.16  0.15  0.14  0.14  

คาสัมประสิทธ์ิสหสัมพันธ ณ วันตางๆ (rt-n)
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ภาพที่ 35   กราฟแสดงคาสัมประสิทธิ์สหสัมพันธของสถานีวัดนํ้าในพ้ืนที่ลุมนํ้ายมที่มีอิทธิพลตอ
สถานี Y.1 ในวันยอนหลัง (Lag Time) ตางๆ 
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ภาพที่36    กราฟแสดงคาสัมประสิทธิ์สหสัมพันธของสถานีวัดนํ้าในพื้นที่ลุมนํ้านานที่มีอิทธิพลตอ
สถานี N.1 ในวันยอนหลัง (Lag Time) ตางๆ 
 

โปรแกรม KUnet 
 

โปรแกรม KUnet  เปนโปรแกรมคอมพิวเตอรภาษา Visual   Basic  ใชสําหรับการพยากรณ
อัตราการไหลดวยหลักการของโครงขายประสาทเทียมแบบ  Backpropagation   แสดงรายละเอียด
ไดดังน้ี 
สวนประกอบของโปรแกรม  KUnet 
 สวนประกอบตางๆ  ของโปรแกรม KUnet  แสดงไดดังภาพที่ 37  แบงออกเปน 4 สวน
สําคัญอธิบายไดดังน้ี 

1. Network  Property  (1)  ใชในการกําหนดคุณสมบัติของโครงขายประสาทเทียม  
ไดแกการออกแบบโครงสรางของโครงขายประสาทเทียม (Design)  การกาํหนดคาพารามิเตอร
ตางๆ  (Parameter)  การนําขอมูลเขาสูโปรแกรม (Import)  การตรวจสอบขอมูล  (Data)  การ
กําหนดชื่อไฟลและระบุที่อยูของไฟล (KUnet File)   
 



 

 
 

 
ภาพที่ 37  สวนประกอบของโปรแกรม KUnet 
 

2. Run Network  (2)  ใชสําหรับประมวลผลโปรแกรม ประกอบดวยกระบวนการเรียนรู  
(Training Process)  กระบวนการทดสอบ (Testing  Process)  และกระบวนการพยากรณ  
(Forecasting Process)  โดยมีข้ันตอนกระบวนการประมวลผล ดังแสดงในภาพที่ 38  ถึงภาพที่ 40   

(1) 

(2) 

(3) (4) 



 

 
 
ภาพที่ 38  ขั้นตอนกระบวนการเรียนรูของโปรแกรม KUnet  (Training Procedure in KUnet  
Program) 
 
 
 
 



 

 
ภาพที่ 38 (ตอ) 
 
เมื่อ E  คือ คาความคลาดเคลื่อนทั้งหมดที่กําหนดเพื่อใชในการหยุดโปรแกรม 
 I  คือ  จาํนวนรอบที่กําหนดเพื่อใชในการหยุดโปรแกรม 
 

3.   View Target and Calculation   ใชสําหรับแสดงผลการพยากรณอัตราการไหลซึ่งแสดง
เปนกราฟเปรียบเทียบระหวางอัตราการไหล ท่ีไดจากการวัดจริงกับอัตราการไหลที่ไดจากการ
คํานวณ 

4.  Rating  Curve  ใชในการแปลงอัตราการไหลใหเปนระดับนํ้า 



 

 
 
 

ภาพที่ 39   ขั้นตอนกระบวนการทดสอบของโปรแกรม KUnet  (Training Procedure in KUnet  
Program)  

 
 
ภาพที่ 40   ข้ันตอนกระบวนการพยากรณของโปรแกรม KUnet  (Training Procedure in KUnet  
Program)  
 
 
 
การใชงานโปรแกรม KUnet 



 

 

 เมื่อทําการเปดโปรแกรม KUnet  จะปรากฏหนาจอแนะนําโปรแกรม  ดังแสดงในภาพที่ 41  
และหนาจอหลักของโปรแกรม KUnet แสดงไวในภาพที่ 37  ซึ่งมีรายละเอียดการใชงานดังน้ี 
 

 
ภาพที่ 41   หนาจอแนะนําโปรแกรม  KUnet   
 

1. การกําหนดคุณสมบัติโครงขายประสาทเทียม ประกอบดวยข้ันตอนดังน้ี 
 1.1  ตั้งช่ือไฟลขอมูลที่ชอง KUnet  File แลวทําการบันทึกโดยกดปุม Save 
 1.2  กดปุม Design  เพ่ือใชในการออกแบบลักษณะโครงสรางของโครงขาย ซึ่งไดแก  
จํานวนชั้น (Number of Network Layes)  จํานวนหนวยรับขอมูล (Number of Input Nodes) และ
จํานวนหนวยแฝงในแตละชั้น (Hidden  Layer Nodes)   โดยสามารถกําหนดช้ันแฝงไดมากที่สุด
เทากับ  8  ช้ัน ดังแสดงในภาพที่ 42  เมื่อกดปุม Apply and Close จะกลับเขาสูหนาจอหลักสําหรับ
การดูลักษณะโครงสรางของโครงขายประสาทเทียม ที่ไดทําการออกแบบไวดังแสดงในภาพที่ 43  
ทําไดโดยการกดปุม View  Network  และ View  ตามลําดับ  



 

 
 

ภาพที่ 42    หนาจอที่ใชในการกําหนดโครงสรางของโครงขายประสาทเทียม 
 

 
ภาพที่ 43    หนาจอที่ใชดูลักษณะโครงสรางของโครงขายประสาทเทียม   
 1.3  กดปุม Parameter  เพ่ือกําหนดคา พารามิเตอรตาง ๆ ไดแก  



 

1.3.1  คา Slope   Parameter ใชในการปรับความชันของ  Sigmoid Function 
1.3.2   คา Momentum  Factor  ใชในการปรับ Weight และคา Bias 
1.3.3  จํานวนรอบในการเรียนรู (Iterations)  ใชในการหยุดกระบวนการเรียนรู 
1.3.4  คาความคลาดเคลื่อนทั้งหมดที่ใชในการหยุดกระบวนการเรียนรู  
(Quit at Total Error) 
  หลักเกณฑในการกําหนดคา Slope   Parameter   และคา Momentum  Factor  คือ 
มีคาอยูระหวาง 0.1  ถึง 1  เมื่อทําการกาํหนดพารามิเตอรตางๆ  เสร็จใหกดปุม OK  เพ่ือตกลงหรือ
กดปุม Cancel  เพ่ือยกเลิกสําหรับปุม Default คือ คาพารามิเตอรที่โปรแกรมแนะนําใหใชไดแกคา 
Slope   Parameter   คา  Momentum  Factor   จํานวนรอบในการเรียนรูและคาความคลาดเคลื่อน
ท้ังหมดที่ใชในการหยุดกระบวนการเรียนรู มีคาเทากับ 0.1 0.9 10,000 และ 0.05 ตามลาํดับ ดัง
แสดงในภาพที่ 44 

 
ภาพที่ 44  หนาจอทีใ่ชในการกําหนดคาพารามิเตอร 
 1.4  กดปุม Import  เพ่ือนํา Input  Data  เขาสูโปรแกรมโดยโปรแกรมจะถามวา  
ตองการนําเขาขอมูลจาก MS-Excel  หรือไมซ่ึงสามารถเลือกตอบไดดังน้ี 
 1.4.1  ถาตอบ Yes หลังจากนั้นใหทําตามขั้นตอนดังน้ี กําหนดบรรทัดเริ่มตน 
ของขอมูลที่ใชในกระบวนการทดสอบเลือกไฟล Excel  ที่ตองการ และกลับเขาสูหนาจอหลักโดย
ไฟล Excel  ทีเ่ลือกใชตองมีการจัดรูปแบบของขอมูลใน Column แรกจนถึง Column  กอนสุดทาย
เปน Input Node  ดังแสดงในภาพที่ 45 



 

 
ภาพที่ 45  การจัดรูปแบบขอมูลนําเขาโปรแกรมในไฟล  Excel 
 
 1.4.2  ถาตอบ No จะปรากฏหนาจอแสดงในภาพที่ 46  ซ่ึงในการนําเขาจาก 
ไฟลขอมูลปริมาณน้ําทาของกรมชลประทาน โดยมีขั้นตอนการนําเขาดังน้ี เลือกไฟลที่ตองการกด
ปุม View List  เพ่ือแสดงรายชื่อสถานีที่มีอยูในไฟลขอมูล ทําการเลือกสถานีนํ้าทาท่ีตองการทํานาย 
(Output Node)  และสถานีนํ้าทาทีใ่ชในการทํานาย (Input Node)  กําหนดปที่ใชในการเรียนรู ปที่ใช
ในการทดสอบ ปท่ีไมมีขอมูล Lag Time  และเลือกเดือนท่ีใชในการทดสอบ ทําการบันทึกโดยกด
ปุม Write  Pat  File และกดปุม Close  เพ่ือกลับสูหนาจอหลัก 
 
 1.5  กดปุม Data แลวกดปุม View  ดังแสดงในภาพที่ 47  เพ่ือใชในการเปลี่ยนแปลง 
ขอมูลหรือตรวจสอบขอมูล โดยเรียกดูไดจากขอมูล Input Train  ขอมูล Input Test ขอมูล Target 
Train และขอมูล Target  Test  แลวกดปุม Save เพ่ือบันทึกขอมูลที่ไดทําการเปลี่ยนแปลงและกดปุม 
Close เพ่ือกลับสูหนาจอหลัก 



 

 
ภาพที่ 46   หนาจอที่ใชในการนําเขาขอมูลจากไฟลขอมูลปริมาณนํ้าทาของกรมชลประทาน 

 
ภาพที่ 47   หนาจอที่ใชในการเปลี่ยนแปลงขอมูลหรือตรวจสอบขอมูล 

2.  การประมวลผลของโปรแกรม ประกอบดวยขั้นตอนดังน้ี 



 

 2.1  กระบวนการเรียนรู  (Training Process) 
จากหนาจอหลักใหเลือก Train Network  และกดปุม Run  เพ่ือเริ่มกระบวนการ 
เรียนรู โดยโปรแกรมจะหยุดและทําการประมวลผลเมื่อคาความคลาดเคลื่อนทั้งหมด เทากับคาที่
กําหนดหรือเมื่อครบตามจํานวนรอบที่กําหนด ภายหลังจากการประมวลผลเสร็จส้ินไดแสดงคา
ความคลาดเคลื่อนทั้งหมด และคาประสทิธิภาพของโครงขายประสาทเทียม (EI)  บนหนาจอดัง
แสดงในภาพที่ 48 

 
ภาพที่ 48   หนาจอกระบวนการเรียนรูของโปรแกรม KUnet 
 

 2.2  กระบวนการทดสอบ (Testing Process) 
หลังจากประมวลผลของกระบวนการเรียนรูเสร็จส้ินใหกดปุม Exit เพ่ือเขาสู 
หนาจอหลัก ถาตองการทดสอบเพ่ือตรวจสอบประสิทธิภาพของโครงขายประสาทเทียม กอนการ
นําไปใชในการพยากรณอัตราการไหลในงานจริง ใหทาํการเลือก Test Network  และกดปุม Run 
เพ่ือประมวลผลโดยโปรแกรม KUnet จะทาํการเรียกไฟลขอมูลของคา Weight คา Bias  
พารามิเตอรตางๆ ที่ไดจากกระบวนการเรยีนรูออกมา เพ่ือใชในกระบวนการทดสอบ ภายหลังจาก
การประมวลผลเสร็จส้ินไดแสดงคาประสิทธิภาพของโครงขายประสาทเทียม (EI) บนหนาจอดัง
แสดงในภาพที่ 49 



 

 
ภาพที่ 49   หนาจอกระบวนการทดสอบของโปรแกรม KUnet 
 

 2.3  กระบวนการพยากรณอัตราการไหล (Forecasting Process) 
เมื่อกระบวนการทดสอบเสร็จส้ิน  ถาตองการนําโครงขายประสาทเทยีมที่ไดมาใช

ในการพยากรณอัตราการไหล  ใหเลือก Forecast  จากหนาจอหลัก  แลวใส Input Data และกดปุม
ทํานายนํ้าทา  เพ่ือพยากรณอัตราการไหล  ดังแสดงในภาพที่ 50 

 
ภาพที่ 50   หนาจอที่ใชในการพยากรณอัตราการไหล 
 

            3. ผลการพยากรณอัตราการไหลจากโปรแกรม KUnet   แสดงไดหลังจากกระบวนการ
เรียนรูหรือกระบวนการทดสอบเสร็จส้ิน  โดยเรียกดูไดจากการกดปุม View Target  บนหนาจอ
หลัก  แลวเลือก View Train Data  หรือ View Test Data  หลังจากนั้นใหกดปุม Get Data  เพ่ือดูผล
การพยากรณ  ซ่ึงแสดงเปนกราฟเปรียบเทียบระหวางอัตราการไหลที่ไดจากการวัดจริง กับอัตรา
การไหลที่ไดจากการคาํนวณ  ดังแสดงในภาพที่ 51 
 



 

 
ภาพที่ 51  หนาจอแสดงกราฟเปรียบเทียบระหวางอตัราการไหลที่ไดจากการคํานวณกับอัตราการไหลที่ไดจาก

การวัดจริง 
 

            4.  การแปลงอัตราการไหลใหเปนระดับนํ้าทําไดหลังจากการนํา Rating Curve  ของสถานี
วัดปริมาณน้ําที่ตองการพยากรณมาใสในโปรแกรม โดยวิธีการปอนขอมูลอัตราการไหล 
(Discharge)  และระดับนํ้า (Elevation) ลงไปในโปรแกรม  และเมื่อกดปุม Save โปรแกรมจะแสดง
กราฟ Rating Curve  ออกมาบนหนาจอดังแสดงในภาพที่ 52   สําหรบักรณีที่ไดผานขั้นตอนของ
การประมวลผลในกระบวนการพยากรณ คาอัตราการไหลที่ไดจากการพยากรณจะปรากฏบน
หนาจอ นอกเหนือจากกรณีน้ีแลวผูใชตองปอนคาอัตราการไหล ที่ตองการแปลงดวยตัวเอง
หลังจากนั้นใหกดปุมคํานวณ เพ่ือดูคาระดับนํ้าท่ีไดจากการแปลงอัตราการไหลของโปรแกรม  
ตัวอยางของกราฟ Rating Curve แสดงไวดังภาพผนวกที่ 1  ถึงภาพผนวกที่ 4 
 
 



 

 
ภาพที่ 52  หนาจอทีใ่ชในการแปลงอัตราการไหลใหเปนระดับนํ้า 
 

ผลการทดสอบกระบวนการพยากรณอัตราการไหลรายวัน 
 

           ผลการทดสอบกระบวนการพยากรณอัตราการไหลรายวันแสดงรายละเอียดไดดังน้ี 
 
การแบงกรณศีกึษา 
 

           เมื่อทําการคัดเลือกขอมูลนําเขาในชั้นรับขอมูล (Input Layer) ของโครงขายประสาทเทยีม
จากผลการวิเคราะหคาสัมประสิทธิ์สหสัมพันธ  หลังจากนั้นไดแบงกรณีศึกษาออกเปน  2 กรณี   
ไดแกกรณีศึกษา ก  เปนกรณีที่นําขอมูลปริมาณน้ําทารายวันของสถานี Y.1 ในลํานํ้ายม และสถานี 
N.1 ในลาํนํ้านาน และขอมูลปริมาณน้าํทารายวันของสถานีที่ถูกคัดเลือกจากการวิเคราะหสหสัมพันธ
ใชเปนขอมูลนําเขา  เพ่ือเปนแนวทางในการวางแผนและการบริหารจัดการน้าํ  รวมถึงการเตือนภัยจาก
สภาวะอุทกภัยที่อาจเกิดขึ้นในอนาคตได   และกรณีศึกษา ข  เปนกรณีที่ไมนําขอมูลปริมาณน้าํทา
รายวันของสถานี Y.1 ในลํานํ้ายมและสถานี N.1 ในลาํนํ้านาน มาใสเปนขอมูลนําเขา  แตใชขอมูล
ปริมาณน้าํทารายวันของสถานีที่ถูกคัดเลือกจากการวิเคราะหสหสัมพันธมาใสเปนขอมูลนําเขาเพียง
อยางเดียว  เพ่ือใชเปนแนวทางในการวางแผนและบริหารจัดการน้าํ   ทัง้ 2 กรณี  ไดทําการพยากรณ
อัตราการไหลรายวัน ณ สถานีใน Y.1 ในลํานํ้ายมและสถานี N.1 ในลาํนํ้านาน   ดังน้ันจึงมีผลลัพธที่
หนวยแสดงผล (Output Node)  1 ตัวแปร คือ  ขอมูลปริมาณน้ําทารายวันในวันปจจุบันของสถานี 
Y.1 (ลํานํ้ายม)  โดยทั้งกรณีศึกษา ก  และกรณีศึกษา ข   สามารถแบงกรณียอยได  2 กรณี  คือ  
1.Train 361 Patterns, Test 270 Patterns   2. Train 361 Pattrerns, Test 270 Patterns   และ  ขอมูล



 

ปริมาณน้ําทารายวันในวันปจจุบันของสถานี N.1 (ลํานํ้านาน) ในกรณีศึกษา ก และกรณีศึกษา ข 
สามารถแบงกรณียอยได 2 กรณี คือ 1.Train 630 Patterns, Test 270 Patterns   2. Train 630 
Pattrerns, Test 270 Patterns   ดังแสดงในภาพที่ 56 และ 54  ซ่ึงรายละเอียดมีดังน้ี (รายละเอียด
เพ่ิมเติมแสดงไวในตารางผนวกที่ 1  ถึงตารางผนวกที่ 12  และภาพผนวกท่ี 5  ถึงภาพผนวกที่ 10) 
 

1. กรณีศึกษา ก (ลํานํ้ายม) 
      1.1  Train 361 Patterns, Test 270 Patterns  แบงเปน 3  กรณียอย คือ  กรณีที่ 1 , 3  และ 

4  ประกอบดวยจาํนวนหนวยรับขอมูล (Input Nodes) 4 หนวย  ซ่ึงมีขอมูลนําเขา 4 ตัวแปร  ไดแก
ปริมาณน้ําทารายวัน ณ เวลา 1 วันยอนหลัง  และ 2 วันยอนหลังของสถานี Y.1 และ Y.2 ตามลําดับ  
โดยทั้ง 3 กรณีมีจํานวนชั้นแฝง (Hidden Layers)  ตางกัน คือ  1 , 2  และ 3  ตามลําดับดังตอไปนี้ 

               1.1.1  กรณีที่ 1 มีจาํนวนชั้นแฝง 1 ชั้น  แบงเปน 5 กรณียอยซึ่งมีจํานวนหนวยใน
ช้ันแฝง (Hidden Nodes) เพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ  กรณีที่ 1.1 มี 1 หนวย  ถึงกรณีที่ 1.5 มี 
5 หนวย ตามลําดับ 

               1.1.2  กรณีที่ 3  มีจาํนวนชั้นแฝง 2 ชั้น  แบงเปน 14 กรณียอย คือ กรณีท่ี 3.1 ถึง 
3.14  อธิบายไดดังน้ี 

                          1.1.2.1  กรณีที่ 3.1  ประกอบดวยจํานวนหนวยในช้ันแฝง 1 หนวย ทั้ง 2 
ช้ัน 

                          1.1.2.2  กรณีที่ 3.2  ถึง กรณีที่ 3.4  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึง 2 หนวย และชั้นแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.2 มี 2 หนวย ถึง กรณี
ท่ี 3.4 มี 4 หนวย 

                          1.1.2.3  กรณีที่ 3.5  ถึง กรณีที่ 3.8  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึง 3 หนวย และชั้นแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.5 มี 3 หนวย ถึง กรณี
ท่ี 3.8 มี 5 หนวย 

                           1.1.2.4  กรณีที่ 3.9 ถึง กรณีที่ 3.12  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึง 4 หนวย และชั้นแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.9 มี 2 หนวย ถึง กรณี
ท่ี 3.12 มี 5 หนวย 

                            1.1.2.5  กรณีที่ 3.13 และ กรณีที่ 3.14  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 5 หนวย และชั้นแฝงที่สองเพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.13 มี 2 หนวย 
และ กรณีที่ 3.14 มี 3 หนวย 

                 1.1.3  กรณีที่ 4 มีจํานวนชั้นแฝง 3 ช้ัน แบงเปนกรณียอย คือ กรณีที่ 4.1 ถึง กรณี
ท่ี 4.17  อธิบายไดดังน้ี 



 

                            1.1.3.1  กรณีที่ 4.1  ประกอบดวยจํานวนหนวยในช้ันแฝง 1 หนวยทั้ง 3 
ช้ัน 

                            1.1.3.2  กรณีที่ 4.2 ถึง กรณีที่ 4.5  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึงและชั้นแฝงที่สาม 2 หนวย โดยที่ชั้นแฝงที่สองเพ่ิมข้ึนสะสมกรณีละ 1 หนวย คือ กรณีที่ 4.2 
มี 2 หนวย ถึง กรณีที่ 4.5 มี 5 หนวย 

                             1.1.3.3  กรณีที่ 4.6 และกรณีที่ 4.7  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 2 หนวย และชั้นแฝงที่สอง 5 หนวย โดยที่ช้ันแฝงที่สามเพิ่มขึ้นสะสมกรณีละ 1 หนวย 
คือ กรณีที่ 4.6 มี 3 หนวย และกรณีที่ 4.7 มี 4 หนวย 
 1.1.3.4  กรณีที่ 4.8 ถึง กรณีที่ 4.10  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 3 หนวย และชั้นแฝงที่สาม 2 หนวย โดยที่ช้ันแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย 
คือ กรณีที่ 4.8 มี 2 หนวย ถึง กรณีที่ 4.10 มี 4 หนวย 

                              1.1.3.5  กรณีที่ 4.11 และกรณีที่ 4.12  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึงและช้ันแฝงที่สอง 3 หนวย โดยที่ชั้นแฝงที่สามเพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 
4.11 มี 3 หนวย และกรณีท่ี 4.12 มี 4 หนวย 

                              1.1.3.6  กรณีที่ 4.13 ถึง กรณีที่ 4.15  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 4 หนวย ละช้ันแฝงที่สาม 2 หนวย โดยที่ช้ันแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ 
กรณีท่ี 4.13 มี 3 หนวย ถึง กรณีที่ 4.15 มี 4 หนวย 

                             1.1.3.7  กรณีที่ 4.16 และกรณีท่ี 4.17  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 4 หนวย และชั้นแฝงที่สอง 3 หนวย โดยที่ช้ันแฝงที่สามเพิ่มขึ้นสะสมกรณีละ 1 หนวย 
คือ กรณีที่ 4.16 มี 3 หนวย และกรณีที่ 4.17 มี 4 หนวย   

  
 
 
1.2  Train 361 Patterns, Test 270 Patterns  แบงเปน 1 กรณียอย คือ กรณีท่ี 2 อธิบายได

ดังน้ี 
            1.2.1  กรณีท่ี 2  ประกอบดวยจํานวนหนวยรับขอมูล (Input Nodes) 6 หนวย  ซ่ึงมี

ขอมูลนําเขา 6 ตัวแปร  ไดแกปริมาณน้ําทารายวัน ณ เวลา 1 วันยอนหลัง และ 2 วนัยอนหลังของ
สถานี Y.1 , Y.20 และ Y.24  ตามลาํดับ   มีจํานวนชั้นแฝง 1 ช้ัน  แบงเปน 7 กรณียอย ซ่ึงมีจํานวน
หนวยในชั้นแฝง (Hidden Nodes) เพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 2.1 มี 1 หนวย ถึง กรณี
ท่ี 2.7 มี 7 หนวย ตามลาํดับ 

 



 

           2.  กรณีศึกษา ข (ลํานํ้ายม) 
     2.1  Train 361 Patterns, Test 270 Patterns  คือ  กรณีที่ 5 ประกอบดวยจํานวน
หนวยรับขอมูล 2 หนวย  ซ่ึงมีขอมูลนําเขา 2 ตัวแปร  ไดแกปริมาณน้ําทารายวัน ณ เวลา 1 วัน
ยอนหลัง และ 2 วันยอนหลัง ของสถานี Y.20  โดยท่ีมีจํานวนช้ันแฝง 1 ชั้น แบงเปน 7 กรณียอยซ่ึง
มีจํานวนหนวยในชั้นแฝงเพ่ิมข้ึนสะสมกรณีละ 1 หนวย คือ กรณีที่ 5.1 มี 1 หนวย ถึง กรณีที่ 5.7 มี 
10 หนวย ตามลําดับ 
 2.2  Train 361  Patterns , Test 270  Patterns  แบงเปน 1 กรณียอย  คือ  กรณีที่ 6  
อธิบายไดดังน้ี 
  2.2.1  กรณีที่ 6 ประกอบดวย  จาํนวนหนวยรับขอมูล 4 หนวย  ซ่ึงมีขอมูล
นําเขา 4 ตวัแปร  ไดแก  ปริมาณนํ้าทารายวัน ณ เวลา 1 วันยอนหลัง  และ 2 วันยอนหลังของสถานี 
Y.20 และ Y.24  ตามลําดับ  มีจาํนวนชั้นแฝง 1 ชั้น แบงเปน 6 กรณียอย  ซ่ึงมีจํานวนหนวยในช้ัน
แฝงเพ่ิมขึ้นสะสม  กรณีละ 1 หนวย  คือ กรณีที่ 6.1 มี 1 หนวย ถึงกรณี 6.6 มี 6 หนวย ตามลาํดับ 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
ภาพที่53    แผนผังแสดงกรณีศึกษา ก (ลําน้ํายม)

กรณศีึกษา 

กรณศีึกษา ก กรณศีึกษา ข 

Train 361 Patterns 
Test 270 patterns 

Train 361 Patterns 
Test 270 patterns 

Train 361 Patterns 
Test 270 patterns 

Train 361 Patterns 
Test 270 patterns 

กรณทีี่ 1 
กรณทีี่ 3 
กรณทีี่ 4 

Y.1 
Y.20 

กรณทีี่ 2 
Y.1 
Y.20 
Y.24 

กรณทีี่ 5 
Y.20 

กรณทีี่ 6 
Y.20 
Y.24 



 

1. กรณีศึกษา ก (ลํานํ้านาน) 
      1.1  Train 630 Patterns, Test 180 Patterns  แบงเปน 3  กรณียอย คือ  กรณีที่ 1 , 3  และ 

4  ประกอบดวยจาํนวนหนวยรับขอมูล (Input Nodes) 4 หนวย  ซ่ึงมีขอมูลนําเขา 4 ตัวแปร  ไดแก
ปริมาณน้ําทารายวัน ณ เวลา 1 วันยอนหลัง  และ 2 วันยอนหลังของสถานี N.1 และ N.49 ตามลาํดับ  
โดยทั้ง 3 กรณีมีจํานวนชั้นแฝง (Hidden Layers)  ตางกัน คือ  1 , 2  และ 3  ตามลําดับดังตอไปนี้ 

               1.1.1  กรณีที่ 1 มีจาํนวนชั้นแฝง 1 ชั้น  แบงเปน 5 กรณียอยซ่ึงมีจํานวนหนวยใน
ช้ันแฝง (Hidden Nodes) เพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ  กรณีที่ 1.1 มี 1 หนวย  ถึงกรณีที่ 1.5 มี 
5 หนวย ตามลําดับ 

               1.1.2  กรณีที่ 3  มีจาํนวนชั้นแฝง 2 ชั้น  แบงเปน 14 กรณียอย คือ กรณีท่ี 3.1 ถึง 
3.14  อธิบายไดดังน้ี 

                          1.1.2.1  กรณีที่ 3.1  ประกอบดวยจํานวนหนวยในช้ันแฝง 1 หนวย ทั้ง 2 
ช้ัน 

                          1.1.2.2  กรณีที่ 3.2  ถึง กรณีที่ 3.4  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึง 2 หนวย และชั้นแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.2 มี 2 หนวย ถึง กรณี
ท่ี 3.4 มี 4 หนวย 

                          1.1.2.3  กรณีที่ 3.5  ถึง กรณีที่ 3.8  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึง 3 หนวย และชั้นแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.5 มี 3 หนวย ถึง กรณี
ท่ี 3.8 มี 5 หนวย 

                           1.1.2.4  กรณีที่ 3.9 ถึง กรณีที่ 3.12  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึง 4 หนวย และชั้นแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.9 มี 2 หนวย ถึง กรณี
ท่ี 3.12 มี 5 หนวย 

                            1.1.2.5  กรณีที่ 3.13 และ กรณีที่ 3.14  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 5 หนวย และชั้นแฝงที่สองเพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 3.13 มี 2 หนวย 
และ กรณีที่ 3.14 มี 3 หนวย 

                 1.1.3  กรณีที่ 4 มีจํานวนชั้นแฝง 3 ช้ัน แบงเปนกรณียอย คือ กรณีที่ 4.1 ถึง กรณี
ท่ี 4.17  อธิบายไดดังน้ี 

                            1.1.3.1  กรณีที่ 4.1  ประกอบดวยจํานวนหนวยในช้ันแฝง 1 หนวยทั้ง 3 
ช้ัน 



 

                            1.1.3.2  กรณีที่ 4.2 ถึง กรณีที่ 4.5  ประกอบดวยจํานวนหนวยในช้ันแฝง
ท่ีหน่ึงและชั้นแฝงที่สาม 2 หนวย โดยที่ชั้นแฝงที่สองเพ่ิมข้ึนสะสมกรณีละ 1 หนวย คือ กรณีที่ 4.2 
มี 2 หนวย ถึง กรณีที่ 4.5 มี 5 หนวย 

                             1.1.3.3  กรณีที่ 4.6 และกรณีที่ 4.7  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 2 หนวย และชั้นแฝงที่สอง 5 หนวย โดยที่ช้ันแฝงที่สามเพิ่มขึ้นสะสมกรณีละ 1 หนวย 
คือ กรณีที่ 4.6 มี 3 หนวย และกรณีที่ 4.7 มี 4 หนวย 
 1.1.3.4  กรณีที่ 4.8 ถึง กรณีที่ 4.10  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 3 หนวย และชั้นแฝงที่สาม 2 หนวย โดยที่ช้ันแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย 
คือ กรณีที่ 4.8 มี 2 หนวย ถึง กรณีที่ 4.10 มี 4 หนวย 

                              1.1.3.5  กรณีที่ 4.11 และกรณีที่ 4.12  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึงและช้ันแฝงที่สอง 3 หนวย โดยที่ชั้นแฝงที่สามเพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 
4.11 มี 3 หนวย และกรณีท่ี 4.12 มี 4 หนวย 

                              1.1.3.6  กรณีที่ 4.13 ถึง กรณีที่ 4.15  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 4 หนวย ละช้ันแฝงที่สาม 2 หนวย โดยที่ช้ันแฝงที่สองเพิ่มขึ้นสะสมกรณีละ 1 หนวย คือ 
กรณีท่ี 4.13 มี 3 หนวย ถึง กรณีที่ 4.15 มี 4 หนวย 

                             1.1.3.7  กรณีที่ 4.16 และกรณีท่ี 4.17  ประกอบดวยจํานวนหนวยในช้ัน
แฝงที่หน่ึง 4 หนวย และชั้นแฝงที่สอง 3 หนวย โดยที่ช้ันแฝงที่สามเพิ่มขึ้นสะสมกรณีละ 1 หนวย 
คือ กรณีที่ 4.16 มี 3 หนวย และกรณีที่ 4.17 มี 4 หนวย 

   1.2  Train 630 Patterns, Test 180 Patterns  แบงเปน 1 กรณียอย คือ กรณีที่ 2 อธิบายได
ดังน้ี 

            1.2.1  กรณีท่ี 2  ประกอบดวยจํานวนหนวยรับขอมูล (Input Nodes) 6 หนวย  ซ่ึงมี
ขอมูลนําเขา 6 ตัวแปร  ไดแกปริมาณน้ําทารายวัน ณ เวลา 1 วันยอนหลัง และ 2 วนัยอนหลังของ
สถานี N.1 , N.49 และ N.64  ตามลาํดับ   มีจํานวนชั้นแฝง 1 ช้ัน  แบงเปน 7 กรณียอย ซ่ึงมีจํานวน
หนวยในชั้นแฝง (Hidden Nodes) เพ่ิมขึ้นสะสมกรณีละ 1 หนวย คือ กรณีที่ 2.1 มี 1 หนวย ถึง กรณี
ท่ี 2.7 มี 7 หนวย ตามลาํดับ 

 
 
 
 

           2.  กรณีศึกษา ข (ลํานํ้านาน) 



 

     2.1  Train 630 Patterns, Test 180 Patterns  คือ  กรณีที่ 5 ประกอบดวยจํานวน
หนวยรับขอมูล 2 หนวย  ซ่ึงมีขอมูลนําเขา 2 ตัวแปร  ไดแกปริมาณน้ําทารายวัน ณ เวลา 1 วนั
ยอนหลัง และ 2 วันยอนหลัง ของสถานี N.64  โดยที่มีจํานวนชั้นแฝง 1 ช้ัน แบงเปน 7 กรณียอยซ่ึง
มีจํานวนหนวยในชั้นแฝงเพ่ิมข้ึนสะสมกรณีละ 1 หนวย คือ กรณีที่ 5.1 มี 1 หนวย ถึง กรณีที่ 5.7 มี 
7 หนวย ตามลําดับ 

    2.2  Train 630 Patterns, Test 180 Patterns  แบงเปน 1 กรณียอย คือ กรณีที่ 6 
อธิบายไดดังน้ี         
                         2.2.1  กรณีที่ 6  ประกอบดวยจํานวนหนวยรับขอมูล 4 หนวย  ซ่ึงมีขอมูลนําเขา 4 
ตัวแปร  ไดแกปริมาณน้ําทารายวัน ณ เวลา 1 วันยอนหลัง และ 2 วันยอนหลังของสถานี N.64  และ 
N.49  ตามลาํดับ  มีจํานวนชั้นแฝง 1 ชั้น  แบงเปน 6 กรณียอยซ่ึงมีจํานวนหนวยในชั้นแฝงเพ่ิมข้ึน
สะสมกรณีละ 1 หนวย คือ กรณีที่ 6.1 มี 1 หนวย ถึง กรณีท่ี 6.6 มี 6 หนวย ตามลําดับ



 

 
 
ภาพที่54     แผนผังแสดงกรณีศึกษา ก (ลําน้ํานาน)

กรณศีึกษา 

กรณศีึกษา ก กรณีศึกษา ข

Train 630 Patterns 
Test 180 patterns 

Train 630 Patterns 
Test 180 patterns 

Train 630 Patterns 
Test 180 patterns 

Train 630 Patterns 
Test 180 patterns 

กรณทีี่ 1 
กรณทีี่ 3 
กรณทีี่ 4 

N.1 
N.49 

กรณทีี่ 2 
N.1 
N.49 
N.64 

กรณทีี่ 5 
N.64 

กรณทีี่ 6 
N.64 
N.49 



 

ผลการพยากรณอัตราการไหลรายวันจากโปรแกรม KUnet 
 

            หลังจากการแบงกรณีศึกษา  ไดทําการพยากรณอัตราการไหลดวยกรณีศึกษาตางๆ จาก
โปรแกรม KUnet  โดยแบงออกเปน 2 กระบวนการ คือ  กระบวนการเรียนรูและกระบวนการ
ทดสอบ 

ลํานํ้ายม 
ในการทําการพยากรณในลํานํ้ายมจะใชกระบวนการเรียนรูโดยใชขอมูลนําเขา 5 ป (พ.ศ.

2539 ถึง พ.ศ.2543) และกระบวนการทดสอบของลํานํ้ายมใชขอมูลนําเขา 2 ป (พ.ศ.2544 ถึง พ.ศ.
2545) ขอมูลที่ใชอยูในชวงฤดูฝนระหวางเดือนกรกฎาคมถึงกันยายน  วิธีการปรับเทียบแบบจําลอง
โครงขายประสาทเทียมใหเหมาะสม  พิจารณาไดจากความคลาดเคลื่อนทั้งหมดที่เกิดขึ้นใน
กระบวนการเรียนรู  ซ่ึงมีผลมาจากการกําหนดลักษณะโครงสรางของโครงขายประสาทเทียมและ
คาพารามิเตอรในกระบวนการเรียนรูที่เหมาะสม   โดยการศึกษาในครั้งน้ีไดทําการปรับเทียบ
แบบจําลองใหเหมาะสมกอนการวิเคราะหประสิทธิภาพของการพยากรณอัตราการไหล (EI) 
              การปรับเทียบแบบจําลองไดดําเนินการ โดยเริ่มจากการกําหนดโครงสรางของโครงขายให
เหมาะสม  ซ่ึงมีวิธีการปรับเทียบโดยการสุมเลือกจํานวนหนวยในชั้นแฝง (Hidden Nodes)  ตั้งแต 1 
หนวยขึ้นไป  หลังจากนั้นจึงทําการกาํหนดคาพารามิเตอรตางๆ ใหเหมาะสม  โดยเปรียบเทียบจาก
การเปล่ียนคา Slope  Parameter  ที่ 0.1 แลวเพ่ิมคาขึ้นไปครั้งละ 0.1  และนําคา Slope Parameter  ท่ีทํา
ใหเกิดความคลาดเคลื่อนทั้งหมดนอยที่สุดมาใชในการปรับเทียบคา Moment Factor ตอไป   โดยวิธีการ
ปรับเทียบคา Moment Factor เริ่มเปลี่ยนจากคา 0.9 แลวลดลงไปครั้งละ 0.1 เมื่อไดทําการปรับเทียบ
แบบจาํลองตามขั้นตอนดังกลาว  หลังจากนั้นไดเลือกโครงขายประสาทเทียมที่ใหคาความ
คลาดเคลื่อนทั้งหมด (Total Error) นอยที่สุด มาใชในการวิเคราะหคาประสิทธิภาพของโครงขาย
ประสาทเทียม (EI) 
              ผลการพยากรณอัตราการไหลรายวนัที่สถานี Y.1  ลํานํ้ายม  สามารถสรุปไดดังน้ี   สําหรับ
กรณีศึกษา ก  โครงขายประสาทเทียมท่ีใหคาประสิทธิภาพสูงที่สุด ไดแกกรณีที่ 4.11  ซ่ึงมีโครงสราง
เปน 4-3-3-3-1 (Input Nodes / Hidden Nodes / Output Nodes) โดยใหคาประสิทธภิาพจากกระบวนการ
เรียนรูเทากับ 97.71%  และกระบวนการทดสอบเทากับ 97.28%  สวนโครงขายประสาทเทียมใหคา
ประสิทธภิาพต่ําสุด ไดแกกรณีที่ 3.4  ซ่ึงมีโครงสรางเปน 4-3-2-1 โดยคาประสิทธภิาพจาก
กระบวนการเรยีนรูเทากับ 97.69%  และกระบวนการทดสอบเทากับ 91.04% สําหรับกรณีศึกษา ข  
โครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุด ไดแกกรณีที่ 6.6  ซึ่งมีโครงสรางเปน 4-6-1  โดย
ใหคาประสิทธภิาพที่ไดจากกระบวนการเรียนรูเทากับ 94.47% และกระบวนการทดสอบเทากับ 



 

87.45%  สวนโครงขายประสาทเทียมที่ใหคาประสิทธิภาพนอยที่สุดไดแกกรณีที่ 5.6 ซ่ึงมีโครงสราง
เปน 2-6-1 โดยใหคาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 93.39%  และกระบวนการทดสอบ
เทากับ 80.01%  ดังแสดงในภาพที่ 55  ผลการเปรียบเทียบประสิทธิภาพของการพยากรณอัตราการ
ไหลในกรณีศึกษาตางๆ แสดงรายละเอียดไดดังน้ี 

1. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนจํานวนหนวยในชั้นแฝง 
การเปรียบเทียบคาประสิทธิภาพของโครงขายประสาทเทียมที่มีจํานวนหนวยในชั้นแฝง

ตางกัน  แสดงตัวอยางไดดังภาพที่  56   โดยโครงสรางของขายประสาทเทียมที่ใหคาประสิทธิภาพ
สูงที่สุดไดแก กรณีที่ 2.7 (6-7-1) ซ่ึงใหคาความผิดพลาดทั้งหมดเทากับ 0.050  คาประสิทธิภาพจาก
กระบวนการเรียนรูเทากับ 97.68% และกระบวนการทดสอบเทากับ 94.23% สวนโครงสรางของ
ขายประสาทเทียมที่ใหคาประสิทธิภาพต่ําท่ีสุดไดแก กรณีที่ 2.1 (6-1-1) โดยใหคาความผิดพลาด
ท้ังหมดเทากับ 0.050  คาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 97.68%  และกระบวนการ
ทดสอบเทากับ 92.80%  จากภาพดังกลาวแสดงใหเห็นวาเมื่อทําการเพิ่มจํานวนหนวยในช้ันแฝง 
(Hidden Nodes)  จากหนวยที่ 2 ขึ้นไป  สงผลใหคาประสิทธิภาพของโครงขายประสาทเทียม
ใกลเคียงกัน  โดยโครงขายประสาทเทียมที่มีประสิทธิภาพนอยที่สุดประกอบดวยจํานวนหนวยใน
ช้ันแฝง 1 หนวย รายละเอียดเพ่ิมเติมไดแสดงไวในภาพผนวกที่ 11 ถึง ภาพผนวกที่ 16 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ภาพที่55    แผนผังสรุปผลการพยากรณอัตราการไหลรายวันที่สถานี Y.1 ลําน้ํายม 

 

กรณศีึกษา

กรณศีึกษา ก กรณศีึกษา ข

โครงขายประสาทเทียม 
มีประสิทธิภาพนอยที่สุด 

โครงขายประสาทเทียม 
มีประสิทธิภาพมากที่สุด 

โครงขายประสาทเทียม 
มีประสทิธิภาพนอยที่สุด 

โครงขายประสาทเทียม 
มีประสทิธิภาพมากที่สุด 

EI Train = 97.69 % 
EI Test = 91.04 % 

EI Train = 97.71 % 
EI Test = 97.28 % 

EI Train = 93.39 % 
EI Test = 80.01 % 

EI Train = 94.47 % 
EI Test = 87.45 % 

กรณทีี่ 4.11 
(   4-3-3-3-1   ) 

กรณทีี่ 5.6 
(  2-6-1  ) 

กรณทีี่ 6.6 
(   4-6-1   ) 

กรณทีี่ 3.4 
( 4-3-2-1 ) 



 

Train Test 
Case 

Slope 
Parameter 

Momentum 
Factor Total Error EI EI 

2.1 0.1 0.9 0.0500 0.9768 0.9280 
2.2 0.1 0.9 0.0499 0.9768 0.9331 
2.3 0.1 0.9 0.0499 0.9768 0.9353 
2.4 0.1 0.9 0.0500 0.9768 0.9383 
2.5 0.1 0.9 0.0500 0.9768 0.9403 
2.6 0.1 0.9 0.0499 0.9768 0.9413 
2.7 0.1 0.9 0.0500 0.9768 0.9423 

ความสัมพันธระหวาง Total Error กับ Case 2.1-2.7
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ความสัมพันธระหวาง EI กับ Case 2.1-2.7
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ภาพที่ 56 การเปรียบเทียบคาประสิทธภิาพของโครงขายประสาทเทียม เมื่อทําการเปลี่ยนจํานวนหนวยในช้ัน

แฝง (ลํานํ้ายม) 
 
 

2. ผลการเปรียบเทียบประสิทธิภาพของกรณีศึกษา ก 



 

      การเปรียบเทียบโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ก  ที่มี
จํานวนช้ันแฝง (Hidden Layer)  1 ช้ัน  และใหขอมูลปริมาณน้ําทาของสถานี Y.1 มาเปนขอมูลนําเขา 
แสดงไวในภาพที่ 57  ซ่ึงไดแกกรณีที่ 1.5 , กรณีที่ 2.7 , กรณีที่ 3.12  และกรณีที่ 4.11 โดยสามารถ
พลอตกราฟแสดงความสัมพันธระหวางอัตราการไหลที่ไดจากการวัด (Q Observe)  และอัตราการไหล
ท่ีไดจากการพยากรณ (Q Simulate)  ในกรณีดังกลาวไดดังภาพที่ 58 ถึงภาพที่ 61  ตามลําดับ (ในภาพ ก 
และภาพ ข แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการเรียนรู  สวนภาพ ค และภาพ ง 
แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการทดสอบ) 

จากภาพที่ 57  เห็นไดวาเมื่อทําการเปลี่ยนจํานวนหนวยรับขอมูล (Input Nodes) จาก 4 หนวย 
เปน 6 หนวย  ซ่ึงไดแกกรณีที่ 1.5  และ กรณีที่ 2.7  ตามลาํดับ  สงผลใหคาความคลาดเคลื่อน
ท้ังหมดนอยลงและคาประสทิธิภาพของโครงขายประสาทเทียมสูงขึ้นซ่ึงโครงสรางของขาย
ประสาทเทียมที่ใหคาประสทิธิภาพสูงท่ีสุด ไดแกกรณีท่ี 2.7 (6-7-1) โดยใหคาความผิดพลาด
ท้ังหมดเทากับ 0.0500 คาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 97.68% และกระบวนการ
ทดสอบเทากัน 94.23%  โครงสรางของขายประสาทเทียมท่ีใหคาสัมประสิทธิภาพต่ําท่ีสุด ไดแก
กรณีท่ี 1.5  (4-5-1)  โดยใหคาความผิดพลาดทั้งหมดเทากับ 0.0500  คาประสิทธิภาพกระบวนการ
เรียนรูเทากับ  97.68%  และกระบวนการทดสอบเทากับ 94.03%  

 

3. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนจํานวนชั้นแฝง 
การเปรียบเทียบขายประสาทเทียม ที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษาที่มี 
จํานวนช้ันแฝงตางกันคือ จาก 1 ช้ัน ถึง 3 ชั้น ซ่ึงไดแกกรณีที่ 1.5 กรณีท่ี 3.12 และกรณีท่ี 4.11 
ตามลําดับ แสดงไวในภาพที่ 62  โดยสามารถพลอตกราฟแสดงความสัมพันธระหวางอัตราการไหล ที่
ไดจากวัดและอัตราการไหลที่ไดจากการพยากรณในกรณีดังกลาว ไดดังภาพที่ 58 ภาพที ่60 และภาพที ่
61  ตามลําดับ จากภาพที่ 62  เห็นไดวาเมื่อทําการเพิ่มจํานวนชั้นแฝง สงผลใหคาความคลาดเคลื่อน
ท้ังหมดที่เกิดขึ้น และคาประสิทธิภาพของโครงขายประสาทเทียมจากกระบวนการเรียนรูกับ
กระบวนการทดสอบใกลเคียงกัน คือ 0.05  97% และ 95% ตามลําดับ 
 
 
 
 
 

Train Test 
Case 

Slope 
Parameter 

Momentum 
Factor Total Error EI EI 



 

1.5 0.1 0.9 0.0500 0.9768 0.9403 
2.7 0.1 0.9 0.0500 0.9768 0.9423 
3.1 0.9 0.1 0.0498 0.9769 0.9199 
4.11 0.8 0.5 0.0494 0.9771 0.9728 

ความสัมพันธระหวาง Total Error กับ Case 1.5,2.7,3.1 และ 4.11
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ภาพที่ 57 การเปรียบเทียบโครงขายประสาทเทียมท่ีใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ก 
(ลํานํ้ายม)



 

Case 1.5 (train)
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Case 1.5 (Train)
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ภาพที่58    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 1.5 (ลุมน้ํายม)  



 

 
Case 2.7 (train)
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Case 2.7 (test)
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Case 2.7 (Test)
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ภาพที่ 59    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 2.7 (ลุมน้ํายม)  



 

Case 3.12 (train)
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Case 3.12 (test)
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Case 3.12 (Test)
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ภาพที่ 60    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 3.12(ลุมน้ํายม)  



 

Case 4.11 (train)
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Case 4.11 (test)
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ภาพที่ 61    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 4.11 (ลุมน้ํายม) 



 

 
Train Test 

case Slope 
Parameter 

Momentum 
Factor Total Error EI EI 

1.5 0.1 0.9 0.0500 0.9768 0.9403 
3.12 0.9 0.1 0.0498 0.9769 0.9194 
4.1 0.8 0.5 0.0494 0.9771 0.9728 

ความสัมพันธระหวาง Total Error กับ Case 1.5,3.12 และ 4.1
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ภาพท่ี 62  การเปรียบเทียบโครงขายประสาทเทียมที่ใหคาสัมประสิทธิสู์งที่สุดของกรณีศึกษาที่มี    จํานวนชั้น
แฝงตางกัน (ลํานํ้ายม)



 

4. ผลการเปรียบเทียบประสิทธิภาพของกรณีศึกษา ข 
การเปรียบเทียบโครงขายประสาทเทียม ทีใ่หคาประสิทธิภาพสูงท่ีสุดของกรณีศึกษา ข  
ท่ีไมใชขอมูลปริมาณน้าํทาของสถานี Y.1  มาเปนขอมูลนําเขา แสดงไวในภาพที่ 63  ซ่ึงไดแกกรณีที่ 
5.3 และกรณีที่ 6.6  โดยสามารถพลอตกราฟแสดงความสัมพันธระหวางอัตราการไหลที่ไดจากวัด (Q 
Observe) และอัตราการไหลที่ไดจากการพยากรณ (Q Simulate)  ดังแสดงในภาพที่ 64 ถึง ภาพที ่ 65 
ตามลําดับ (ในภาพ ก และภาพ ข) แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการเรียนรู 
สวนภาพ ค และภาพ ง แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการทดสอบ) 

จากภาพที่ 63  เห็นไดวาเมื่อทําการเปล่ียนจาํนวนหนวยรับขอมูล  (Input Nodes)  จาก   2  
หนวย เปน  4  หนวย  ซ่ึงไดแกกรณีที่ 5.3 และกรณีที่ 6.6  ตามลําดบัสงผลใหคาความคลาดเคลื่อน
ท้ังหมดนอยลง และทาํใหคาประสิทธิภาพของโครงขายประสาทเทียมเพ่ิมขึ้น โดยโครงสรางของขาย
ประสาทเทียม ที่ใหคาประสทิธิภาพสูงที่สุด ไดกรณีที่ 6.6 (4-6-1)  ซ่ึงใหคาความผิดพลาดทั้งหมด
เทากับ  0.1190  คาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 94.47% และกระบวนการทดสอบ
เทากับ 87.45% สวนโครงสรางของขายประสาทเทียมทีใ่หคาประสิทธภิาพต่าํที่สุด ไดกรณีที่ 5.3 (2-3-
1) โดยใหคาความผิดพลาดทั้งหมดเทากับ 0.1476  คาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 
93.15% และกระบวนการทดสอบเทากับ 83.47%  สงผลใหคาความคลาดเคลื่อนทั้งหมดท่ีเกิดข้ึนและ
คาประสิทธิภาพของโครงขายประสาทเทียมจากกระบวนการเรียนรูกับกระบวนการทดสอบใกลเคียง
กัน คือ ระหวาง  0.12  ถึง  0.14 94%  และ 85%  ตามลําดับ 
 

5. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนจํานวนรอบที่ใชในกระบวนการเรียนรู 
การเปรียบเทียบคาประสิทธิภาพของโครงขายประสาทเทียม   ที่มีจาํนวนรอบทีใ่ชใน 
กระบวนการเรยีนรูตางกัน แสดงตัวอยางไดดังภาพที่ 66   ซ่ึงเห็นไดวาเมื่อมีการเพิ่มจาํนวนรอบทีใ่ช
ในกระบวนการเรียนรูมากขึ้น สงผลใหความคลาดเคลื่อนท้ังหมดที่เกิดขึ้น และคาประสิทธภิาพของ
โครงขายประสาทเทียมจากกระบวนการเรียนรู กับกระบวนการทดสอบใกลเคียงกัน คือ 0.7 92% และ 
89% ตามลาํดับ รายละเอียดเพ่ิมเติมไดแสดงไวในภาพผนวกที่ 17 ถึงภาคผนวกที่ 22 

 
 
 
 
 
 



 

Train Test case Slope 
Parameter 

Momentum 
Factor Total Error EI EI 

5.3 0.9 0.1 0.1476 0.9135 0.8347 
6.6 0.9 0.1 0.1190 0.9447 0.8745 

ความสัมพันธระหวาง Total Error กับ Case 5.3 และ 6.6
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ภาพที่ 63  การเปรียบเทียบโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ข 
(ลํานํ้ายม) 
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ภาพที่64    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 5.3 (ลุมน้ํายม) 



 

Case 6.4 (train)
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ภาพที่ 65    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 6.4 (ลุมน้ํายม) 



 

Case 6.4 
Train Test 

Iteration 
Total Error EI EI 

5000 0.1518 0.9295 0.8422 
10000 0.1190 0.9447 0.9845 
15000 0.1106 0.9486 0.8990 
20000 0.1065 0.9506 0.8498 

 

ความสัมพันธระหวาง Total Error กับ Iteration ของกรณีท่ี 6.4
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ความสัมพันธระหวาง EI กับ Iteration ของกรณีท่ี 6.4
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ภาพที่ 66 การเปรียบเทียบคาประสิทธภิาพของโครงขายประสาทเทียมเมื่อทําการเปลี่ยนจํานวน  รอบที่ใชใน

กระบวนการเรียนรู  (ลํานํ้ายม) 
6. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนวันที่ทําการพยากรณ 



 

จากการศึกษาทั้ง 6 กรณี เห็นไดวาโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูง 
ท่ีสุด ไดกรณีท่ี 4.11  ซ่ึงมีโครงสรางเปน  4-3-3-3-1  จึงไดเลือกนํามาใชในการทดสอบเพ่ือแสดงวา
โครงขายประสาทเทียม สามารถพยากรณอัตราการไหลไดอยางมีประสิทธิภาพ ผลการศึกษา 
แสดงไดดังภาพที่ 67  ซ่ึงเปนกราฟเทียบประสิทธภิาพของโครงขายประสาทเทียมเมื่อเพ่ิมจํานวนวันที่
ใชในการพยากรณ  (Lag Time) จาก 1 วนัลวงหนา ถึง 5 วันลวงหนา โดยใหคาประสิทธิภาพจาก
กระบวนการเรยีนรูเทากับ 97.71% , 90.89%, 80.85%, 70.35% และ 61.15%  ตามลาํดับและ
กระบวนการทดสอบเทากับ 97.28% , 92.64%, 87.56%,82.73%  และ 75.34%  ตามลาํดับ จาก
การศึกษาดังกลาวเห็นไดวาผลการพยากรณอัตราการไหลที่ใหคาประสทิธิภาพสูงกวา 80% สามารถ
เรียงลําดับจากมากไปหานอยที่ 1 วันลวงหนา 2 วันลวงหนา และ 3 วันลวงหนา ตามลาํดับ แสดงให
เห็นวาการพยากรณอัตราการไหลจากโปรแกรม  KUnet  สามารถนาํไปประยุกตใชในการพยากรณ
อัตราการไหลไดอยางมีประสิทธิภาพ 
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ภาพที่ 67  ประสิทธิภาพของโครงขายประสาทเทียม ณ วันพยากรณ (Lag Time) ตางๆ  
(ลํานํ้ายม) 

 
 ลํานํ้านาน 



 

ในการทําการพยากรณในลํานํ้านาน  ใชกระบวนการเรียนรูโดยใชขอมูลนําเขา 7 ป (พ.ศ.
2537 ถึง พ.ศ.2543) และกระบวนการทดสอบของลํานํ้านานใชขอมูลนําเขา 2 ป (พ.ศ.2544 ถึง พ.ศ.
2545) ขอมูลที่ใชอยูในชวงฤดูฝนระหวางเดือนกรกฎาคมถึงกันยายน  วิธีการปรับเทียบแบบจําลอง
โครงขายประสาทเทียมใหเหมาะสม  พิจารณาไดจากความคลาดเคลื่อนทั้งหมดที่เกิดขึ้นใน
กระบวนการเรียนรู  ซ่ึงมีผลมาจากการกําหนดลักษณะโครงสรางของโครงขายประสาทเทียมและ
คาพารามิเตอรในกระบวนการเรียนรูที่เหมาะสม   โดยการศึกษาในครั้งน้ีไดทําการปรับเทียบ
แบบจําลองใหเหมาะสมกอนการวิเคราะหประสิทธิภาพของการพยากรณอัตราการไหล (EI) 
              การปรับเทียบแบบจําลองไดดําเนินการ โดยเริ่มจากการกําหนดโครงสรางของโครงขายให
เหมาะสม  ซ่ึงมีวิธีการปรับเทียบโดยการสุมเลือกจํานวนหนวยในชั้นแฝง (Hidden Nodes)  ตั้งแต 1 
หนวยขึ้นไป  หลังจากนั้นจึงทําการกาํหนดคาพารามิเตอรตางๆ ใหเหมาะสม  โดยเปรียบเทียบจาก
การเปล่ียนคา Slope Parameter  ที่ 0.1 แลวเพ่ิมคาขึ้นไปครัง้ละ 0.1  และนําคา Slope Parameter  ที่
ทําใหเกิดความคลาดเคลื่อนทั้งหมดนอยที่สุดมาใชในการปรับเทียบคา Moment Factor ตอไป   
โดยวิธีการปรับเทียบคา Moment Factor เร่ิมเปลี่ยนจากคา 0.9 แลวลดลงไปครั้งละ 0.1 เมื่อไดทํา
การปรับเทียบแบบจาํลองตามขั้นตอนดังกลาว  หลังจากนั้นไดเลือกโครงขายประสาทเทียมที่ใหคา
ความคลาดเคลื่อนทั้งหมด (Total Error) นอยที่สุด มาใชในการวเิคราะหคาประสิทธิภาพของ
โครงขายประสาทเทียม (EI) 
              ผลการพยากรณอัตราการไหลรายวนัที่สถานี N.1  ลํานํ้ายม  สามารถสรุปไดดังน้ี   สําหรับ
กรณีศึกษา ก  โครงขายประสาทเทยีมท่ีใหคาประสิทธิภาพสูงที่สุด ไดแกกรณีที่ 4.10  ซ่ึงมีโครงสราง
เปน 4-3-4-2-1 (Input Nodes / Hidden Nodes / Output Nodes) โดยใหคาประสิทธภิาพจากกระบวนการ
เรียนรูเทากับ 99.35%  และกระบวนการทดสอบเทากับ 99.90%  สวนโครงขายประสาทเทียมใหคา
ประสิทธภิาพต่ําสุด ไดแกกรณีที่ 4.1  ซ่ึงมีโครงสรางเปน 4-1-1-1-1 โดยคาประสิทธภิาพจาก
กระบวนการเรยีนรูเทากับ 81.83%  และกระบวนการทดสอบเทากับ 83.60% สําหรับกรณีศึกษา ข  
โครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุด ไดแกกรณีที่ 6.3  ซึ่งมีโครงสรางเปน 4-3-1  โดย
ใหคาประสิทธภิาพที่ไดจากกระบวนการเรียนรูเทากับ 97.64% และกระบวนการทดสอบเทากับ 
92.74%  สวนโครงขายประสาทเทียมที่ใหคาประสิทธิภาพนอยที่สุดไดแกกรณีที่ 5.1 ซ่ึงมีโครงสราง
เปน 2-1-1 โดยใหคาประสทิธิภาพจากกระบวนการเรียนรูเทากับ 68%  และกระบวนการทดสอบ
เทากับ 89.16%  ดังแสดงในภาพที่ 68  ผลการเปรียบเทียบประสิทธิภาพของการพยากรณอัตราการ
ไหลในกรณีศึกษาตางๆ แสดงรายละเอียดไดดังน้ี 

1. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนจํานวนหนวยในชั้นแฝง 



 

การเปรียบเทียบคาประสิทธภิาพของโครงขายประสาทเทียมที่มีจํานวนหนวยในชั้นแฝง
ตางกัน  แสดงตัวอยางไดดังภาพที่ 69  โดยโครงสรางของขายประสาทเทียมที่ใหคาประสิทธิภาพ
สูงที่สุดไดแก กรณีที่ 3.14 (4-5-3-1) ซ่ึงใหคาความผิดพลาดท้ังหมดเทากับ 0.0492  คาประสิทธิภาพ
จากกระบวนการเรียนรูเทากับ 99.33% และกระบวนการทดสอบเทากับ 99.75% สวนโครงสราง
ของขายประสาทเทียมที่ใหคาประสิทธิภาพต่ําที่สุดไดแก กรณีที่ 3.1 (4-1-1-1) โดยใหคาความ
ผิดพลาดทั้งหมดเทากับ 0.2046  คาประสทิธิภาพจากกระบวนการเรียนรูเทากับ 97.23%  และ
กระบวนการทดสอบเทากับ 97.48%  จากภาพดังกลาวแสดงใหเห็นวาเมื่อทําการเพิ่มจาํนวนหนวย
ในชั้นแฝง (Hidden Nodes)  จากหนวยที่ 3 ข้ึนไป  สงผลใหคาประสิทธิภาพของโครงขายประสาท
เทียมใกลเคียงกัน  โดยโครงขายประสาทเทียมที่มีประสิทธิภาพนอยท่ีสุดประกอบดวยจํานวน
หนวยในชั้นแฝง 1 หนวย รายละเอียดเพ่ิมเติมไดแสดงไวในภาพผนวกที่ 23 ถึง ภาพผนวกที่ 28



 

 
 
ภาพที่ 68  แผงผังสรุปผลการพยากรณอัตราการไหลรายวัน (ลําน้ํานาน)

กรณศีึกษา

กรณศีึกษา ก กรณศีึกษา ข

โครงขายประสาทเทียม 
มีประสทิธิภาพนอยที่สุด 

โครงขายประสาทเทียม 
มีประสทิธิภาพมากที่สุด 

โครงขายประสาทเทียม 
มีประสทิธิภาพนอยที่สุด 

โครงขายประสาทเทียม 
มีประสิทธิภาพมากที่สุด 

EI Train = 81.83 % 
EI Test = 83.60 % 

EI Train = 99.35 % 
EI Test = 99.90 % 

EI Train = 95.70% 
EI Test = 89.16 % 

EI Train = 97.64 % 
EI Test = 92.74 % 

กรณทีี่ 4.10 
(   4-3-4-2-1   ) 

กรณทีี่ 5.1 
(  2-1-1  ) 

กรณทีี่ 6.3 
(   4-3-1   ) 

กรณทีี่ 4.1 
( 4-1-1-1-1 ) 



 

ความสัมพันธระหวาง EI กับ Case Case 3.1,3.14
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Test

Train

Train Test 
case 

Slope 
Parameter 

Momentum 
Factor Total Error EI EI 

3.1 0.9 0.1 0.0500 0.9768 0.9249 
3.2 0.7 0.1 0.0496 0.9770 0.9179 
3.3 0.9 0.1 0.0498 0.9769 0.9176 
3.4 0.9 0.1 0.0498 0.9769 0.9111 
3.5 0.8 0.1 0.0498 0.9769 0.9104 
3.6 0.8 0.1 0.0493 0.9771 0.9104 
3.7 0.9 0.1 0.0500 0.9768 0.9141 
3.8 0.9 0.1 0.0496 0.9770 0.9195 
3.9 0.8 0.1 0.0494 0.9771 0.9189 

3.10 0.8 0.1 0.0498 0.9769 0.9196 
3.11 0.9 0.1 0.0499 0.9770 0.9138 
3.12 0.8 0.1 0.0498 0.9769 0.9191 
3.13 0.8 0.1 0.0499 0.9768 0.9164 
3.14 0.9 0.1 0.0498 0.9769 0.9199 

ความสัมพันธระหวาง Total Error กับ Case 3.1,3.14
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ภาพที่69   การเปรียบเทียบคาประสิทธิภาพของโครงขายประสาทเทียม เมื่อทําการเปลี่ยน จํานวนหนวยใน    ชั้น
แฝง (ลําน้ํานาน) 
 

2. ผลการเปรียบเทียบประสิทธิภาพของกรณีศึกษา ก 
      การเปรียบเทียบโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ก  ที่มี

จํานวนช้ันแฝง (Hidden Layer)  1 ช้ัน  และใหขอมูลปริมาณน้ําทาของสถานี N.1 มาเปนขอมูลนําเขา 



 

แสดงไวในภาพที่  70    ซ่ึงไดแกกรณีที่ 1.3 , กรณีท่ี 2.6 , กรณีที่ 3.14  และกรณีที่ 4.10 โดยสามารถ
พลอตกราฟแสดงความสัมพันธระหวางอัตราการไหลที่ไดจากการวัด (Q Observe)  และอัตราการไหล
ท่ีไดจากการพยากรณ (Q Simulate)  ในกรณีดังกลาวไดดังภาพท่ี 71 ถึงภาพที่ 74   ตามลําดับ (ในภาพ 
ก และภาพ ข แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการเรียนรู  สวนภาพ ค และภาพ ง 
แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการทดสอบ) 

จากภาพที่ 70  เห็นไดวาเมื่อทําการเปลี่ยนจาํนวนหนวยรับขอมูล (Input Nodes) จาก 4 หนวย 
เปน 6 หนวย  ซ่ึงไดแกกรณีที่ 1.3  และ กรณีที่ 2.6  ตามลําดับ  สงผลใหคาความคลาดเคลื่อนทั้งหมด
นอยลงและคาประสิทธภิาพของโครงขายประสาทเทียมสูงขึ้น ซ่ึงโครงสรางของขายประสาทเทียมที่
ใหคาประสิทธภิาพสูงที่สุด ไดแกกรณีที่ 1.3 (4-3-1) โดยใหคาความผิดพลาดทั้งหมดเทากับ 0.0498 คา
ประสิทธภิาพจากกระบวนการเรียนรูเทากับ 99.33% และกระบวนการทดสอบเทากัน 99.60%  
โครงสรางของขายประสาทเทียมที่ใหคาสัมประสิทธิภาพตํ่าที่สุด ไดแกกรณีที่ 2.6  (6-7-1)  โดยใหคา
ความผิดพลาดทั้งหมดเทากับ 0.0498  คาประสิทธภิาพกระบวนการเรยีนรูเทากับ  99.33%  และ
กระบวนการทดสอบเทากับ 99.38%  

 

3. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนจํานวนชั้นแฝง 
การเปรียบเทียบขายประสาทเทียม ที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษาที่มี 
จํานวนช้ันแฝงตางกันคือ จาก 1 ช้ัน ถึง 3 ชั้น ซ่ึงไดแกกรณีที่ 1.3 กรณีท่ี 3.14 และกรณีท่ี 4.10 
ตามลําดับ แสดงไวในภาพที่ 74  โดยสามารถพลอตกราฟแสดงความสัมพันธระหวางอัตราการไหล ที่
ไดจากวัดและอัตราการไหลที่ไดจากการพยากรณในกรณีดังกลาว ไดดังภาพที่ 70 ภาพที ่72 และภาพที ่
73  ตามลําดับ จากภาพที่ 74  เห็นไดวาเมื่อทําการเพิ่มจํานวนชั้นแฝง สงผลใหคาความคลาดเคลื่อน
ท้ังหมดที่เกิดขึ้น และคาประสิทธิภาพของโครงขายประสาทเทียมจากกระบวนการเรียนรูกับ
กระบวนการทดสอบใกลเคียงกัน คือ 0.04  99% และ 99% ตามลําดับ 
 
 
 
 

Train Test case Slope 
Parameter 

Momentum 
Factor Total Error EI EI 

1.3 0.1 0.9 0.0498 0.9933 0.996 
2.6 0.1 0.9 0.0499 0.9932 0.9947 



 

3.14 0.1 0.9 0.0490 0.9933 0.9975 
4.10 0.8 0.9 0.0484 0.9935 0.9990 

ความสัมพันธระหวาง Total Error กับ Case 1.3,2.6,3.14 และ 4.10
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ความสัมพันธระหวาง EI กับ Case 1.3,2.6,3.14 และ 4.10
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ภาพที่ 70   การเปรียบเทียบโครงชายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ก
(ลํานํ้านาน)
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ภาพที่71    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 1.3 (ลุมน้ํานาน) 



 

Case 2.6 (train)
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ภาพที่72    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 2.6  (ลุมน้ํานาน) 



 

Case 3.14 (train)
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ภาพที่73    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 3.14  (ลุมน้ํานาน) 



 

Case 4.10 (train)

0
200
400
600
800

1000
1200
1400
1600
1800

0 200 400 600 800 1000 1200 1400

Q Observe (cms)

Q
 S

im
ul

at
e 

(c
m

s)

EI=0.9935

Case 4.10 (test)

0
200
400
600
800

1000
1200
1400

0 200 400 600 800 1000 1200 1400

Q Observe (cms)

Q
 S

im
ul

at
e 

(c
m

s)

EI=0.9990

Case 4.10 (Train)

0

500

1000

1500

2000

0 50 100 150 200 250 300 350 400 450 500 550 600

Time (Day)

D
is

ch
ar

ge
 (c

m
s)

Q observe (cms) Q Simulate (cms)

Case 4.10 (Test)

0
200
400
600
800

1000
1200
1400

0 50 100 150

Time (Day)

D
is

ch
ar

ge
 (c

m
s)

Q Simulate (cms) Q observe (cms)  
 
ภาพที่74    กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากพยากรณของกรณีที่ 4.10  (ลุมน้ํานาน)



 

Train Test case Slope 
Parameter 

Momentum 
Factor Total Error EI EI 

1.3 0.1 0.9 0.0498 0.9933 0.9960 
3.14 0.1 0.9 0.049 0.9932 0.9975 
4.10 0.1 0.9 0.0484 0.9935 0.9990 

ความสัมพันธระหวาง Total Error กับ Case 1.3,3.4 และ 4.10
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ภาพที่75   การเปรียบเทียบโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงท่ีสุดของกรณีศึกษาที่มี
จํานวนชั้นแฝงตางกัน (ลํานํ้านาน)  
 
 



 

4. ผลการเปรียบเทียบประสิทธิภาพของกรณีศึกษา ข 
การเปรียบเทียบโครงขายประสาทเทียม ทีใ่หคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ข  
ท่ีไมใชขอมูลปริมาณน้าํทาของสถานี N.1  มาเปนขอมูลนําเขา แสดงไวในภาพที่ 76  ซ่ึงไดแกกรณีที่ 
5.7 และกรณีที่ 6.3  โดยสามารถพลอตกราฟแสดงความสัมพันธระหวางอัตราการไหลที่ไดจากวัด (Q 
Observe) และอัตราการไหลที่ไดจากการพยากรณ (Q Simulate)  ดังแสดงในภาพที่ 77 ถึงภาพที่ 78 
ตามลําดับ (ในภาพ ก และภาพ ข) แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการเรียนรู 
สวนภาพ ค และภาพ ง แสดงผลการพยากรณอัตราการไหลที่ไดจากกระบวนการทดสอบ) 

จากภาพที่ 76  เห็นไดวาเมื่อทําการเปล่ียนจาํนวนหนวยรับขอมูล  (Input Nodes)  จาก   2  
หนวย เปน  4  หนวย  ซ่ึงไดแกกรณีที่ 5.7 และกรณีที่ 6.3  ตามลําดบัสงผลใหคาความคลาดเคลื่อน
ท้ังหมดนอยลง และทาํใหคาประสิทธิภาพของโครงขายประสาทเทียมเพ่ิมขึ้น โดยโครงสรางของขาย
ประสาทเทียม ที่ใหคาประสทิธิภาพสูงที่สุด ไดกรณีที่ 5.7 (2-7-1)  ซ่ึงใหคาความผิดพลาดทั้งหมด
เทากับ 0.2202  คาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 97.02% และกระบวนการทดสอบ
เทากับ 91.08% สวนโครงสรางของขายประสาทเทียมทีใ่หคาประสิทธภิาพต่าํที่สุด ไดกรณีที่ 6.3 (4-6-
1) โดยใหคาความผิดพลาดทั้งหมดเทากับ 0.1691  คาประสิทธิภาพจากกระบวนการเรียนรูเทากับ 
97.71% และกระบวนการทดสอบเทากับ 91.82%  สงผลใหคาความคลาดเคลื่อนทั้งหมดท่ีเกิดข้ึนและ
คาประสิทธิภาพของโครงขายประสาทเทียมจากกระบวนการเรียนรูกับกระบวนการทดสอบใกลเคียง
กัน คือ ระหวาง  0.16  ถึง  0.22  97%  และ 92%  ตามลาํดับ 

 

5. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนจํานวนรอบที่ใชในกระบวนการเรียนรู 
การเปรียบเทียบคาประสิทธิภาพของโครงขายประสาทเทียม ที่มีจาํนวนรอบที่ใชใน 
กระบวนการเรยีนรูตางกัน แสดงตัวอยางไดดังภาพที ่79  ซ่ึงเห็นไดวาเมือ่มีการเพิ่มจาํนวนรอบทีใ่ชใน
กระบวนการเรยีนรูมากขึ้น สงผลใหความคลาดเคลื่อนทั้งหมดที่เกิดขึ้น และคาประสิทธภิาพของ
โครงขายประสาทเทียมจากกระบวนการเรียนรู กับกระบวนการทดสอบใกลเคียงกัน คือ 0.7 92% และ 
89% ตามลาํดับ รายละเอียดเพ่ิมเติมไดแสดงไวในภาพผนวกที่ 29 ถึงภาคผนวกที่ 34 
 
 
 
 
 
 

case Slope Momentum Train Test 



 

Parameter Factor Total Error EI EI 
5.7 0.9 0.1 0.2202 0.9702 0.9108 
6.3 0.1 0.9 0.1743 0.9764 0.9274 

ความสัมพันธระหวาง Total Error กับ Case 5.7 และ 6.3
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ความสัมพันธระหวาง EI กับ Case 5.7และ 6.3

0.900
0.915
0.930
0.945
0.960
0.975

5.7 6.3
Case

EI

Test

Train

 
 
 

ภาพที่ 76   การเปรียบเทียบโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงที่สุดของกรณีศึกษา ข(ลํานํ้านาน)
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ภาพที่ 77   กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากการพยากรณของกรณีที่ 5.7(ลําน้ํานาน) 



 

Case 6.3 (train)
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ภาพที่ 78   กราฟเปรียบเทียบระหวางอตัราการไหลรายวนัที่ไดจากการวัดและอัตราการไหลรายวันที่ไดจากการพยากรณของกรณีที่ 6.3 (ลําน้ํานาน)



 

Case 6.3 
Train Test Iteration 

Total Error EI EI 
5000 0.1934 0.9738 0.9289 

10000 0.1743 0.9764 0.9274 
15000 0.1098 0.9791 0.9464 
20000 0.1094 0.9792 0.9468 

ความสัมพันธระหวาง Total Error กับ Iteration ของกรณีท่ี 6.3
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ภาพที่ 79  การเปรียบเทียบคาประสิทธิภาพของโครงขายประสาทเทียมเม่ือทําการเปลี่ยนจํานวน
รอบที่ใชในกระบวนการเรยีนรู 



 

 
6. ผลการเปรียบเทียบประสิทธิภาพเมื่อเปลี่ยนวันที่ทําการพยากรณ 

จากการศึกษาทั้ง  6 กรณี เห็นไดวาโครงขายประสาทเทียมท่ีใหคาประสิทธภิาพสูง 
ท่ีสุด ไดกรณีที่ 4.10  ซ่ึงมีโครงสรางเปน  4-3-4-2-1  จงึไดเลือกนํามาใชในการทดสอบเพื่อแสดงวา
โครงขายประสาทเทียม สามารถพยากรณอัตราการไหลไดอยางมีประสิทธิภาพ ผลการศึกษา 
แสดงไดดังภาพที่ 80 ซ่ึงเปนกราฟเทียบประสิทธภิาพของโครงขายประสาทเทียมเมื่อเพ่ิมจํานวนวันที่
ใชในการพยากรณ  (Lag Time) จาก 1 วนัลวงหนา ถึง 5 วันลวงหนา โดยใหคาประสิทธิภาพจาก
กระบวนการเรยีนรูเทากับ 99.35% , 92.90%, 82.90%, 72.40% และ 63.20%  ตามลาํดับและ
กระบวนการทดสอบเทากับ 99.90% , 94.65%, 88.60%,83.90%  และ 77.40%  ตามลาํดับ จาก
การศึกษาดังกลาวเห็นไดวาผลการพยากรณอัตราการไหลที่ใหคาประสทิธิภาพสูงกวา 80% สามารถ
เรียงลําดับจากมากไปหานอยที่ 1 วันลวงหนา 2 วันลวงหนา และ 3 วันลวงหนา ตามลําดับ แสดงให
เห็นวาการพยากรณอัตราการไหลจากโปรแกรม  KUnet  สามารถนาํไปประยุกตใชในการพยากรณ
อัตราการไหลไดอยางมีประสิทธิภาพ 
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ภาพที่ 80  ประสิทธิภาพของโครงขายประสาทเทียม ณ วันพยากรณ (Lag Time) ตางๆ           (ลํานํ้า
นาน) 



 

สรุปและขอเสนอแนะ 
 

สรุป 
 
 โปรแกรม  KUnet   เปนโปรแกรมคอมพิวเตอรภาษา  Visual  Basic ใชสําหรับการ
พยากรณอัตราการไหล ดวยหลักการของโครงขายประสาทเทียมแบบ Backpropagation โดยมี
สวนประกอบที่สําคัญ  4 สวน คือ 

1. Network  Property 
2. Run  Network 
3. View  Target and Calculation  Target  
4. Rating  Curve 

สําหรับกระบวนการทดสอบการพยากรณอัตราการไหลรายวันของโปรแกรม ไดเลือกใช 
ลํานํ้ายมและนานเปนกรณีศึกษา โดยแบงออกเปน 2 กระบวนการ คือ กระบวนการเรียนรูและ
กระบวนการทดสอบ โดยใชขอมูลของสถานีวัดปริมาณน้ําทารายวันในพื้นที่ลุมนํ้าที่มีอิทธิพลตาม
คาสัมประสิทธิสหสัมพันธตอขอมูลปริมาณนํ้าทารายวนั ของสถานีที่ตองการพยากรณเปนขอมูล
นําเขา (Input Data)  จากการศึกษาสามารถสรุปไดดังน้ี 

1. จากผลการพยากรณอัตราการไหลรายวันของโปรแกรม KUnet  พบวาในขั้นตอน 
ของกระบวนการทดสอบ โครงขายประสาทเทียมท่ีเหมาะสมใหคาประสิทธิภาพในการพยากรณ
อัตราการไหล 1 วันลวงหนา 2  วันลวงหนา 3 วันลวงหนาของลํานํ้ายม เทากับ  97.28% , 92.64% 
และ 87.56%  ตามลําดับ และของลํานํ้านานเทากับ เทากับ  99.90% , 94.65% และ 88.60%  
ตามลาํดับ แสดงใหเห็นวาโปรแกรม KUnet  พยากรณอัตราการไหลรายวันไดอยางมีประสิทธิภาพ
สามารถนําไปประยุกตใชในการพยากรณอัตราการไหลของแมนํ้าอื่นๆ ตอไป และสามารถนํา
โครงขายประสาทเทียมที่เหมาะสมมาใชในการพยากรณอัตราการไหลรายวัน 1 วันลวงหนา  ถึง 3 
วันลวงหนา  ณ สถานีวัดปริมาณนํ้าทา Y.1  ลํานํ้ายม และ N.1 ลําน้าํนานในอนาคต 

2. การนําคาสัมประสิทธิ์สหสัมพันธที่มากกวา  0.4  มาใชในการคัดเลือกขอมูลนําเขา 
มีผลตอประสิทธิภาพของโครงขายประสาทเทียม สามารถนํามาใชเปนเกณฑพ้ืนฐานในการ
คัดเลือกขอมูลนําเขาได เน่ืองจากวาเมื่อทาํการทดลองเปลี่ยนจํานวนหนวยรับขอมูล ( Input Nodes)   
โดยกําหนดจํานวนหนวยในชั้นแฝง จาํนวนชั้นแฝง และคาพารามิเตอรตาง ๆ คงที ่ในการเพิ่มจํานวน
หนวยรับขอมูลตามคาสัมประสิทธิ์สหสัมพันธที่ลดลงของขอมูล จากคา 0.9 ถึงคา 0.4  พบวา
ประสิทธิภาพของการพยากรณอัตราการไหลมีคาสูงขึ้น ตามจาํนวนหนวยรับขอมูลที่เพ่ิมขึ้น และ



 

ถาเพ่ิมขอมูลคาสัมประสิทธิส์หสัมพันธเทากับ 0.5  ขึ้นในชั้นรับขอมูลสงผลใหคาประสิทธิภาพ
ของโครงขายประสาทเทียม ใกลเคียงกับกรณีที่เลือกขอมูลนําเขาจากเกณฑขางตน 
 3.  จากการทดลองปรับเทียบแบบจาํลองโครงขายประสาทเทียม ทาํใหทราบถึงปจจัยหลัก
ท่ีมีผลตอประสิทธิภาพของโครงขายประสาทเทียมแบบ  Backpropagation  ซ่ึงไดแกจํานวนขอมูล
นําเขาโปรแกรม  KUnet  และคา  Slope Parameter  โดยผลของการเลือกคาพารามิเตอรตางๆ  ใน
โปรแกรม  KUnet   แสดงใหเห็นวาเมื่อกําหนดหนวยในชั้นแฝง จํานวนชั้นแฝง คา Momentum  
Factor  จํานวนรอบ และคาความคลาดเคลื่อนทั้งหมดที่ใชในการหยุดกระบวนการเรียนรูคงที่ ใน
การกําหนดคา  Slope Parameter  นอย สงผลใหประสิทธิภาพของโครงขายประสาทเทียมที่ไดมีคา
คอนขางสูง เน่ืองจากเปนพารามิเตอรหลักที่ใชในการคํานวณผลลัพธของโปรแกรม อยางไรก็ตาม
ถากําหนดคา  Slope Parameter  มากเกินไปจะสงผลใหผลลัพธที่ได ไมลูเขาหาคําตอบ เน่ืองจากการ
เลือกใชคา Slope Parameter  ที่ไมเหมาะสมกับชุดขอมูล ซ่ึงทําใหผลการพยากรณอัตราการไหล
ของโครงขายประสาทเทียมไมมีประสิทธิภาพ 
 เมื่อกําหนดจํานวนหนวยในชั้นแฝง จํานวนช้ันแฝง คา Slope Parameter   จาํนวนรอบและ
คาความคลาดเคลื่อนทั้งหมดที่ใชในการเรียนรูคงที่ ในการกําหนดคา Momentum  Factor  มาก 
สงผลใหประสิทธิภาพของโครงขายประสาทเทียมที่ไดมีคาคอนขางสงู แตมีผลนอยกวาแบบแรก 
เน่ืองจากเปนพารามิเตอรทีใ่ชในการปรับแกคา Weight  และคา Bias  ของโปรแกรมและเมื่อทาํการ
ทดลองเปลี่ยนจํานวนหนวยในชั้นแฝง หรือทําการทดลองเปลี่ยนจํานวนช้ันแฝง โดยการกําหนดให
คาพารามิเตอรตางๆ คงที่ สงผลใหประสิทธิภาพของโครงขายประสาทเทียมที่ไดมีคาใกลเคียงกัน 
 เมื่อทําการทดลองเปลี่ยนจํานวนรอบที่ใชในกระบวนการเรียนรู โดยกําหนดจํานวนหนวย
ในชั้นแฝง  จํานวนชั้นแฝง และคาพารามิเตอรตางๆ คงท่ี สงผลใหประสิทธิภาพของโครงขาย
ประสาทเทียมที่ไดมีคาใกลเคียง อยางไรก็ตามถากาํหนดจํานวนรอบที่ใชในการหยุดการเรียนรูมาก
เกินไป ก็จะไมมีผลทําใหคําตอบดีขึ้นและยังใชระยะเวลาในการเรียนรูนาน 
 4.  จากผลการทดลองพยากรณอัตราการไหลของลํานํ้ายมและนาน   โดยใชโปรแกรม 
KUnet  พบวาโครงสรางโครงขายประสาทเทียมที่ใหคาประสิทธิภาพสูงท่ีสุดในแตละลํานํ้าจะให
คาพารามิเตอรที่แตกตางกัน   ซ่ึงไมสามารถจะนําเอาคาพารามิเตอรดังกลาวมาเปรียบเทียบกันไดใน
แตละลาํนํ้า  และถึงแมวาจะเปนลํานํ้าเดียวกันจึงจําเปนตองทําการพยากรณอัตราการไหลเปนแตละ
กรณีไป   โดยไมสามารถนําคาพารามิเตอรที่ไดจากการทดลองพยากรณอัตราการไหลที่มีคาสูงสุด
ในวิทยานิพนธเลมน้ีมาใชเปนคาอางอิงในการพยากรณอัตราการไหลได 



 

ขอเสนอแนะ 
 

เพ่ือใหโปรแกรมคอมพิวเตอรที่ใชในการพยากรณอัตราการไหล มีประสิทธิภาพยิ่งขึ้น จึง
ควรไดรับการพัฒนาตอไปดังตอไปนี้ 

1.  ควรมีการศึกษาและประยุกตใชโครงขายประสาทเทียมประเภทอื่นๆ เพ่ือนําไปใช
พัฒนาโปรแกรม KUnet   ใหมีประสิทธิภาพมากยิ่งขึ้น 

2.  ควรทําการพัฒนาขั้นตอนในการปรับคา Weight  และคา Bias  โดยศึกษาจากวิธีอื่นๆ 
เชน วิธีของ  Liebenberg  Marquardt  Algorithm   และวิธีของ  Genetic  Algorithm  เปนตน  เพ่ือให
โปรแกรมมีการลูเขาคําตอบเร็วขึ้น และมีความคลาดเคลื่อนทั้งหมดนอยลง 

3.  โครงขายประสาทเทียมที่ไดทําการปรับเทียบแลวน้ี มีความเหมาะสมในการพยากรณ
อัตราการไหลในชวงระยะเวลาหนึ่งเทาน้ัน หากสภาพลุมนํ้ามีการเปลีย่นแปลงหรือมีการพัฒนาลุม
นํ้ามากขึ้น เชน มีการเปลี่ยนแปลงลักษณะการใชที่ดินหรือมีการกอสรางอาคารชลศาสตร ควรทํา
การปรับเทียบแบบจาํลองโครงขายประสาทเทียมอีกครั้ง เพ่ือใหการพยากรณมีความถกูตองยิ่งข้ึน  

4.  การศึกษาในครั้งน้ีไดพิจารณาเฉพาะการพยากรณอัตราการไหลรายวันลวงหนา ณ 
สถานีวัดปริมาณน้ําทาเพียงแหงเดียว ถาตองการพยากรณอัตราการไหลที่สถานีวัดนํ้าทาจาํนวน
มากกวาหน่ึงแหง ควรมีการพัฒนาโปรแกรมคอมพิวเตอรโดยการเพิ่มจํานวนหนวยในชั้นแสดงผล 
(Output Nodes)  ใหมากข้ึน 
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