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1% o 4 < Y
wazmsndannuruevesdyanyaiuazmn 1uAY (Hebb,1958)

Fausett (1994) ldpFi1eanInsanelszamiiondiziunnInseadananuuinaves
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) Another Neuron
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MW 2 Biological Neuron

NN 5805 (2546)
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Y
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Y =3 3 ) ] = Ay
Patterson  (1996) l@nandsduasumsiinuueslasielszamiisuiniodoya
Y Y Y v
g (Input ~ Data) gnasiud I uguuds (Hidden  Layer) meluduilazimdn
[} U ll " Y U
UszunanaTasn1ssaudoya Input fUA1 Weight uazaar1uilandunasn (Transfer

. A v ¥ o & o A A A
Functlon) lW@iﬂqﬂW’daW‘ﬁ (Output) RIGIAMNA ﬂﬂllﬁﬂﬂluﬂ’lW‘ﬂ 3NN 4 UagauNITn (23)

X, I:' Qutput >
y

PINH 3 Simple Artificial Neural Network

 — Output
X > wx; =net > | f(net)=y y
—
 —
MNA 4 Schematic Diagram of a Single Neural
net = X, W, + X,W, + XW; = > X,W, (23)

d‘ Y a’d‘w T % 1
0 net wadwsnéa luruiansunlasa

2 2D
@ @

Foyariud (Input)

W, f®  Weight
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d v v
Wan¥uuiasm (Transfer Function)

a 1 Y, o §
Maren et al. (1990) 1@95U18791 Transfer Function f® Wansunldlunmsuag
9 o 9 [ . Y IS o J ]
HasINVIToyatiudl (Input) fuA1 Weight  Ieonuuiumadns (Output) amIsoNLs

I a o dy
0Ny 4 wianall

1. Threshold Logic Transfer Function

<
I
o

or-1 Sfor x<0

y=1 for x>0 (24)

A o &
Wo y A9 Waawd (Output)

Y
X @0 Yoyariud (nput)

y y
11— 1
—
:O X 0 X
+— -1

NN 5 Threshold Logic Function

2. Hard Limit Function

y=0 or-1 Jor X<-a
:L+l for —a<x<a (25)
2a 2 '
y=1 for X=a

= 4
e a A9 Slope Parameter



AN

MNA 6 Hard Limit Function

16

MW 7 Sigmoid Function

37 Fausett (1994)

y y
0
0 X X
-1
3. Sigmoid Function
1
1+ exp(—ax)
f(x)
1
1 1 1 X
1 2 3
4. Radial Basis Function
27

y = exp| —
a
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MWAN 8 Radial Basis Function

Uszianvealasaveyszaniian

Y
UszanTasainedseamieuntsnuInssasiald 3 ¥iia (Maren ef al.,1990) a1l

1. Micro Structure

v v
v o A

1< A ] =
Micro Structure Lﬂuiﬂi\iﬁ%?ﬂﬂﬂi%ﬂﬂﬁ?ﬂq@ﬂl@ﬂiﬂiﬂﬂlWﬂﬂigﬁﬁ’lﬁ’lfJiJ
A ~ . o Y A ) o ¥ o
NA1IA® YU Transfer Function ‘mwuwﬂummﬂmwai’smawayjauum (Input) NUA

. ¥ I v @ Ve o A
Weight 1Moonuuduraans (Output) 111U AuaadlunIng 9

X, ¥
Surn of Transfer

X2 ; . y]
Weighted Function
Inputs

X,

MNNA 9 Micro Structure
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2. Meso Structure

1 v o [ o '
Meso Structure ﬁ']ll'liflLLUQ@'III?]'JTJJQ‘?JWU‘E"U@Q@ﬂHmZﬂ’liW’N’luﬂJ@QIﬂi\i"lﬂﬂ

Usgennifien 1@ il
2.1 Multilayered Feed-Forward Networks

Tu Multilayered Feed-Forward Networks nanwagmsasdayanoud Tyl

Tasainedszanimenlunaniatnantii (Feed-Forward) dauaaalunini 10 Taganunsouiia
4
a [} @ L @

Filaveslassvielszamifiondanvazioumsiszgnd lumsldaulade msdagiuuy
Y Ay A ) .. o .. G4
magaﬂmnmmmﬂu (Heteroassociation) mimuuﬂgﬂunu (Pattern Recognition) NTNWIINTMU
(Forecast) MIWIANMUMNIEHY (Optimization) uazmsﬂsxmawagﬂmw (Image  Processing)
‘ﬂi]‘]&lijﬁcl(’]af} 1Aun Basic Perception, ADALINE/MADALINE, Backpropagation, Boltzmann

Machine 118 Functional Link Net f1ua19U

MW 10 Multilayered Feed-Forward Networks
2.2 Single Layer, Laterally Connected Networks

Tu Single Layer, Laterally Connected Networks ﬁﬁﬂymszsdﬁmnﬁmv’i’ﬁ
[l 4 4
T uTasevredszammeonlunaniadiuing (Lateral) Falaseuierziimiosru@ennniy a
d‘ 1 a 1 = [ l-;‘ o
paaaluami 11 TasmmnsoutisiavedIasselssamimevanyaziinumsszgnalu
Y YA [ Y A A = [ R
msldauldne msdagluuudeyanligiunu@edny (Autoassociation) HAZNITHIAIIY

QU

1WA (Optimization) NuRN1H 18R Hopfield 118z Brain in a Box AIW&IAU
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i

MNH 11 Single Layer , Laterally Connected Networks
2.3 Single Layer, Topologically Ordered Networks

Tu Single Layer, Topologically Ordered Networks ﬁé’ﬂymzmidﬁmutym

9 1 =1 LY d' 1 a
Wl Tnsenedszamienuuy Vector  aauaaslunind 12 Tasaiunsoutiariiaves

] o y o @ {
Tassnelsgamiiondanyuz dawmsiszgndldauldae msdagiuuudeyaniiguuy
ReINU (Autoassociation) mi‘ﬁué’wﬁaga (Data  Compression)  LAZNITHIANWHNIZ Y

C. Q9 yy . .. . ..
(Optimization) Vlf]yf]ﬁcl% 1@un Adaptive Vector Quantization, Learning Vector Quantization

uag Self-Organizing Topology Preserving Map ANAIAY

O
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>
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O ---00)
1600

Y

N
\

0
Q
O

4
e
-
_5_
Y
AY

e
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Y
\

CERve)

MW 12 Single Layer, Topologically Ordered Networks
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2.4 Bilayer Feed-Forward/Feedbak Networks

Tu Bilayer Feed-Forward/Feedback Networks anvagmsdedayanondili
TuTassedszanionlunan1a919n1d1 (Feed-Forward) 1agiANIanauUNas (Feedback)
1 v v v
Falagaureaziimed 2 iy dauaaalunini 13 Tagausouasiiavedalasavne

A o g P ¥ P o ) Ay 4w

Uszmmifevansuzdnumsdszgndlumsidaulane msvagluuudoyan linerdes
o .. o .. adquny
AU (Heteroassociation) uazmimuuﬂgﬂuun (Pattern Recognition) ﬂqyaﬂﬂmm

Bidirectional Associative Memory 1182 Adaptive Resonance Theory @INA1A1

MW 13 Bilayer Feed-Forward/Feedback Networks
2.5 Multilayered Cooperrative/Competitive Networks

Tu Multilayered ~ Cooperrative/Competitive ~ Networks NanyazMIas

@ Y

dayrant ldluTassnsdiedszamionluiandanidmiemazdanas wie/mag
Frudha Fuaaalummd 14 TasammisamissiiavesTnssvielssmmifioudnyazian
msszgnd 159 1dfe mssuungliuy (Pattern Recognition) myf]ﬁl%' 18un Competitive
Learning Net , Masking Field Neocognitron Lmzmiﬂizmawagﬂm‘w (Image Processing)

wqyfﬂﬁff'"lﬁuﬁ Bounday Contour System 6i¥ Hierarchical Scene-Structure
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PINT 14 Multilayered Cooperrative/Competitive Networks

2. Macro Structure

< Y A ] a 1 9 | '
Macro Structure lﬂu1ﬂiﬂﬁi1ﬂ‘ﬂﬁ?lﬂﬂ5ﬂﬂl']fJ“]f‘Llﬂ@]']\?"] L"U']ﬂJ'lLl]UIﬂi\i"U'lﬂﬁgﬁJflJ
= @ @ A 2 0 Iq 9 1
@eaiu awudaslunmi 15 Fegunsnildszgnaldlumsaiuguszuuaieg (System

Control)

Network 1A

I A
4 1
-,
.7 !
L A 4 L
-,

Network 2A Network 2B Network 2N

~. i 7

Al Network MA [&

l

MNA 15 Macro Structure
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msiszgnalassniedszaniienlumslyau
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Tasainedszannifiouansatiinlszgnd 15auaiee 1ddsaelad
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1. ﬂﬁmuuﬂ;s_ﬂuuu (Pattern  Recognition) L¥U NTUDIUNUIAYUATNITAUNTIEN

= A £ Y 1 A ' A 1 @ o
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2. MIMUY (Prediction) HIBDMINYINTAU (Forecasting) 1¥U NITNMUIGTULAZNT

Y Sy
Wmmma@mmsvlwa wuau

3. MIAIUAN (Control) 1YW NMIAIVANTZUVYBUATOIUTVOINIA NITAIVAY

A s ' S I Y
5guumimaumazmimmmjuam H_I‘Ll@]u

v
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4. WIANUMINZ AN (Optimization) 1FU MIABNIZEZNNN IndNga lumsaumMa A uau
5. MIVAAIN (Clustering) HAZMIIAHY (Categorization)
6. msﬁ'uﬁ@i’faga (Data Compression)

7. MSIAIR MK (Content Addressable Memory)

Uszanveamaisauivedlnssnigl sz

~ 9 1 = 1 9 [ [ dy
ﬂﬁliﬂuqﬁl"llﬂxﬂﬂ3\1sll'lle]i%ﬁTVIWIEJiJﬁHJ'IiﬂLL’UQ@@ﬂllﬂ 2 aNHUE AU

= Y = .
1. M3FeUzLUVNNSAOU (Supervisor)

[ @

M3Beusuuuimsaou (Supervisor) Ao MIiFouiNINToyagd1vveIAI0619N

U

Hiunnne Tasmaniwadnsigndeald I lumireuaainavesInseiedszamiion

] o A o o Ia
Tasedszamifiowszisouininnisulseufisunadwingndesnumadansn lavinns
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[ 4 k2
Yszanana ud1whnsUSua1 Weight 1azaA1 Bias 31AAIANUAANAIATINATY a9y

= A Wy A A Yy A
vlszmanalui e ld ldnainnuranaiatiooige

= 9 = .
2. maiseuiuuylilimsdou (Unsupervisor)

= 9 = . A = Y9 Y [
ﬂﬁliﬂuglm‘ﬂllllllﬂﬁﬁﬂu (Unsupervisor) A9 NI1TLTYUIATIYAILDN TﬂEJ"lll

9 = Y Y 1o w @ 1 @ 3,:‘ =< (=} =l ~ @ o A 9 @
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15| Wﬁﬂllaiﬂ'lﬂﬂ'liﬂigﬂﬁawa Tumsdsy Weight L1ag Bias u’]ﬁﬂﬂmm"ﬂﬁuNWW%WimW

Tasavneszaniiegnuuy Backpropagation

Fausstt (1994) ldoF11e91Tnsev1eseamifieniiuy Backpropagation 3a0g lusiia
$ o ' I~ . @
Meso Structure #9anyme Iaseieduuuy Multilayered Feed-Forward Networks @3LLEAN
4 2 A g
Tumni 16 Galszneuals ¥usuveya (Input Layer) FUUAAING (Output Layer) Loy

) v
FUuRa (Hidden Layer) uaaesisazidenlanati

1. Fus Usl’llif)ya (Input Layer)

Qe

v 9

<3| us.l' 1 ~
YUTUYDYA (Input Layer) 1usuusnlulassadaveslnsaviodssaminon

9 ]

szneudleniizesudeya (input Nodes) shmthisudoyadng Inseinelszamiion

2. FUUEAING (Output Layer)

3 I 3 ] =
Fuleana (Ouput  Layer) udugaiiolulnssadveslnsairodssaniion

] o { v J
Usznevdlenieaaina (Output Nodes) FHTNALTAIHAANT (Output)

v

3. FuSuvewa (Hidden Layer)

4 v 9
FuLpl (Hidden Layer) agizwawi?u%u%'ay,auam‘?uuﬁmwa sznouaeveue
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Input Layer Hidden Layer Output Layer

M 16 Taseadraveslnsevielszemifennyuy Backpropagation

9 a U ' = . = = Y
Patterson (1996) 1deTuenlasenedseamionuuy Backpropagption UN13L58UY

= . dé’f o A A g ] Y
HUVUNITEOU (Supervisor) LATUTUABUNTELIUMININIU AO WOYBYA11Y1 (Input  Data)

Y Y v
anaeiulydanii (Forward) mwddudy aeluduuel (Hidden  Layer) 92¥inviingu

a

[ 1 1 v Jd o 1 4
Yoya Input  NUAT Weight uazaaruilenduuilasn (Transfer  Function) tolszuiana

o o vq & v Ay Y o
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o [ v Jd a [ o 1 4
gminnnfSeuifiouiunadnsase (Target  Output) waziimsMuIuAIAINAAIANADY
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A [ ' 3.1‘ @ 091’ 3.1‘ 9/ 9 [ =
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Y £ ' E4 k4
Fusudoya vmivzisuTuaeuvesmsdwin ludandazmssiuindounaudnass
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USUA1 Weight augasluning 17



25

Backpropagated Errors

Inputs Hidden Layers Outputs Target

Values

MW 17 anbaemsninuved Inssielseamifiouiuy Backpropagation

7117: Patterson (1996)

Backproppagation Algorithm

o Jd o { A [} 1
Heandunilen1¥ulnseelseamifonnny Backpropagation 1ALA Sigmoid function
(Theodoridis  and  Koutroumbas, 1999) @auaadluaunisn (26) wazmwi 7 35m5ves

4 b4
Backpropagation Algorithm Usznoudisiuaouaail

1. msmnali¥avivh (Forward Computation)
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Data) deru ldhanihamdrdudu defimssaudoya nput  AuA1 Weight 1@ oAz
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Layer) 91nuudaimadnsf 1da1nnsd1uaa (Output) w1l3sufieuiudoyanse (Target
Il 9 v Y v
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Y
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2. MSMuUIMEIaUNAY (Backward Computation)

26
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29)

(30)

(€2))
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' 9 Y v v
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v
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v
Sudeua 38N 1¥1umIUsua1 Weight 1A1AIT Steepest Descent taae A luaumsdane il
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w; (new) = w7 (old) + Aw; (new)
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Y
A o MmTusutaana (r=L)

(32)

(33)
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o =e;f'(v}) (34)

e =D (y; - 9)) 63)
j=1

1)) =a-[yDa-yl (36)
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o d A [ v o J J
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Case 1.5 (train)
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Case 2.7 (train)
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Case 3.12 (train)

Q Simulate (cms)

EI=9769

200 400 600
Q Observe (cms)

Case 3.12 (Test)

800

1400
1200 -
1000 -
800 -
600 -
400 -
200 A

Discharge (cms)

50 100 150
Time (Day)

‘— Q Simulate (cms) - - - - - Q observe (cms) ‘

Case 3.12 (test)

Q Simulate (cms)

Q Observe (cms)

Case 3.12 (Train)

1000
g 800 -
o)
o 600 -
2
c 400 -
<
[&]
£ 200 -
a
0 T T T T T T T
0 50 100 150 200 250 300 350
Time (Day)
Q observe (cms) - - - - - Q Simulate (cms) ‘

d' = =3 1 [ v A Y o [ v A F Jd A [ 3’
MNN 60 ﬂiﬂ/\hﬁﬂiﬂﬂlﬂﬂ‘ﬂ531’?’3136@51ﬂ1511’iai18’31&ﬂUlﬂiﬂﬂﬂﬁ’muﬁz@Glﬁﬂﬁ"h’iaﬂﬂ?uﬂUlﬂiﬂﬂ‘l/‘lﬁﬂﬂimsllﬂﬂﬂiﬂ!ﬂ 3.12(@!3JL!1EJ§J)

L8



Case 4.11 (train)
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Slope Momentum Train Test
case
Parameter Factor Total Error FI FI
1.5 0.1 0.9 0.0500 0.9768 0.9403
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Slope Momentum Train Test
case
Parameter Factor Total Error FI FI
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Slope Momentum Train Test

case
Parameter Factor Total Error El ElL
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Slope Momentum Train Test
case
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Case 2.6 (train)
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Case 3.14 (train)
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Slope Momentum Train Test
case
Parameter Factor Total Error FI FI
1.3 0.1 0.9 0.0498 0.9933 0.9960
3.14 0.1 0.9 0.049 0.9932 0.9975
4.10 0.1 09 0.0484 0.9935 0.9990
AMNANNUEIZ1I14 Total Error il Case 1.3,3.4 Uaz 4.10
0.0500
0.0495
E 0.0490
L
T
© 0.0485
0.0480
0.0475
1.3 3.14 410
Case
ANNANAUSTZUIN El L Case 1.3,3.4 Uaz 4.10
1.000
0.998 -
0.996 —— Test
w
0.994 - —®— Train
B s —=
0.992
0.990
1.3 3.14 4.10
Case

d' =) = 1 = d‘ Y a A d‘ R
MNN 75 ﬂﬁ!,ﬂiEJ‘UL‘V]ﬂﬂjﬂiﬂﬂﬂﬂﬂizﬁTﬂmEJll‘1/]IWﬂT]_]iZﬁﬂﬁﬂ1WgQﬂﬁﬂﬂJ@Qﬂ5&lﬁﬂH1

Ao M o e o
PUUIUFULUAIR19AY (@115100)



107

4. mamsulseumeuilszanininveansaidny ¥

= = ] =3 c&' Y a Aa d' ~ R
manfSouien Iasselszamion Aldanlszaninmgangavesnsaifny @
Sy = o - 2 o < : ' ad
W lilddeyatsmanimwesami N1 sndludeyaiud uaad B lunwi 76 Faldunnsdin
57 uaznsdin 63 Tasansonasanimuaannuduiuisznindams luanldania ©Q
o d' ¢ Y A d'
Observe) ttazdns1Ms wad Idonmswernsal (Q Simulate) Auaaslunmi 77 Hanmd 78
awdwy (umw n wagmw v) uaaawamsweInsaionsMs lnan lannaszuiumaisous
AIUMN A LAZMW I LAAIHAMINGINTBIOATIMS Trah TAnInnszuIumInaae)
= S yyr A o 4 o "oy
nnmmi 76 Wi lduiehmanfasusmauniisesudeya (Input Nodes) 910 2
] | ] &£ Y A A o [l Y A
e 1y 4 wise 9 ldunnsain 5.7 waznsdin 63 awdwudwaldmanunaandou
ua}/ 9 o Y Aa A 1 = Q' d? Y 1
nrnatioral tazilvanlszaninmmvedlasselssamimenninay Taalaseaiavesnig
v ' ' 1 Y
Uszamiiion Aldanlszansomgaige lansdin 57 27-1) e ldmanudanaianiue
BNy 02202 ANlsEANEMMIINASTUAIUMSEeUSIIIND 97.02% LAZNIZUIUMINATDL
M 91.08% daulassadsvestnolseamifenilianlszaninmdinga 1dnsain 6.3 (4-6-
Y
D TagldmanuAanmanamuaniiny 0.1691  msz@NEmMuannIzuIUMsE ouimny
1 k43 ' 4
97.71% HAZNTZUIUMSNATOUININD 91.82% dawa i nnuaaIandouimuainaluIay
alszansnmueslnseielszamiouannszuaumsis sui nunszuaumsnageulndifeaiy

A0 35119 0.16 D4 0.22 97% AL 92% AWAIRY

5. mamalSoudioulszantmmilondeuiuiusevildlunszuiumssous

X ~ 1 a a 1 ~ AA o q 9
fﬂilﬂiEJiJmEJ"JJﬂT]J'igﬁ‘VI‘ﬁﬂ]W“UENTﬂiQ“lJ]EJ‘iJS%ﬁTI/lmElll ‘VIN‘D]H’)U?E]‘UVI%HI‘L!

=

~ Y o o [ Yo A £ g Y = A o ~Aq Y
NITVIUNMTLIIUIANNU LLﬁﬂ\?@'J’E]Eﬂ\ﬂﬂﬂQﬂ'lW‘ﬂ 79 clﬂmuhlmumilmimummuiﬂuﬂﬂu

v Y
=1

4 [ Y
NIzIIUMEEEUdNNTY  dewaldnnuamandeuniuaiinaty  uazanlszdninmves
Tassnelszamifionnnnsziaumsisous nunszuiumsnadenlndifiesiiu fiv 0.7 92% waz

89% ey eazeamudn lauaad 1 lumweuini 29 Hanaruini 34



Slope Momentum Train Test
case
Parameter Factor Total Error FI EI
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Case 5.7 (train)
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Case 6.3
Train Test
Iteration
Total Error EI EI
5000 0.1934 0.9738 0.9289
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