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ABSTRACT

This thesis aims to study various censored data techniques for effective
prediction of nasopharyngeal carcinoma (NPC) recurrence. Clinical data and time to
recurrence of NPC patients were collected from Ramathibodi Hospital, Thailand.
Recurrence factors were then selected by univariate and multivariate analysis. The
results showed that only 9 factors related to the NPC recurrence. They were N stage,
smoking, alcohol, family history of cancer, neck fibrosis, 19G, IgA, radiation dose, and
KPS. These factors were used in predictive model development. In the study, three
ANN based censored data techniques are mainly investigated. They are Street,
PLANN, and our proposed technique. The results showed that our proposed technique
provided the highest predictive performances compared with the other two techniques
and Cox regression model. All ANN based techniques outperformed the Cox model.
Hosmer-Lemeshow goodness-of-fit test was then applied. The results showed that the
chi-square statistic for all models was less than 15.51. This means that every model
fitted well.

Survival curves for each predictive model were then generated and
compared. The results showed that the curve of the Cox model was obviously different
from the others. This is confirmed by the log-rank test in which only the Cox model is
significantly different from the Kaplan-Meier model. With the proposed technique,
four main problems existing in the previous censored data techniques can be handled.
The problems include scalability, generation of a non-monotonic survival curve,
specification of unknown recurrence status, and data replication problems.
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