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ABSTRACT 

               Human vision cannot precisely determine the 3D coordinates of an object. 

The optical tracking with marker-based system, which is capable of capturing position 

and orientation of an object, is implemented to correct this error. Medical applications 

such as image-guided surgery will benefit from this system, which can identify the 

position and orientation of a surgical device relative to the markers. This thesis 

provides and demonstrates a design framework for combining multiple sources of 

information. Initially, the system was implemented using MATLAB® to test the 

algorithm, so that the experiment simulates the actual condition at work. To create the 

image marker in 3D 2 images are combined with image markers from the left and right 

camera. Each image consists of 12 spheric markers that must have different length. 

The image is taken to the image processing in order to remove the unwanted parts in 

the image. After that, the computer calculates to find the position and orientation of 

the marker in 3D by using Fundamental Matrix. The position will be used to show the 

result in 3D graphic. Translation errors were tested for mistakes in the process, and the 

positions of markers were compared from the experiment. The Root Mean Square 

Error was less than 0.5 mm. 
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บทคัดยอ 
          โดยทั่วไปการมองเห็นของมนุษยไมสามารถบงบอกตําแหนงในสามมิติของวัตถุใดๆ
ไดอยางแมนยํา ระบบวัดพิกัดวัตถุมารกเกอรดวยภาพจึงไดถูกพัฒนาขึ้นเพื่อเพิ่มความแมนยําในการ
ระบุตําแหนงดังกลาว การหาพิกัดและการวางตัวใน 3 มิติของมารกเกอร สามารถนํามาประยุกตเปน
ตนแบบเพื่อใชในระบบนําทาง เพื่อการผาตัดไดโดยการสรางความสัมพันธระหวางตําแหนงมารก
เกอร และตําแหนงพิกัดของอุปกรณผาตัด ระบบวัดพิกัดวัตถุมารกเกอรดวยภาพจะนําเสนอระบบ 
และวิธีการ เพื่อใหสามารถระบุตําแหนงพิกัดและทิศทางของมารกเกอรได โดยไดทดลองระบบเพื่อ
ทดสอบอัลกอริธึมดวย MATLAB® ซึ่งการทดลองอัลกอริธึมนั้นไดจําลองการทดลองแทนการ
ทํางานจริงโดยการสรางภาพมารกเกอรในสามมิติขึ้นมา 2 ภาพ คือ ภาพมารกเกอรจากกลองทาง
ดานซายและขวา ภาพมารกเกอรทั้ง 2 ภาพ จะประกอบไปดวยมารกเกอรทรงกลม 12 มารกเกอร 
และแขนของมารกเกอรจะตองมีความยาวที่ไมเทากัน ภาพจะถูกนาํเขาสูกระบวนการ Image 
Processing เพื่อกําจัดสวนที่ไมตองการออกจากภาพ หลังจากนั้นการหาคํานวณหาตําแหนงและ
ทิศทางของมารกเกอรในสามมิติจะใชวิธีการของ Fundamental Matrix คาพิกัดที่ไดจะนํามาแสดงผล
เปนกราฟสามมิติ นอกจากนี้ไดทําการตรวจสอบคาความผิดพลาดของระบบโดยการเปรียบเทียบ
ตําแหนงของมารกเกอรที่คํานวณได กับตําแหนงของมารกเกอรที่ตั้งไว โดยการหาคา Root Mean 
Square Error ตองอยูในเกณฑไมเกิน 0.5 mm. 
 
108 หนา 
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CHAPTER I 

INTRODUCTION 

 

 

1.1 Problem Statement 

Recent medical applications such as a surgical navigation system introduce 

a great deal of engineering challenges. This navigation system assists the surgeon 

during the operation so that he or she can coordinate the movement with precision 

even though the surgery is invisible to the naked eyes. Dental implantation is one of 

the applications that require such coordination which allows the surgeon to pinpoint 

the drill bit at a designated location and orientation in relative to the patient’s head. 

The location and orientation is normally given by a path-planning application. The 

hand of a dentist who navigates the drill bit may require positioning and orientating 

accuracy beyond human capacity to complete the surgery exactly as plan. Therefore, 

an optical 3D coordination system can help dentist to locate the site at the right 

orientation.  

The main purpose of a tracking system is to determine the three-

dimensional coordinate of an object. There are many types of 3-D tracking, for 

example, acoustic tracking, mechanical tracking, magnetic tracking, and optical 

tracking. Each method has different advantages and disadvantages in aspects of 

performance and price as discriminating in Table 1.1 
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Table 1.1 Comparison of tracking techniques 

 

Detection 

Techniques 
Description Advantages Disadvantages 

Acoustic 

Tracking 

Based on 

measurement of 

time-of-flight of a 

sound signal from 

an emitter to a 

receiver. 

 

 

- Inexpensive 

 

- Low accuracy 

- Suffer from 

acoustic 

reflections in  

surrounded 

conditions 

Mechanical 

Tracking 

Object is connected 

to a mechanical 

armature.  When 

the object moves, 

its position is 

known from related 

device movement. 

 

- Fast 

- High accuracy 

 

- Encumbered 

movement 

- Limited working 

area 

 

Electromagnetic 

Tracking 

Use the distortion 

of electromagnetic 

signals to determine 

position and 

orientation relative 

to source coils. 

- Require no 

contact to the 

sensor 

- Not require direct 

line of sight 

between the 

source and sensor 

- High accuracy 

- High cost 

- Accuracy 

affected by 

electromagnetic 

generator 

devices such as 

motor  

- Accuracy 

affected by 

Earth’s 

magnetism 
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Table 1.1 Comparison of tracking techniques (cont.) 

 

Detection 

Techniques 
Description Advantages Disadvantages 

Optical 

Tracking 

Use 2 or more 

cameras to detect 

visual signals and 

involve camera 

information and 

epipolar geometry 

to calculate 

positions 

- Require no 

contact to the 

sensor 

- Easy to develop 

- High accuracy 

- inexpensive 

 

- Limited by light 

source intensity 

- Require clear 

line of sight 

 

 

The system that we are interested is the optical tracking, which involves 

imaging with cameras mounted at a fixed location and image processing. Optical 

tracking has many benefits over other tracking. For instance, it offers a wireless 

interaction, presents accuracy measurements even with low cost, and requires no 

additional sensors when there are additional tracking objects. However, there are some 

disadvantages from applying the optical tracking system. For example, it may have an 

occlusion problem, needs computational time, and may require specific set-up on the 

environment such as the illumination on the scene. The optical tracking is widely used 

in many applications for example; augmented reality, computer animation, human 

motion analysis, and image guided-surgery. There are various methods to detect 

objects such as color-based, shape-based, feature-based method. 

1.2 Introduction to Dental Implants 

The Dental Implant is the knowledge of dentistry for replace of the lost 

teeth. By planting root replacement on the jawbones .The Dental Implant ease for fix 

the denture such as the removable denture and fixed partial denture. 
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1.2.1 The anatomy of implants 

The Dental Implant is consist of 3 important portion 

1.2.1.1 Fixture made of titanium, it similar a root of a tooth, it 

is implanting in the jawbones which intimately fixed. For this reason, it no have a 

symptom of inflame of tissue and no have an adverse effect to the health of patient. 

1.2.1.2 Abutment, to wait for 4-6 months after the dental 

implant on the jawbones for the implant connects to the jawbones. Then put of the 

abutment on the implant. 

1.2.1.3 Crown, is a part of the top of the gum ridge, it made of 

the porcelain which most similar the teeth. 

 
1.2.2 The method of the dental implant  

At first, the dentist will X-Ray the patient for assess the thick of soft tissue, 

it on the gum ridge .Then operate for implant the fixture into the bones and sew up a 

wound. After 7 days, cut the silk and for the implant connect to the jawbones, about 3-

6 months for the top teeth and 2-3 months for the bottom teeth. Second, the dentist will 

connect the abutment for used to support the crown and printing a mouth for send to 

lab for make a crown .The last, after that about 1-4 weeks, the dentist will wearing a 

crown which a porcelain crown. 

 In this thesis, the focus is on the optical tracking system that detects 

multiple markers. The system includes an imaging subsystem and markers. This 

imaging system employs stereoscopic vision which composes of two cameras that are 

highly sensitive in infrared region. One marker is attached at a fix location on the 

surgical instrument and another one is attached to the patient. The goal of the system is 

to accurately identify the 3-D position of the markers from two point-of-views that are 

simultaneously captured. Marker detection is based on infrared optical tracking, which 

can perfectly distinguish the markers and background in the surgical environment. 

1.3 Objectives 

 The main objective of this research is to find appropriate algorithms that 

are suitable for the implementation of surgical navigation applications. The mission is 
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to develop fast and accurate 3-D coordinate algorithm experimental platform that 

allows the measurement of position and orientation errors. An extensive error study 

and analysis will be conducted to ensure the robustness of the system functionality and 

accuracy.  

1.4 Scope of work 

 The infrared optical tracking by simulated stereoscopic cameras will be 

setup as a prototype. The camera system will be placed with fixed distance. The 

markers in scene are no shade. Our tracking system will be able to track specific 

markers and identify their 3-D positions and orientations.  These pose estimations can 

be correlated to the position of the defined tool. 

1.5 Expected results 

 The expected results include  

1.5.1   Statistical analysis of : 

a. Effectiveness defined by precision and accuracy, 

b. Efficiency defined by computation time 
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CHAPTER II 

LITERATURE REVIEW 

 

 

2.1 Introduction 

Every image acquired by a camera is distorted. The distortion is caused by 

the lenses, improper manufacturing and positioning of the camera sensor and even by 

temperature and vibration [Nal93]. Figure 1.1 depicts forming of an image of a scene. 

The scene is observed by a camera. Due to a lower cost, an analogue camera is 

typically used which required a frame grabber to convert an analogue signal into an 

appropriate digital form. The line jitter distortion caused by different sampling 

frequencies in the camera and the frame grabber is introduced during the conversion. 

After the digitalization, the image is ready to be displayed and visualized by a 

computer. 
 

 
 

Figure 2.1  A scheme of an image forming 

 

A mapping of a 3D scene into a 2Dimage, called perspective projection, 

can also be considered as a distortion because it does not preserve angles and 

distances. The perspective projection of a square is a general quadrangle as 

demonstrated in Figure 2.2 
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All the mentioned distortions are linear because they can be expressed by a 

linear (matrix) algebra. But there exist nonlinear distortions too. The first of them, 

radial distortion, displaces points in the image plane inwards to or 

 

 
 

Figure 2.2  Perspective projection of a square 

 

Outwards from its optical center. The displacement is a function of a 

distance from the center and it is circular symmetric. If the points are shifted towards 

the center, the distortion is called barrel, otherwise pincushion. These names were 

chosen after the shapes to which a square is transformed by influence of this 

distortion, see Figure 2.3 

 
 

Figure 2.3  Radial distortion: a) barrel, b) pincushion 

 

Another group of nonlinear distortions, called lens distortions, generally 

have two components, radial and tangential, as depicted in Figure 2.4 The most 

significant lens distortion, called decentring, is due to the fact that the optical centers 

of lens elements in composed lenses are not strictly collinear. Another one, thin prism 

distortion, arises from imperfect camera assembly. 
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Besides these geometrical distortions there exist so called radiometrical 

distortions which characterize various luminous degradations during the acquisition of 

images. An overview of all the distortions caused by a real camera is given in Figure 2.5 

To acquire information from an image of a scene such as shapes of objects, 

distances between them, color characteristics of the scene and so on, the camera has to 

be calibrated. A camera calibration[9]  is a process of acquiring knowledge about the 

relation between an image of a scene taken by the camera and the scene itself, usually 

including the position of the camera in the scene and its internal characteristics. 

 
Figure 2.4  Radial (dr) and tangential (dt) components of non-linear lens distortions [25] 

  

 
 

Figure 2.5  An overview of distortion caused by a real camera 
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The calibration consists of two stages: geometrical and radiometrical. The 

radiometrical calibration[12],[3] is performed to acquired the information on how the 

camera distorts the luminous characteristics of the scene such as color, luminance, 

brightness etc. The geometrical calibration leads to knowledge of rotation and position 

of the camera (commonly called the extrinsic camera parameters) and its internal 

characteristics (intrinsic camera parameters) such as a focal length, position of the 

principal point, difference in scale of the image axes and so on. 

 

 
 

Figure 2.6  Projection of a scene into an image 

 

Figure 2.6 demonstrates the projection of a scene into an image. Pi 

represents points in a scene and qi are the corresponding points in the image plane. 

The coordinate system of the camera (x1, y1, z1) is chosen in such a way that the z1 

axis is perpendicular to the image plane I. The scene coordinate system (x, y, z) can be 

set freely. All light rays from a scene intersect in one point, called and optical center or 

center of perspective O. The line o going through the optical center O and 

perpendicular to the image plane I is called an optical axis. The intersection between 

the axis o and the image plane I is called a principal point c. Note that this point does 

not have to be in the center of the CCD array. 
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The geometrical distortions significantly change positions of points in the 

image of a scene acquired by a camera. Therefore it is important to compensate such 

displacements. The next chapter is focused on how this is accomplished. 

2.2 Geometrical Calibration of a Camera  

As noted before, the calibration process consists of radiometrical and 

geometrical stages.  The radiometrical camera calibration is typically neglected in 

standard computer vision methods, although it plays a very important role in special 

application such as astronomy imaging, photometry, color processing and so on.  On 

the other hand, the geometrical calibration has to be performed for most of the vision 

tasks. 

During the geometrical camera calibration, an image of some special scene 

is acquired.  The scene contains so called calibration objects or targets, whose shapes 

and dimensions are a priori known.  On these objects, there are visually detectable 

features whose coordinates are used for the calibration.  It should be noted that there 

also exist so called self-calibration methods which do not require explicitly known 

calibration objects[28],[23].  Nevertheless, the known calibration target is assumed in 

this work. 

In this Chapter, calibration objects and various types of control points are 

discussed first.  Then, existing camera models are presented and compared. 

2.3 Calibration Objects 

For the camera calibration, a set of scene-image coordinate pairs has to be 

provided.  The scene coordinates are measured directly on the calibration targets, the 

corresponding image coordinates has to be detected in the image.  In order to allow 

such a detection, the targets are equipped with visually significant features painted on 

them.  These features, such as intersections of Lines, centers of gravity of circles, 

corners of squares and so on are then treated as control (reference) points. After 

detecting the points in the image and establishing the relation between their scene and 

image coordinates (called matching) the camera is ready to be calibrated. 
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The calibration objects can be three dimensional, virtual 3D (simulated by 

multiple views of a 2D target) or two dimensional (also called coplanar) as depicted in 

Figure 2.7 The 3D calibration objects are difficult to manufacture, also the 

measurement of the coordinates of the control points in 3D space is complicated. On 

the other hand, such objects allow a precise calibration. In addition, most of the 

calibration methods require the 3D calibration objects in order to estimate the 

complete set of the camera parameters. 

There is a possibility to simulate a 3D calibration object by multiple views 

of a 2D calibration target. The 2D plane can be moved freely between the particular 

image acquisitions[11] or the movement can be constrained. An usual constraint is that 

the plane is moved only along one direction.  The main disadvantage of this approach 

is that the plane has to be moved precisely on a specified path and it should not be 

rotated or shifted during the movements. This demand can be ensured by manipulating 

the plane by a robot or with a help of special equipments (such as precisely made 

holders), Both not so commonly available yet. 

If a coplanar calibration object is used, the full set of camera parameters 

cannot be acquired without some a priori knowledge[16]. For example if the focal 

length is not known, then the distance of the camera from the calibration object cannot 

be determined. In addition, when choosing initial estimates of the parameters, errors 

are introduced into the calibration process leading to inaccurate calibration results. 

 

 
 

Figure 2.7  Types of calibration objects 
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2.4 Control Points 

The control points are typically represented by visually detectable features 

painted on the surface of the calibration object. The points can be expressed for 

example as centers of gravity, intersection of lines, corners of squares or by a 

checkerboard as depicted in Figure 2.8 

 

 
 

Figure 2.8 Variants of control points: centers of gravity of circles (a) and squares    

(b), intersections of lines in rectangular (c) and triangular (d) meshes, 

corners of squares (e) and checkerboard (f). The points are marked as dots 

 

Positions of the control points in the acquired images can be detected 

manually or by some of the auto-detection algorithms such as[5],[6]or[20]. The 

automatic detection methods typically require black-and-white images. Because the 

camera provides gray scale or color images, these images have to be converted first. 

The conversion, called thresholding is very sensitive to the correct setting of the 

threshold value. Improper thresholding makes the determination of correct positions of 

control points in the threshold image difficult. 

For example, the line crossings method fails when the thresholded lines are  

too thin so they can be corrupted by noise or their parts can be invisible as depicted in 

Figure 2.9(a).  On the other hand, when the lines are too thick and span over several 

pixels as demonstrated in Figure 2.9(b), their intersection cannot be properly 

determined 
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Figure 2.9 Improper thresholding of lines: (a) underthresholding causes corruptedand non-

continuous lines. (b) overthresholding leads to lines spanning multiple pixels 

 

 A similar thresholding problem also applies to corners of squares. If the  

squares touch each other in the calibration grid (like in a checkerboard) then their thresholded 

images can overlap or can be separated as depicted in Figure 2.10(a).  In such situations, the 

corners cannot be detected directly. If the squares do not form a checkerboard, their images 

after improper thresholding can have different sizes as demonstrated in Figure 2.10(b). The 

corners of such squares are the detected in wrong positions. 

 

 
 

Figure 2.10  Improper thresholding of a checkerboard (a) and separated squares (b) 

 

 A detection of centers of gravity of circular or square targets is not so 

sensitive to the thresholding errors but it introduces another problem. A perspective 

projection of a square is a general quadrangle and a circle is projected to an ellipse. In 

both cases, the center of gravity of the original object is not the same as the center of 

gravity of its perspective projection. Figure 2.11(a) depicts this situation for a square, 

Figure 2.12(b) for a circle. A method to solve this problem was introduced in [10]. 
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Figure 2.11 Differences between centers of gravity of an object (+) and its perspective 

projection (x): a) square, b) circle 

 

 The proper choice of the calibration target depends on the size of the 

calibration object, focal length of a camera, distance between the object and the 

camera, light conditions in the scene and many other factors. An overview of various 

calibration targets with their properties is summarized in Table 2.1 
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2.5 Models of a Camera 

During the calibration, a real camera is simulated by a theoretical model  

which describes how a scene is transformed into an image? There are various models 

of a camera with different capability to cover the camera characteristics. Many of them 

are based on physical camera parameters but there also exist models representing only 

a projection of the scene points into the image. The former are called explicit, the 

latter implicit camera models. 

An example of an explicit camera model is so called DLT model[1] which 

provides the position of a camera in a scene, its focal length, principal? point and 

linear distortion coefficients. The extended DLT model[17] also simulates nonlinear 

lens distortions. On the other hand, the implicit camera models such as two-plane 

method[27] do not provide any physical camera parameters at all. An overview of 

camera models is presented in Figure 2.12 

 

 
 

Figure 2.12  An overview of camera models 

 

2.5.1 Pinhole Model 

So called pinhole [8] is a model of an ideal camera. The pinhole model is 

very simple, in fact it represents only rotation and translation (together called rigid 

body transformation) of the camera followed by a perspective projection. Another 

distortion (such as shift of the image origin or lens distortions) are not taken into an 
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account. Nevertheless, the pinhole gives a good approximation of a real camera and 

therefore it is used as a base for other calibration methods. 

The model can be formally described as 

  (2.1) 

 

where, written in homogeneous coordinates,  are scene 

coordinates of the i-th point and are the appropriate 

coordinates in the image plane.  The matrices F, M, T : 

 

                                                                (2.2) 

                                                      (2.3) 

                                                          (2.4)      

 
 Represent focal length, rotation and translation of the camera, respectively.  

The relations between the focal length f and the matrix F and the translation 

 and the matrix T are straightforward.  On the other hand, the expression 

of the rotation in the matrix M is more complicated.  The matrix is orthonormal and its 

columns express coordinates of the axes of the rotated coordinate system, but it has 

nine parameters and only three degrees of freedom. 

 A general rotation is typically expressed by Euler angles as three 

sequential elementary rotations  and  along the axes of the Cartesian 

coordinate system. Euler angles have an unwanted singularity when      

  This could be acceptable when the orientation of the camera 

is restricted in some directions.  An alternative is to use quaternions (also called Euler 

parameters), which are four parameter singularity free representation of rotation.  The 



Dareena  Darachai     Literature Review / 18 

quaternions have a descriptive geometrical meaning: if the axis of rotation is the unit 

vector and the angle of rotation along this axis is , the rotation is 

represented by the quaternion 

                              g  =       (2.5) 

 
2.5.2 Direct Linear Transform (DLT) Model 

 So called direct linear transform (DLT)[1] is an extension of the pinhole 

model.  In addition to the pinhole, DLT models lace of orthogonality between image 

axes, shift of the image origin and difference in scale of images axes.  It can be 

formally described as 

                                                                   (2.6) 

where the DLT matrix A of the size  is composed from primitive matrices V, B, 

F, M, T as follows: 

                                                   A =    .                                   (2.7) 

The factor   express an overall scaling,  the matrices F, M and T represent focal 

length,  rotation and translation as in the pinhole model (Eq. 2.2, Eq. 2.3, Eq. 2.4), the 

matrix V, 

                                                  V =              (2.8) 

represents the shift of the image origin and the matrix B, 

                                         B  =                (2.9) 

Compensates the difference in scale and lack of orthogonality between image axes.  

Note that the matrix V is clearly invertible and the matrix B is invertible when 

 The values of  and  are commonly in the order of to 

. 
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2.5.3 Coplanar DLT Model 

 When all object points are coplanar, that means they lie in one plane, the 

coplanar DLT model can be used.  If the world coordinate system is chosen to satisfy 

= 0 for all points, the third column of the DLT matrix A can be ignored, yielding 

the transformation (Eq. 2.6) in the form 

                                                       ,                                               (2.10)         

where the coplanar DLT (CDLT) matrix   of the size  is defined by Eq. 

2.7, except that the translation matrix T has to be expressed as  

 

                                               T  =                                         (2.11) 

  
 2.5.4  Extended DLT Models 

 In his dissertation[17],  T.  Melen introduced an extension to the DLT 

model where the nonlinear compensation term  models both radial and decentring 

distortion using five more parameters.  The detected image coordinates are corrected 

by this term after the standard DLT model is estimated.  An iterative approach to 

determine the term  is proposed in the paper.  J.  Heikkilä and O.  Silven[11] use the 

DLT model as the initial guess for a nonlinear minimization of the following error 

function: 

                                  ,      (2.12) 

where  is the number of control points,  are the corresponding coordinates 

predicted by the model.   

 A similar approach is also applied in [15].An optimization is used to 

minimize the error function Eq. 2.12 with a help of multiple views of the same scene 

containing a 3D calibration object. 
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2.5.5 Traditional Photogrammetry Model 

 In photogrammetry, the extended pinhole model[21] is used to achieve 

high precision results. The correction of the shift of the image origin and the 

compensation term  =  are added to the original pinhole model.  The term  

models both linear and nonlinear distortion, giving the transformation in the form: 

                                                ,          (2.13) 

where  is the center of the image plane,  is a perspective projection of 

an object point  and  is an appropriate point in the image plane. The accurate 

results are achieved at the cost of long computational time and precise calibration objects. 

 

 2.5.6 Simplified Traditional Models 

 Regarding the different tasks and available equipments, R.Tsai[24],[14]  

proposed a simplified traditional camera model suitable for computer vision 

applications. Only the radial distortion, shift of the image origin and differences in 

scale of the image axes are compensated by so called radial alignment constant. This 

camera model became very popular when its implementation in C was published 

freely on the Internet[26]. More precise model, which also covers the decanting and 

thin prism distortions, was introduced by J.Weng[25]. 

  

 2.5.7 Two-plane Camera Models 

All above methods try to estimate the physical camera parameters, but 

there are situations when only the knowledge on how the camera transforms a scene 

into an image is needed. This does not necessary require that the physical camera 

parameters to be estimated at all. 

Two-plane camera models define a light ray by its intersections with two 

parallel planes in the object coordinate system. The appropriate mapping from the 

image plane to these planes is estimated by a special calibration procedure based on a 

dense grid of control points which should cover the largest possible area of the image 

plane to achieve reliable results. The mapping is typically described as a combination 
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of power terms. More than two planes and B-spline patches can also be used [4]. In 

addition, he parallel planes can be simulated by a static camera equipped with zoom 

lenses as proposed in [7]. 

 

2.5.8 Comparison of Camera Models 

The choice of an appropriate camera model depends mainly on the type of 

application. In the field of a computer vision, the use of CCD cameras instead of 

precise photogram metric equipments allows the simplified traditional or extended 

DLT models to be suitable for most cases. An important criterion is also the numerical 

stability of the particular model. When a nonlinear search is introduced during the 

calibration, there is a possibility that the optimization routine can stick in a local 

extremal point or it does not converge at all. A direct computation of the camera 

parameters parameters based on a linear model (the pinhole, standard or coplanar DLT) 

can serve as a good initial guess. A comparison of the camera calibration models 

presented in previous sections is given in Table 2.2 
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Table 2.2  Comparison of the camera calibration models 

 

Camera model Number of 

parameters 

Advantages Disadvantages 

Pinhole 7 linear, simple, stable 
does not model a 

real camera 

DLT 

(Direct Linear 

Transform) 

12 

linear, stable, needs only 6 

points to compute 

parameters 

does not model 

non-linear 

distortions, needs 

3D calibration 

object 

CDLT 

(Coplanar DLT) 
11 

linear, stable, needs only 6 

points to compute 

parameters, uses 2D 

calibration object 

does not model 

non-linear 

distortions, needs 

an initial guess of 

some of the 

parameters 

Extended DLT 14-18 models lens distortions 
iterations or non-

linear search 

Traditional 

(Photogrammetry) 
14+ accurate results 

non-linear search, 

computationally 

expensive, needs 

precise 

calibration object 

Simplification of 

traditional model 

(Tsai) 

11-16 

good results, source code 

of the method  is freely 

available 

non-linear search, 

depends on the 

data precision 
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Table 2.2  Comparison of the camera calibration models (cont.) 

 

Camera 

model 

Number of 

parameters 

Advantages Disadvantages 

Two-plane 
no physical 

parameters 

possibility to use coplanar 

target, back projection can 

be computed 

does not necessary 

model a real 

camera, accuracy 

strongly depends 

on the area of the 

image plane 

covered by the 

control points 

 

2.6 Camera Calibration with a Virtual 3D Calibration Object 

 A new camera calibration method based on a virtual 3D calibration object 

is proposed.  First, the motivation is presented.  In the next Section, an overview of the 

proposed method is given. Then, particular steps of the method and its iterative 

refinement are described in more details.  Finally, the proposed iterative approach is 

summarized and compared with other calibration methods. 

  

 2.6.1 Motivation 

 Various calibration approaches and camera models were characterized in 

the previous Chapter.  In practice, the choice of a suitable calibration method depends 

mainly on the required precision of the calibration and on available resources.  For the 

best results, the traditional photogrammetry methods have to be used.  But these 

methods assume very fine manufactured and measured calibration objects.  Which are 

not widely available yet. 

 As it was already motes, a 3D calibration object is required to achieve 

precise and reliable results.  When a coplanar object is used, the accuracy of the 

calibration depends on the initial guess of some of the camera parameters.  If a 3D 

object is simulated by a multiple views of a 2D plane, it is important whether the plane 
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can be moved freely or the movement is constrained, The latter approach requires 

special and usually expensive equipments such as a robot. 

 From the mentioned facts it follows that the most effective approach is to 

exploit a virtual 3D calibration object simulated by unconstrained movements of a 

coplanar target.  Current calibration methods based on this principle either include a 

nonlinear search over large number of parameters[11] or do not provide the physical 

camera parameters at all[27]. To overcome this deficiency, the proposed method is 

based on a geometrical construction of the object. 

 

 2.6.2 Overview of the Proposed Calibration Method 

 The proposed method uses multiple views of a 2D calibration target (80 

called calibration plate) to simulate a 3D object, which is needed for precise and 

reliable calibration results. The calibration plate can be moved freely between the 

image acquisitions. An important assumption of the method is that the intrinsic 

parameters of the camera are constant for all views. This constraint allows the 

simulation of the 3D object to be based on relative positions of the plate between 

particular acquisitions. 

 The method consists of the following four steps (see Figure 2.13): 

2.6.2.1 An initial estimation of the intrinsic parameters of a 

camera.  

2.6.2.2 An estimation of the extrinsic camera parameters for 

each view.  

2.6.2.3 A construction of a virtual 3D calibration object from 

multiple 2D planes. 

2.6.2.4  A complete camera calibration based on the virtual 3D 

object.  

 Due to the use of a coplanar calibration target, an initial guess of the 

intrinsic camera parameters is needed.  These parameters are supplied by the user in 

the first step of the proposed method. 
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 In the second step, the extrinsic camera parameters are estimated for each 

view with respect to the provided intrinsic parameters. Any explicit coplanar camera 

calibration method can be applied here. 

 In the third step, the virtual 3D calibration object is constructed. The 

construction exploits the knowledge on the camera positions for all views provided by 

the previous step. 
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Figure 2.13  A scheme of the proposed calibration method 
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 The pairs of scene and image coordinates of the control points of the 

simulated calibration object are finally passed to the fourth step of the proposed 

method, in which a complete set of the camera parameters is estimated.  Any explicit 

3D based camera calibration method can be used for this purpose. 

 As a result of the calibration, both intrinsic and extrinsic camera 

parameters are provided.  Regarding the face that the proposed calibration method 

needs an initial guess of the internal characteristics of the camera, its accuracy can be 

improved as follows:  The obtained intrinsic parameters are put back to the second 

step of the method and a new set of the camera parameters is estimated.  If the new 

estimate of the intrinsic camera parameters differ from the previous one, the whole 

computation is iterated. The iterations finish when some convergence check is fulfilled. 

2.7 Step 1 – Initial Estimate of the Intrinsic Camera Parameters 

 With respect to the coplanar calibration target  an initial guess of the 

intrinsic camera parameters has to be is provided for the calibration.  The proposed 

method requires a priori knowledge on the following parameters: 

• Focal length ƒ 

• Coordinates of the principal point   

• Linear distortion coefficients  and  

 The appropriate values can be obtained from a data sheet of the camera.  If 

the parameters are not available, rough estimates (such as nominal focal length,  center 

of the image and no linear distortions) should suffice.  These parameters are iteratively 

refined during the calibration process. 

2.8 Step 2 – Estimation of the Extrinsic Camera Parameters for Each View 

 In case of a coplanar calibration target, the estimation of the camera 

parameters is possible only under the knowledge of a subset of its parameters.  When 

the intrinsic camera parameters are known, the appropriate position of the camera can 

be computed from the model.  The intrinsic parameters are constant for all views 

which ensures the consistency of the estimates.  The computation of this step depends 

on particular model of the camera, the coplanar DLT was chosen here.  The 
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parameters are computed directly from the model, then their values are refined in an 

optimization routine. 

 

 2.8.1 Direct Computation of the Extrinsic Parameters 

 The CDLT matrix  A (Eq. 2.7) is the result of the camera calibration with 

coplanar target based on the CDLT model.  This matrix represents the camera and the 

extrinsic parameters can be extracted from it under the knowledge of the intrinsic 

characteristic of the camera.  The matrix A can be written as: 

 

                                           A =                                                   (2.14) 
  

where the matrices F (Eq. 2.2),  B (Eq. 2.9) and V (Eq.2.8) represent the known 

intrinsic camera parameters ƒ,  and respectively.  The rotation matrix M 

(eq.2.3), the translation matrix T (Eq.2.11) and the scaling factor  are unknown.  

They have to be extracted from the matrix A in order to compute their values.  The 

matrix  A can be premultiplied with matrices F, B and F,  the result is the matrix Q: 

    
                                                                                                        (2.15) 

From Eq. 2.14 follows that: 

  

                                                         (2.16) 

This means that the matrix Q represents the unknown position of the camera and the 

scaling factor  . 

The extraction of the rotation matrix M is based on the orthogonality constraint on its 

columns.   

Eq. 2.16 can be written in a vector form as: 

                                              (2.17)                       

Yielding that the first two columns of the matrix M can be estimated directly from the 

following equations: 



Fac. of Grad. Studies, Mahidol Univ.  M.Sc. (Technology of Information System Management) / 29 

                                                                                  (2.18) 

 

                                                                                                             (2.19) 

The scale factor  should be the same in both equations but this is not true in real 

situations.  Regarding that,   is approximated by the value: 

                                                                               (2.20) 

Where the operator  denotes the vector size of a particular vector.  After the 

scaling factor  is known, the first two columns of the rotation matrix M are 

approximated by the vectors: 

 (2.21)                        

 (2.22) 

 

Being the part of the rotation matrix, these two vectors have to be orthonormal.  With 

respect to the fact that only approximate values of the internal camera parameters and 

the scaling factor  are provided, this constraint does not have to be fulfilled.  Thus,  

the vectors are normalized first,  yielding: 

 

                               (2.23) 

 
                               (2.24) 
 

 
 Then, the orthognalization is based on the following idea (see Figure 

2.14):  The vectors determine a plane.  To become orthogonal, the vectors have to be 

rotated in this plane.  This operation is accomplished by transforming them into the 2D 

coordinate system, orthogonalizing (see Figure 2.14) and transforming the 

orthogonalized vectors back into the 3D space.  The transformation to the 2D plane is 

performed by a rotation matrix G.  The matrix G is created from a quaternion g: 
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            g = .      (2.25) 

 

where  = arccos  is the angle of rotation along the axis 

. The vector  is the cross vector product of            

and   .  The operator  denotes the scalar product of 

vectors.  The matrix G is : 

                           (2.26) 

Transforming vectors  and  by the matrix G give the desired coordinates 

of these vectors in the 2D coordinates system: 

                                                                 (2.27) 

                                                                   (2.28) 

Now the vectors are made orthogonal as demonstrated in Figure 3.2.  The angle  

between the vectors 

                                                        (2.29)                       

Is changed to 
2
π  by rotating both vectors in the opposite directions by the angle 

2
β : 

                                                                                                    (2.30) 

 

 
Figure 2.14 Orthogonalization of two vectors in a plane:  1t  and  2t  are the original 

vectors, 1o  and 2o the orthogonalized ones 
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The orthogonal vectors 1o  and 2o  are then transformed back to the original plane by 

the inverse matrix 1−G : 

                                                                                               (2.31)                        

                                                                                                         (2.32) 

With respect to orthogonality property of the matrix M, its third column 3m  is 

computed as the vector product of 2m  and 3m  : 

                                                .                                      (2.33) 

Note that the final matrix M, 

                                                   (2.34) 

Is a proper matrix of rotation. 

After the rotation matrix M is estimated, the translation matrix T is computed directly 

from Eq. 2.17: 

                                                                                               (2.35) 

Yielding the vector t as: 

                                                                                                (2.36) 

The translation matrix T is then constructed as: 

 

                                                                                            (2.37) 

 The results of the decomposition of the CDLT matrix A under the 

knowledge of the intrinsic camera parameters are the appropriate rotation matrix M 

and the translation matrix T, which represent the extrinsic camera parameters.  In fact, 

these matrices encode the relative position of the camera in the particular view. 
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 2.8.2 Finding the Optimal Extrinsic Parameters 

 The direct computation of the extrinsic camera parameters gives only 

rough estimate of rotation and translation, mainly because only approximations of the 

intrinsic parameters were used in Eq. 2.15 The optimal values of the extrinsic 

parameters have to be found so that the difference between the coordinates of the 

control points detected in the image and the coordinates predicted by the model is 

minimal.  The approximated rotation and translation can be used as the initial guess 

for the standard least square minimization of the error function: 

                                                                                    (2.38) 

where  is number of control points in the particular view,  are the 

detected coordinates of the points and  are their coordinates predicted by the model: 

                                                                                              (2.39) 

Where the matrix A is composed as (See Eq. 2.7): 

                                                                               (2.40) 

The matrices F, B and V represent the known intrinsic parameters, the rotation matrix 

M is defined by three parameters and the translation matrix T is determined by 

parameters  (Eq. 2.11). 

The easiest way is to minimize the value of the error function Eq. 2.38 over the full set 

of unknowns (three for rotation  and three for translation ) in : 

                                                                             (2.41) 

But such a large number of unknowns may cause the optimization routine to fail.  It 

would be better, if the dimension of the searching space was reduced. 
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 2.8.3 Reduction of the Dimension of the Searching Space 

 The number of unknowns of a minimized function (the dimension of the 

searching space) can influence the speed and stability of the optimization routine.  

Therefore it is better to find a smallest possible number of parameters of the 

minimized function. 

 When reducing the dimension of searching space, some of the unknowns 

have to be made dependent of the rest of them.  The question is whether to reduce the 

number of parameters expressing the rotation or the translation.  There are constraints 

on the matrix of rotation, which are used in the decomposition of the CDLT matrix. 

On the other hand, the translation matrix is computed directly at the end of 

decomposition, thus it is a better candidate for the reduction of the number of 

parameters.  

The basic idea is that, under the knowledge of the coordinates pairs of control points 

and their images, the  and  parameters of the translation can be expressed by the 

appropriate  parameter.  From the equation of perspective projection: 

                                                              (2.42) 

where ( ) is a point in an image, ( ) is its source point in a scene and ƒ 

represents the focal length,  it can be noticed the coordinates of image points are 

function of  coordinate of their sources.  When  and ( ) are known,  

the equation can be reformulated.  Then, for a given rotation only one unknown, , to 

determine the translation is needed, thus reducing the dimension of the searching 

space to  (compare with Eq. 2.41): 

                                                           (2.43) 

The unknown translation has to be expressed by the matrix A and the coordinate pairs 

of control points. 

Denoting  and with respect to Eq. 2.40, the matrix S can be computed as: 



Dareena  Darachai     Literature Review / 34 

                                                                (2.44)                        

The matrix S represents all transformations covered by the CDLT model, except 

translation. Translating the coordinates of control points  with the unknown 

translation T and then transforming the resulting points with matrix S is equal to 

transforming the control points with the matrix A: 

                                            (2.45) 

The result are the image coordinates of control points.  Let , where: 

                                                                                  (2.46) 

Be the coordinates of the control points translated by the unknown translation and 

 are coordinates of images of control points. Then the unknown 

translation can be expressed by  reformulating Eq. 2.42 and computing the average 

value to minimize the error as: 

                                             (2.47) 

                                                                 (2.48) 

where  is the number of control points and  is the j-th scene point.  As 

a result of this step, the optimal translation and rotation respective to the specified 

values of the intrinsic parameters are estimated. 

2.9  Step 3 – Construction of a Virtual 3D Calibration Object 

 As it was already noted, a 3D calibration object is simulated by using 

multiple of the same coplanar target.  All views of the target are acquired by one 

camera in different positions, thus the internal camera parameters are assumed to be 

constant.  One of the views is chosen as a reference view, let it be the first one. 

 The virtual 3D object consists of N planes, where N is the number of 

views.  The planes are transformed so that the image coordinates of the control points 
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observed by the camera in the reference position are the same as the image coordinates 

of the same points acquired by the camera in the position as . 

 Because the positions of the camera are estimated in the previous step for 

all views, the transformation of the planes can be derived from them.  A relationship 

between two positions of the camera  has to be found to express the transformation 

of the 2D plane .  The construction of the virtual 3D object can then be formally 

specified as: 

                                                           (2.49) 

where  are the scene coordinates of control points respective to the i-th vies,  are 

the appropriate images,  is the matrix representing the camera in the reference 

position.  Note that  and  are the identity matrices. 

 

 
Figure 2.15  Using more views of 2D plane (a) to simulate a 3D object (b) 

 

The relation between two positions of the camera can be expressed as: 

                                                                                                   (2.50) 

where  stands for translation and  for rotation.  The relation is described as 

follows:  First, the camera has to be moved back to the center of coordinates of the 

scene.  This is done by inverse translation.  Then it has to be rotated back to the initial 

orientation.  This is done by inverse rotation.  Then the camera is moved to the the 

second position by rotating and translating: 

                                                  (2.51) 
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where  and  are the translation and the rotation parts of the first position of the 

camera and  and  are the translation and the rotation parts of the second position 

of the camera.  Homogeneous coordinate have to be used here, yielding the translation 

and rotation matrices in the 4 x 4  form instead of 3 x 3. 

 When constructing the virtual 3D object it is the 2D plane which is moved,  

not the camera (see Figure 3.3). The unknown position of the 2D plane in the scene 

coordinate system is acquired by reformulating the above expression of the 

relationship between the position of the camera.  Utilizing homogeneous coordinates,  

the transformation of the 2D plane is expressed as: 

                                                                          (2.52) 

where  and  are the translation and the rotation parts of the first position of the 

camera and  and  are the translation and the rotation parts of the position of the 

camera respective to the i-th view.  It can be noticed, that .  

 Now the image coordinates off the control points acquired by the camera 

in the position respective to the i-th view are considered as observed by the camera in 

the reference position. Their appropriate scene coordinates can be found by 

transforming the original scene coordinates with the matrix  : 

                                                           (2.53) 

where  are the original scene coordinates and  are the transformed scene 

coordinates. 

 After the matrices  are found, the virtual 3D object V is constructed.  

The object V consists of control points.  Let  be all the coordinates of control points 

respective to the  i-th view.  Then the virtual 3D object V can be formally specified as: 

                                .                                              (2.54) 
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The appropriate images Q of the control points forming the virtual 3D object V are 

given as: 

                                                                        (2.55) 

where  are the coordinates of images of control points respective to the i-th view.  

Now there is a virtual 3D object which can be used for a complete 3D based camera 

calibration. 

 

2.10  Step 4 – Calibration with the Virtual 3D Calibration Object 

 The virtual 3D calibration object created in the previous step is represented 

by control points V.  The appropriate images of these points Q are also part of the 

output of the previous step.  These coordinate pairs can be passed to any explicit 

camera calibration method based on a 3D calibration object.  It this case, the DLT was 

chosen. 

 The DLT matrix A can be estimated using the method proposed in [17].  

Then a complete set of camera parameters is obtained by decomposition of the DLT 

matrix as proposed in [17]. Thus the parameters representing the rotation, the 

translation, the focal length, principal points and linear distortion coefficients are 

obtained. 

 

2.11  Iterative Refinement of the Camera Parameters 

 Provided by the complete set of the camera parameters from the previous 

step and with respect to the need of an initial guess, iterations are used to refine the 

values of the camera parameters.  The intrinsic parameters obtained from the previous 

step are passed to the second step of the method. 

 At the end of each iteration, the calibration error expressing the difference 

between the coordinates of control points predicted by the camera model and their 

positions detected in the image is computer as: 

                                                              (2.56) 
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where  are the detected points,  are the points predicted by the model (see Eq. 

2.39) and m is the total number of control points in all views.  If the condition of 

convergence is satisfied, the method is finished, else the next iteration is started.  A 

typical conditions are for example the improvement of the camera parameters, the 

value of the calibration error or the maximum number of iterations. 

 

2.12  Practical Realization 

 The proposed method is independent on camera calibration models used in 

the particular steps, any explicit model can be sued,  In our case,  the DLT model and 

its coplanar variant were chosen.  They were selected because of their simplicity and 

ease of implementation. 

 As an input, the method requires the coordinate pairs of control points 

consisting of the position in the scene and in the image plane.  The initial guess of the 

focal length, principal point and linear distortion coefficients has to be supplied by the 

user.  Such values can be acquired from the data sheet of a camera.  Note that the 

method requires the focal length to be specified in pixels. When the conversion 

between the millimeters and pixels cannot be determined, a good initial guess in to 

multiply the focal length in millimeters by 100.  The center of the CCD array is a good 

approximation of the unknown principal point and 0 is usually set as a value of the 

linear distortion coefficients.  The conditions under which the iterative process stops 

have also be specified by the user.  This includes the maximum number of iterations 

and desired precision level. 

 The proposed method is implemented in a System for Numerical 

Computation and Visualization[22] . Some of the subroutines were kindly provided by 

Radim Halif (estimation of DLT and CDLT matrices linear algebra and more), other 

were written by the author (main method, construction of virtual 3D object,  

decomposition of CDLT matrix,  utility functions). 

 MATLAB was chosen because it is widely used software in scientific 

community and because off the efficiency of coding.   The MATLAB has a high level 

language with many useful build-in functions.  For example the method of R.Tsai[26] 

implemented in C has 5886 lines of code plus the optimization routine consisting of 
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3753 lines of code.  The proposed method has 1624 lines of code including the utility 

functions. 

 The minimization of the error function defined in Eq. 2.38 requires some 

optimization routine to be used.  In our case, SolvOpt[13],  a freeware nonlinear 

optimization toolbox for the MATLAB,  was chosen.  The commercial optimization 

toolbox  was not available for us,  although the routines included in it can provide 

better and faster convergence. 

 

2.13  Markers 

 The infrared optical tracking system can use either active or passive 

tracked objects. Active optical tracking is the use of light-emitting diodes such as 

infrared-emitting diodes (IREDs) as markers or tracked objects. (See 2.16(a) Passive 

optical tracking can be retroreflective materials in forms of bead, paint, or tape 

attached to markers. (See 2.16(b) The wavelength used for active or retroreflective 

marker is normally 880 nm. There are some differences for using passive or active 

markers. Choosing markers depends on applications and constraints of each system. 

Passive marker presents several advantages for example, it is simple to use, it is 

convenient to locate on a patient, and it requires no power. On the other hand, passive 

marker may have the precision problem due to the partial occlusion and small 

distortion from infrared reflection, which lead to miscalculation of marker centroid. 

Alternatively, an active marker works even though there is an obstruction at the line of 

sight between marker and cameras and it can be controlled on-off state to help in 

tracking algorithm. However, the active marker still requires power cable.  
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                             (1)                         (2) 

 

Figure 2.16  (a) Active markers, (b) Passive markers  

  

 Moreover, the tracked markers have some features needed to be 

considered such as the field of emission, size and shape of the marker, the inter-marker 

distance constraints and the occlusion problem. 

 Therefore, wireless IR-LEDs active markers are presented to solve the 

problem of the inconveniences and offered alternating control if there are more than 

one set of markers. To design the wireless active markers, there are some conditions 

needed to be considered as follows[45] : 

1. Markers should be small enough to attach to any medical tools. 

2. Wireless communication must have some error detection. 

3. Markers should be compatible to any personal computer and Microsoft 

Windows. 

4. Markers can communicate at least 10 meters and consume low power.  

 
 2.13.1 Wireless active marker system  

From the trends mentioned above, the power from battery is used to make 

the system small and low power consumption. We chose the small size PIC12F509 

Microcontroller from Microchip Technology Inc.[46] to control and communicate the 

module via wireless serial port (TLP-434 and RLP-434 from Laipac Technology 

Inc.)[47] at 434 MHz frequency. The wireless marker system consists of two parts: 

master transmitter and slave receiver or active marker.  
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 2.13.2 Transmitter  

 PIC12F509 Microcontroller communicates to personal computer via serial 

port (RS232) to control the On/Off of the markers. Furthermore, the microcontroller 

arranges the sending data for transmission through module TLP-434 by Amplitude 

Shifted Keying (ASK) Modulation. The additional data is added to the preamble or 

header, which are   the 20 bits of synchronization between the transmitter and receiver, 

1 byte of active marker address, 2 bytes of the On/Off data of IR-LEDs, and 1 byte of 

CRC checksum for error detection of all data. All data is encoded by Manchester 

Encoding. (See 2.17) 

 
Figure 2.17  Transmitter circuit 

 
 2.13.3 Receiver 

Data packet transmitted in the air is received by module RLP-434. This 

module transforms the ASK modulated data signal to digital signal for the 

microcontroller PIC12F509. The microcontroller will adjust itself to synchronize to 

the transmitted data by checking 20-bit preamble. When they are synchronized, the 

microcontroller will save the next 4 bytes to the internal memory for error checking. 

The first checking is to test whether the data in the first byte is the same as the 

identification number of the receiver or not. If they are different, all of this data packet 

will be ignored and the receiver will be reset. If they are alike, the microcontroller will 

check the correctness of data by CRC checksum in the last byte. If the data is wrong, 

the receiver will be reset. If the data is correct, the microcontroller will serially shift 

the data to the IC 74LS595, which translates the data to the On/Off state of the IR-

LEDs that connected to this IC. (See Figure 2.18) 
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Figure 2.18  Receiver circuit 

 

2.14   Image Processing and Implementations 

When the two cameras are connected to the computer, there must be some 

interfaces for manipulating the camera settings, acquiring images and image 

processing to determine the coordinates of markers in three-dimension. First, we use 

MATLAB® to test the feasibility of the system. After that, we choose Microsoft 

DirectShow and OpenCV library to implement the system for real-time application. 

  
 2.14.1 Image Processing Algorithms 

 2.14.1.1  Thresholding 

 Thresholding is a method to distinguish the interesting objects 

in an image from background by creating a binary partitioning of the image intensities. 

The procedure is accomplished by comparing the desired intensity value called 

threshold to intensities of all pixels. The pixels that have intensity value greater than 

the threshold are assigned to one class. Otherwise, they are assigned to another class.  

 The threshold value can be set manually or automatically to a percentage 

of the maximum intensity within the image. The simple thresholding can partition the 

image into only two classes. However, some drawbacks could occur. For example, 
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noise and intensity variation may be sensitive to the threshold segmentation, which 

can affect to the connectivity of desired component. 

 2.14.1.2 Connected Components Labeling 

 Connected components labeling scans an image and groups its 

pixels into components based on pixel connectivity[50]. All pixels in a connected 

component have the same intensity values and connect to each other through its 

neighbors. Each pixel in the same group is labeled with a gray level or a color (color 

labeling) that is assigned as shown in 0.  

 Connected components labeling can be used in both binary and grayscale 

image with different measures of connectivity such as 4-, or 8-connectivity. The 

algorithm scans through the image pixel-by-pixel to find the connected regions. For a 

binary image, it searches for connected pixels that have intensity value V = {1}. For a 

grayscale image, the same component may have the intensity in a range of values such 

as V= {51, 52, 53, ... , 77, 78, 79, 80}. For the following, the image is assumed as the 

binary image to ease the explanation. Connected component labeling scans across each 

row until finding the pixel P that has intensity value V={1}and examines the 

neighbors as follows: 

- If all neighbors have intensity values V= {0}, then create a new label to P. 

- If there is only one neighbor that has V= {1}, then assign the label of 

that neighbor to P. 

- If there are more than one neighbor that have V= {1} and have 

different labels, then assign one of the labels to P and make a note of 

equivalences. 

 

 When the image is all scanned, equivalent label pairs are sorted into 

equivalence classes and the labels are reassigned to unique labels. Then scan the image 

again and replace the labels with the distinctive labels from equivalence classes. 
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Figure 2.19  An example of connected component labeling 

 

 2.14.1.3 Finding centroids of markers  

 After the labeling is performed to locate the area of markers, 

centroids of markers are determined to represent the position of the marker. The 

calculation of centroids has the same formula as the computation of center of mass, 

which are  

                                                   
∑
∑=

m
mx

x                                 (2.57) 

 

                                  
∑
∑=

m
my

y                                (2.58) 

 

 where x  is a centroid position of a marker in x axis. 

  y  is a centroid position of a marker in y axis. 

  x  is a pixel position of marker area in x axis. 

  y  is a pixel position of marker area in y axis. 

  m  is the intensity value of marker area in each pixel. 
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2.15 Image Acquisition Toolbox and Image Processing Toolbox in 

MATLAB® 

 For the implementation of this project, we initially used MATLAB® to test 

the algorithms.  MATLAB® is a high-performance language for technical computing, 

which contains many toolboxes for computation, visualization, and programming. The 

major toolboxes, which are helpful to the project, are Image Acquisition Toolbox and 

Image processing Toolbox.  

 Image Acquisition Toolbox supports a variety of image acquisition 

operations as follows[51] : 

- Acquiring images from image acquisition devices such as frame 

grabbers, USB-based Webcams, and FireWire Cameras 

- Viewing a preview of the live video stream 

- Triggering acquisitions  

- Configuring callback functions that execute when certain events occur 

- Bringing the image data into the MATLAB® workspace 

 

 We employed this toolbox to capture frames from two cameras. The basic 

steps to accomplish the operation must be performed for the following: 

- Install and configure the image acquisition device.  

- Retrieve hardware information that uniquely identifies the image 

acquisition device to the Image Acquisition Toolbox. To get the 

information, ‘imaqhwinfo’ function is used, which will tell us about 

the adaptor name, device ID, and supported video format. 

- Create a video input object to establish the connection between 

MATLAB® and an image acquisition device. The ‘videoinput’ 

function is used with the retrieved information about adaptor name, 

device ID, and video format. The video input object can be used to 

control the image acquisition process. 

- Preview the video stream (Optional). After creating the video input 

object, one may want to see the preview output of the video stream for 

further adjustments i.e., the camera position, lights, focus, or other 
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image acquisition setup. The ‘preview’ function opens a window and 

displays the live video stream. 

- Configure image acquisition object properties (Optional). Some 

characteristics may be changed by using ‘get’ and ‘set’ function.   

Using properties of the object, some acquisition process can be 

controlled, such as the amount of video data to capture. 

- Acquire image data. There are some steps to process the capturing. 

First, start the video input object to prepare data by using ‘start’ 

function. Next, trigger the acquisition. Triggers depend on the 

TriggerType property that is previously configured. If the property is 

set to ‘immediate’, the object executes the trigger and acquires image 

immediately after the ‘start’ function is called.  After that, to bring 

data into the MATLAB® workspace, the ‘getdata’ function is called. 

The data is brought in multiple frames and then it can be manipulated 

as you want.  

- Clean up. Once the image capturing is finished, the image acquisition 

device should be removed from the memory and MATLAB® variables 

should be cleared using ‘delete’ and ‘clear’ functions. 

  

 When images are brought to the MATLAB® workspace, next step is the 

image processing using Image Processing Toolbox. This toolbox provides a wide 

range of image processing operations in which we attend in morphological operations. 

Morphology is a technique of image processing based on shapes. The value of each 

pixel in the output image is based on a comparison of the corresponding pixel in the 

input image with its neighbors. The toolbox has the function ‘bwlabel’, which can be 

used to determine the areas of markers existed in the frame.  
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Marker Identification 

Triangulation 3D Positions 

Error Analysis 

3D Graphical Plot 

Camera Calibration 

Generate Frame of Markers from Left and Right Cameras 

Test coordinates and orientation 

Image Processing 

 
CHAPTER III 

METHODOLOGY 

 

 
 This experiment is about tracking multiple markers in 3D space. By 

simulate experiment instead real work. Beginning from generate image of marker .The 

image from right and left camera as generate with 3Ds MAX program that provide 

powerful, integrated 3D modeling, animation, rendering, and compositing that enable 

artists and designers to more quickly ramp up for production. And then import the 

image into process for track position of marker that matches position from right and 

left camera. The functional process follow is 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1  Diagrammatic representation of research 
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3.1  Camera Calibration 

 The camera calibration is performed using the Camera Calibration 

Toolbox for MATLAB® developed by Jean-Yves Bouguet, MRL - Intel Corp[58]. It is 

mainly based on Zhang[59], Heikkila and SilvCn [38], and Tsai camera calibration 

method[30] , which is used to fit the camera model parameters to the captured images. 

The calibration process requires a calibration target. A checkerboard pattern, with the 

size of 20cm x 20cm containing 10 x 10 squares, is employed for this purpose. The 

target is placed in front of the cameras in various positions/orientations, and the 

images are captured (02) The corners of the checkerboard pattern are determined. The 

positions of corners are known from relative coordinate system of the target. The 

process of corner detections uses edge detection, straight line fitting to detect linked 

edges and intersecting the lines to obtain the image corners. After that image corners 

are matched to 3-D target checkerboard corners by counting if number of squares is all 

visible in the image. The number of squares is predefined for comparing. As a result, 

the coordinate pairs of images frame and world frame are found which can be 

employed for calculation to find the intrinsic parameters and also extrinsic 

parameters[60]. The cameras are calibrated once before the tracking process. 
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Figure 3.2  Examples of the target images for calibration from left and right camera. 

 

3.2  Generate Frame of Markers from Left and Right Cameras 

 Images will generate with 3Ds MAX all about 60 images that divide 

images from right camera 30 images and left camera 30 images which are images of 

same scene. The images are jpg format and size 640 x 480 

 The each image compose with sphere marker 3 mm 12 markers, length of 

arm of markers don’t equal and divide 3 groups are group1, group2 and group3. 

 Group1: compose markers  1-4 represent A 

 Group2: compose markers  5-8  represent B  

 Group3: compose markers 9-12  represent C.  

 The process in this experiment has 5 cases that consist of  

 Case1 : A, B and C are separated  represent .CBA →→   

 Case2 : A is near B but away from C  represent .& CBA →  
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 Case3 : B is near C but away from A  represent .& ACB →  

 Case4 : A is near C but away from B  represent .& BCA →  

 Case5 : A, B and C are near   represent .&& CBA  

 
 All of the cases of experiment have 6 patterns that each case comes from 

Gaussian distribution. Gaussian distribution is an absolutely continuous probability 

distribution with zero cumulants of all orders higher than two. The graph of the 

associated probability density function is bell-shaped, with a peak at the mean, and is 

known as the Gaussian function or bell curve. 

 

where μ and σ2 are the mean and the variance of the distribution. The Gaussian 

distribution with  

μ = 0 and σ2 = 1 is called the standard normal distribution. The graph of Gaussian 

distribution is showed in figure 3.3 

 

Figure 3.3  Graph of Gaussian distribution. 

 

 The 6 patterns are pattern 1, pattern 2, pattern 3, pattern 4, pattern 5 and 

pattern 6. Values of 6 patterns are  

 Pattern 1: Use value of coordinate of markers from image. 
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 But value of pattern 2-6 are calculated by equation that is 

 Number of pattern = value of before pattern + S.D.* randn(m,n) , 

where S.D. is 0.1,0.2,0.25,0.35 and 0.4 so, the equation of  pattern 2-6 are    

 Pattern 2 = value of pattern 1 + 0.1* randn (m,n) 

 Pattern 3 = value of pattern 2 + 0.2* randn (m,n)  

 Pattern 4 = value of pattern 3 + 0.25* randn (m,n) 

 Pattern 5 = value of pattern 4 + 0.35* randn (m,n) 

 Pattern 6 = value of pattern 5 + 0.4* randn (m,n) 

 

3.3  Test coordinates and orientation 

 This procedure brings 24 coordinates that come from coordinates of makers 

in left and right camera. Bring every marker to test for track some marker that missing. 

As some marker missing may be happen from shade of some marker. They will see in 

each other same scene because if some marker is missing, the experiment has wrong 

result. Besides this procedure test shade of markers, it tests noise of images too.  
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Convert RGB to Gray Scale

Binarization

Reshape Position In to 2xN

Image Enhancement

Compute Object’s Centroid

Import Image Files

3.4  Image Processing 

 In this procedure, import images are processed to obtain 2D position of 

centroids of markers. The steps are following 

 

 

 

 

 

 

 

 

 

 

  

Figure 3.3  Diagrammatic representation of image processing 

  

 3.4.1 Import Image Files 

 This procedure is imported the image to preprocessing. As 60 images 

divide to 5 cases follow in 3.1. By import each one image until 60 images. Value of 

images will keep for next step. 

 

 3.4.2 Convert RGB to Gray Scale 

  This procedure is converted image from RGB to Gray Scale because in 

actual work, marker must to use LED that has white color. It make RGB image hasn’t 

necessary. Without background, RGB is image in 3D and complicate. But Gray Scale 

is image in 2D which has a few complicate and compile result better. 
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 3.4.3 Image Enhancement 

 The aim of image enhancement is to improve the interpretability or 

perception of information in images for human viewers, or to provide `better' input for 

other automated image processing techniques.  

 

 Image enhancement techniques can be divided into two broad categories:  

1. Spatial domain methods, which operate directly on pixels, and  

2.  Frequency domain methods, which operate on the Fourier transform of 

an image.  

Unfortunately, there is no general theory for determining what good image 

enhancement is when it comes to human perception. If it looks good, it is good! 

However, when image enhancement techniques are used as pre-processing tools for 

other image processing techniques, then quantitative measures can determine which 

techniques are most appropriate. 

 

 3.4.4 Binarization  

 This procedure is making the image to binary in Threshold process. 

Threshold is a method to distinguish the interesting objects in an image from 

background by creating a binary partitioning of the image intensities. The procedure is 

accomplished by comparing the desired intensity value called threshold to intensities 

of all pixels. The pixels that have intensity value greater than the threshold are 

assigned to one class. Otherwise, they are assigned to another class. That follow to set 

value Threshold = 220 .Position which has value lower 220 is set to black color 

(value=0), higher 220 is set to white color (value=1). Value position to use is 1 or 

equal to 1. 

 

 3.4.5 Compute Object’s Centroid. 

  This procedure is tracking the position of marker’s centroid in each one. In 

which to find the position of marker, use to calculate from the white areas of the black 

and white images are labeled the connect components to calculate marker centroids. 
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According to our markers that composed of three spheres, the centroids of markers 

that we are determined are a set of three pixel coordinates. 

  

 3.4.6 Reshape Position in to 2xN 

 This procedure is reshape from Nx2 to 2xN for use in triangulation 3D 

Position because Triangulation 3D Position uses row vector. N is number of marker. 

This procedure has N=12. 

 

3.5  Triangulation 3D Positions 

After we obtain the information from calibrated stereo cameras, the next 

step is to compute the 3-D position of a point in space from the known disparity map 

and the geometry of the stereo cameras. This process called Triangulation is to find the 

intersection of two projection lines in two images of a point in space. The simple way 

is to use the mid-point method[41]. The mid-point of the common perpendicular to the 

two lines is chosen by dividing the common perpendicular in proportion to the 

distance from the two camera centers. The illustration of this method can be modeled 

as figure 3.4 

 
Figure 3.4  Standard models of stereo cameras  
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Let left camera reference system be the 3-D world reference frame. The 

right camera is translated and rotated with respect to the left camera frame. In this case 

the two optical axes are parallel, which the translation of the right camera is only on 

the X axis. The optical axes lie on the XZ plane. Also, let f  be the focal length of both 

camera and b is the distance between the two lens centers. The stereo triangulation can 

be expressed as: 

1 2

( )
( )

b fZ
x x
×

=
−

 

1
ZX x
f

= ×  

1
ZY y
f

= ×  

  

 The centroids of markers from left and right cameras are brought to the 

function ‘stereo_triangulation’ in Camera Calibration Toolbox as shown below, which 

also takes both extrinsic and intrinsic calibration parameters as inputs for correcting 

deformity from the imaging hardware. 

 [pos_L, pos_R] = stereo_triangulation( centroidL, centroidR, om, T, 

fc_left, cc_left, kc_left, alpha_c_left, fc_right, cc_right, 

kc_right, alpha_c_right); 

where  pos_L is the calculated 3D positions of the markers relative to left camera 

 pos_R is the calculated 3D positions of the markers relative to right camera 

 centroidL is the extracted marker centroids in image of left camera 

 centroidR is the extracted marker centroids in image of right camera 

 om is the rotation matrix that identifies the orientation of 2 cameras 

obtained from the calibration 

 T is the translational matrix that identifies the position of 2 cameras 

obtained from the calibration 
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 fc_left, cc_left, kc_left, alpha_c_left are the intrinsic parameters of the left 

camera (output of stereo calibration) 

 fc_ right, cc_ right, kc_ right, alpha_c_ right are the intrinsic parameters of 

the right camera (output of stereo calibration). 

This function computes the 3D coordinates of the markers relative to the 

position of the camera. However, with no marker identification, the centroids from left 

and right cameras can be paired in any combination. This situation can lead to 

incorrect matching of centroids pairs and incorrect 3D positions. Therefore, marker 

identification for tracking algorithms is proposed to solve this matter, which has 

details in the next issue. 

3.6 Marker Identification 

The proposed method for tracking markers in this system is to use 

fundamental matrix. In computer vision, the fundamental matrix F is a 3×3 matrix 

which relates corresponding points in stereo images. In epipolar geometry, with 

homogeneous image coordinates, x and x′, of corresponding points in a stereo image 

pair, Fx describes a line (an epipolar line) on which the corresponding point x′ on the 

other image must lie. That means, for all pairs of corresponding points holds 

 

 
 

 Being of rank two and determined only up to scale, the fundamental matrix 

can be estimated given at least seven point correspondences. Its seven parameters 

represent the only geometric information about cameras that can be obtained through 

point correspondences alone.  

 The fundamental matrix can be determined by a set of point 

correspondences. Additionally, these corresponding image points may be triangulated 

to world points with the help of camera matrices derived directly from this 

fundamental matrix. The scene composed of these world points is within a projective 

transformation of the true scene. 
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 Say that the image point correspondence xrxl ↔  derives from the world 

point X under the camera matrices ( )', PP  as 

XPxr
PXxl

'=

=
 

 Say we transform space by a general homography matrix 44xH  such 

that HXX =0 . 

The cameras then transform as 

1
0

−= PHP  

1''
0

−= HPP  
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PXHXPHXP
'1'

00
'

1
00

==
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Still get us the same image points 

 After that we get point of xl and xr to calculate determinant. If the result is 

equal or nearly, that means it is same position. 

3.7  3D Graphical Plot 

 This procedure is use coordinates x-axis; y-axis and z-axis that take from 

3.6 to plot on 3D space for see position of 12 markers. 

3.8  Error Analysis 

 This procedure is finding precision value that from experiment. To find 

precision value, we will use Root Mean Square Error (RMSE). The root mean square 

deviation (RMSD) or root mean square error (RMSE) is a frequently-used measure of 

the differences between values predicted by a model or an estimator and the values 

actually observed from the thing being modeled or estimated. RMSD is a good 

measure of precision. These individual differences are also called residuals, and the 

RMSD serves to aggregate them into a single measure of predictive power. The 
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RMSD of an estimator  with respect to the estimated parameter θ is defined as the 

square root of the mean squared error: 

 

 For an unbiased estimator, the RMSE is the square root of the variance, 

known as the standard error. 

 In some disciplines, the RMSD is used to compare differences between 

two things that may vary, neither of which is accepted as the "standard". For example, 

when measuring the average distance between two oblong objects, expressed as 

random vectors 

 

 

 The formula becomes: 

 

 RMSE  from experiment will not less than 0.5 mm. or percent of RMSE 

not more than 20% that guarantee this algorithm can trust and good precision. 
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CHAPTER IV 

EXPERIMENTAL RESULTS 

 

 
 The experiment was the implementation of the system by MATLAB® and 

shows the result from the error analysis. So, the result of image will show in invert 

images because the invert images are cleary.  

 

4.1  Generate Frame of Markers from Left and Right Cameras 

 The proposed is composing 24 markers that divide 12 markers of image 

left and right camera that each image divide markers are  3 groups are group1, group2 

and group3. Group1 is compose markers 1-4 represent A, Group2 is compose markers 

5-8 represent B and Group3 is compose 9-12 represent C. This experiment divide 5 

case is case1 -5. 

 

 Case1 : A, B and C are separated  represent .CBA →→   

 Case2 : A is near B but away from C  represent .& CBA →  

 Case3 : B is near C but away from A  represent .& ACB →  

 Case4 : A is near C but away from B  represent .& BCA →  

 Case5 : A, B and C are near  represent .&& CBA  

 

The result is 
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                                  (a)                                                            (b)  

 

Figure 4.1  Image of markers  

 (a) Image from left camera     (b) Image from right camera 

 

4.2  Test coordinates and orientation 

 Result from the experiment has position that happens shade of marker but 

not shade all of marker. It makes to improve image which has not shade of marker 

until return image that has all markers and no shade. 

4.3  Camera Calibration 

 After calibration, the list of parameters may be stored in the matlab data 

file Calib_Results.mat. This section gives a detailed description of all the calibration 

parameters (Intrinsic and Extrinsic) and their corresponding matlab variable names. 

4.4  Image Preprocessing  

 The procedure is preprocess the image files from left and right camera 

consists of 

 
 4.4.1 Import image files 

 This method is import 60 images into preprocessing that has jpg format. 

The images divide 30 pair from left and right camera that is generating images. 
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                                   (a)                                                              (b)  

 

Figure 4.2  Import  image of markers 

 (a) Image from left camera  (b) Image from right camera 

  

 4.4.2 Convert RGB to Gray Scale 

 This method is to decrease complicate in process because RGB is image in 

3D space and complicate. But Gray Scale is image in 2D space.  

 

          
                                 (a)                                                                    (b)  

 

Figure 4.3 Convert Image of markers from RGB to Gray Scale 

 (a) Image from left camera  (b) Image from right camera 

 

 4.4.3 Image Enhancement 

 This procedure is to improve the interpretability or perception of 

information in images for human viewers, or to provide `better' input for other 

automated image processing techniques 
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                               (a)                                                                    (b) 

Figure 4.4 Image Enhancement 

 (a) Image from left camera  (b) Image from right camera 

  

 4.4.4 BinariZation 

 This procedure is making the image to binary in threshold process that set 

value according to 3.3.4. After this procedure, we get the interested position that the 

sphere of marker 12 makers in each one image , so we get  24 markers of the image of 

left and right camera. 

 

 

     
                                (a)                                                                  (b)  

Figure 4.5 Binarization 

 (a) Image from left camera (b) Image from right camera 

 

 4.4.5 Compute Object’s Centroid 

 This procedure is finding the position of marker’s centroid in each one by 

MATLAB program. 
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                               (a)                                                                  (b)  

Figure 4.6 Centroids of markers 

 (a) Image from left camera (b) Image from right camera 

 

 4.4.6 Reshape Position in to 2xN 

 This method is to transpose matrix from Nx2 to 2xN or column vector to 

row vector for use in Triangulation 3D positions. 

 

4.5  Triangulation 3D Positions 

 This function computes the 3D coordinates of the markers relative to the 

position of the camera. However, with no marker identification, the centroids from left 

and right cameras can be paired in any combination. This situation can lead to 

incorrect matching of centroids pairs and incorrect 3D positions. Therefore, marker 

identification for tracking algorithms is proposed to solve this matter, which has 

details in the next issue. 

4.6  Markers Identification 

 This procedure for tracking markers in this system is to match by 

fundamental matrix algorithm.  

4.7  3D Graphical Plot  

 This procedure is to bring coordinates after markers identification to plot 

on 3D space for indicate position of markers as illustrate in figure 4.7 
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Figure 4.7  Calculated 3D marker positions 

  

4.8  Error Analysis 

 Markers were attached to the manipulator and moved from the defined 

reference origin (0, 0, 0). We tested the translational errors for 5 cases by each case 

have 6 patterns according to 4.1.    

 The experiment consider in Root Mean Square Error Form (RMS). This 

algorithm can use for work better.The experiment has 5 cases that result is 

 

 4.8.1 Case 1: A, B and C are separated 

 

Table 4.1  Result case 1: A, B and C are separated 

 

RMSE 
Pattern 

x-axis y-axis z-axis 

1 0.0400 0.0317 0.0464 
2 0.0306 0.0475 0.0446 
3 0.0506 0.0446 0.0529 
4 0.0536 0.0417 0.0577 
5 0.0583 0.0517 0.0519 
6 0.0498 0.0424 0.0429 
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 4.8.2 Case 2: A is near B but away from C 

 

Table 4.2  Result case 2: A  is near B but away from C 

 

RMSE 
Pattern 

x-axis y-axis z-axis 

1 0.0945 0.1167 0.0459 
2 0.0882 0.0998 0.0372 
3 0.0909 0.0757 0.0416 
4 0.1020 0.1293 0.0380 
5 0.1005 0.0974 0.0461 
6 0.1083 0.1063 0.0557 

 

  

 4.8.3 Case 3: B is near C but away from A 

 

Table 4.3  Result case 3: B is near C but away from A 

 

RMSE 
Pattern 

x-axis y-axis z-axis 

1 0.1046 0.1384 0.1713 
2 0.0963 0.1282 0.1877 
3 0.1259 0.1926 0.2441 
4 0.1272 0.1790 0.1380 
5 0.0807 0.1288 0.1199 
6 0.1009 0.1133 0.1879 
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 4.8.4 Case 4: A is near C but away from B 

 

Table 4.4  Result case 4: A is near C but away from B 

 

RMSE 
Pattern 

x-axis y-axis z-axis 

1 0.1578 0.0957 0.1074 
2 0.1973 0.1135 0.1721 
3 0.1286 0.0954 0.0890 
4 0.1542 0.1130 0.1885 
5 0.1765 0.1228 0.1725 
6 0.1508 0.1010 0.1378 

 

 4.8.5 Case 5: A, B and C are near 

 

Table 4.5  Result case 5: A, B and C are near 

 

RMSE 
Pattern 

x-axis y-axis z-axis 

1 0.2123 0.2475 0.1872 
2 0.2501 0.2456 0.1874 
3 0.2412 0.2229 0.2170 
4 0.1823 0.2125 0.2136 
5 0.1335 0.1702 0.1919 
6 0.2343 0.1515 0.1635 

 

 

 Result RMSE of table 4.1-4.5 has less than 0.5 mm. that can accept, so 

markers identify in 3D space can use fundamental matrix algorithm for identify 

position of markers because it has precision and trust. 
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CHAPTER V 

DISCUSSION 

 

 
 The implementations of system in this thesis are discussed as follows. 

 

5.1  Summary of the experiment 

 This experiment is about to find the position of marker in 3D.By the way 

we will take the image from marker in right and left camera. As the marker image 

from same scene but position are different, to find position that we see the marker 

picture from right and left camera. In which position is the same position. This 

experiment that compute from algorithm for match marker of two image by use the 

principal of Fundamental  Matrix  to identify each markers. We have 12 markers but in 

this experiment we adjust to 5 cases. In each case divide to 6 patterns, total are 30 

times. When we get the result already, use the result to find accurate value. By get it 

from Root Mean Square Error (RMSE). This formula that find error value from the 

experiment. Error value not more than 0.5 mm. 

 After the experiment, we will get the value and put in 30 tables. Each one 

of table we will find RMSE of axis, x-axis, y-axis and z-axis. We can look at the table 

4.8.1-4.8.5. RMSE value of each one table from experiment not more than 0.5 mm. 

and we can find mean of RMSE as follow x-axis=12.41%, y-axis=12.19% and z-

axis=12.13%. As follow from condition are accepting. Algorithm in Identify Markers 

process can trust and accurate for each one of Identify Markers .Total of markers 

are12 markers. 

 The result from experiment and RMSE value can accept that support to 

identify marker method. This method is accurate and trust. That is tracking markers by 

fundamental Matrix on principle to identify marker. 
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5.2  Tendency to adjust the experiment 

 5.2.1 Generate Frame of Markers from Left and Right Cameras 

 We must to design the marker to layout in the right position (not shading). 

It easy for detect the marker. Not only that, all arm of marker should be long and 

different. Color of marker should be use white and different color with background. 

Include axis and arm of marker, that easy to remove noise. We would be design size of 

marker to close with the real work. Include limits of work also for the right result. 

  

 5.2.2  Image Processing 

 Result from image processing is get from data that we interested in image. 

That is each one of coordinate of marker. We can know the position of marker in the 

image from right and left camera with all of centroid of marker also. Process is very 

important because it is preprocess of image before we identify marker. So in this 

process we must try to remove noise from image much more over. It will be easy for 

identify marker such as erosion process, delation process, etc. When we remove noise 

much more, algorithm would have efficiency. 

 

 5.2.3 Marker Identification 

 Result of this process that identifies markers by guideline of fundamental 

Matrix to tracking Markers. Result of RMSE will show at table 4.1-4.5 that told about 

this guideline is accurate and trust. But in case of number of marker increase, process 

of algorithm will be late. It still good work. So guideline to adjust may be more pre 

allocation memory for work of process. It makes process fast. 

 

5.3  Future works 

 5.3.1 Test algorithm with hardware 

 This proposes of experiment is tracking markers by simulated stereoscopic 

cameras that is not test with hardware. So, we should test algorithm with hardware for 

test process of algorithm because the result of experiment is precision but we don’t 

know the result of experiment when use algorithm with hardware that precision or not.  
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 5.3.2 Markers 

 This proposes of experiment is tracking markers in case no marker shade. 

So, when implement algorithm with hardware should design markers in case marker 

shade for test efficiency of algorithm. 
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CHAPTER VI 

CONCLUSION 

 

 

6.1  Background 

 Surgical navigation system helps surgeon to perform the operation 

accurately with more views. The important issue is to know the positions and 

orientations of the tools and the anatomy in three dimensions. To extract these factors, 

we chose the optical tracking to detect some markers that represent the medical devices.  

6.2 Objective 

The main objective of this research is to find algorithms that are suitable 

for the implementation of surgical navigation applications. The mission is to develop a 

high precision 3-D coordinate experimental platform that allows the measurement of 

position and orientation errors.  

 

6.3  System of the experiment 

 This experiment is about to find the position of marker in 3D.By the way we 

will take the image from marker in right and left camera. As the marker image from 

same scene but position are different, to find position that we see the marker picture 

from right and left camera. In which position is the same position. This experiment that 

compute from algorithm for match marker of two image by use the principal of 

Fundamental  Matrix  to identify each markers. We have 12 markers but in this 

experiment we adjust to 5 cases. In each case divide to 6 patterns, total are 30 times.  
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6.4  Error Analysis 
 When we get the result already, use the result to find accurate value. By 

get it from Root Mean Square Error (RMSE). The results of RMSE of experiment 

divide RMSE of x-axis, RMSE of y-axis and RMSE z-axis that all of them have 

RMSE less than 0.5 mm. that our system had the accuracy. 
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