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The objective 6f this study is to compare parameters estimation methods
23 forecastlng in simple linear regression having autocorrelated disturbance

W s by comparing the mean square errors of the methods. The methods are
Ordinary Least Squares Method, Generalized Least Squares Method, and Cochrane-
cutt Transformation Method. The comparison was done under conditions of
severity of autocorrelation, sample sizes, and four forms of independent
variable.

: The data for this experiment were generated through the Monte Carlo
Simulation technique. The experiment was repeated 1000 times under each
;ondition.

Results of the study are as follow :
. 1. In the case of low autocorrelations (0.3 and 0.4).

In the case of small sample sizes and middle sample sizes (10,13,
30 and 50), all of parameters estimation methods have equivalent mean square
error for every form of independent variable. 1In the case of large sample
size (70), Generalized Least Squares Method has minimum mean square error, and
Cochrane-Orcutt Transformation Method and Ordinary Least Squares Method have
‘quivalent mean square error in every form of independent variable.

2. In the case of middle and high autocorrelations
(0.5,0.6,0.7,0.8 and 0.9).

» Cochrane-Orcutt Transformation Method has minimum mean square
error. Of the two lower levels, they are Generalized Least Squares Method and
Ordinary Least Squares Method chronologically in every sample size and every
form of independent variable.



