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ABSTRACT

Intrusion detection system (IDS) tools for detecting malicious traffic have been
widely used in many organizations and they use a variety of technologies. Each IDS tool
deploys different approaches and has been developed under different purposes. Intrusion
detection systems include a set of IDS rules which can be defined differently. Therefore,
choosing an IDS tool to work efficiently and appropriately in a specific environment would
not be easy.

The goal of this research was to evaluate three popular open-source IDS tools in
terms of performance and accuracy. The selected IDS tools were Snort, Bro and Suricata. In
addition, their system architecture and the main components were compared and analyzed.
The experiments conducted used various attack types including DoS attack, DNS attack, FTP
attack, Scan port attack, and SNMP attack. Each experiment was run under different traffic
rates and only a specific set of rules was active. Moreover, the performance metrics used to
measure was the number of packets lost, the number of alerts, the CPU utilization and the
memory usage. The results showed that each attack type had significant effects on the
performance of each IDS tool in different ways. Specifically, Bro IDS showed better
performance than other IDS tools when evaluated under different attack types and using a
specific set of rules. The results also indicated that the accuracy dropped when the three IDS
tools activate the full rule sets instead of a specific set of rules.
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CHAPTER |
INTRODUCTION

The increasing of network traffic and threats hiaasllenged the network
security community for years. Threats are methtmsds, or techniques that intruders
used to exploit vulnerabilities in several systamschieve their goals. Currently, an
intrusion detection system (IDS) is one of theas#int methods widely used to protect
a network from intruders.

Staniford-Chen et al. (1998)[4], published the camnntrusion detection
framework which consisted of four main parts. Tinstfwas “sensors” that monitored
applications, operating systems, or network aotisit The second was “analyzers”
which analyzed and detected the evidence of amsioin from data outputs of the
sensors. The third was “incidence storage” whiclected and stored evidence and
other information in the system. The last was “ogse units” which were humans or
automated processes to carry out a set of actmmsatled by the analyzer to respond
when an intrusion was detected.

IDS cannot fully protect the system against attesckélowever, it can
present the useful information for the site adnmiater. Moreover, it provides an
efficient way to protect the system from a malid@gent if it is correctly deployed as
a complement to other security technologies.

According to the source of the traffic analyzed I3Sgrouped into two
categories: host-based and network-based. A hesEebdS monitors the host where
the sensor is installed. A network-based IDS isgdlaon a network segment so that it
can monitor the whole traffic directed towards awemore computers. Table 1.1

presents the comparison between the host-basethemnetwork-based IDS.
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Table 1.1 Comparisons of Host-based and NetworkedH3S

Host-based IDS

Advantages Disadvantages

» Able to analyze each application * Must be installed on every single host

» Able to verify the success of an attack Degrade the system performance

» Able to detect attacks not involve the
network

» No additional hardware is required

Network-based IDS

Advantages Disadvantages

* No effect to the host performance |+ Need to handle huge information
* Able to monitor multiple hosts at the « Must be very fast to avoid packet log
same time  Difficult to deploy and configure
« Able to detect network attacks that | « Difficult for encrypted channels
are not visible from single hosts

—

An IDS can be further classified as a signatureetdas anomaly-based via
the analysis techniques used to detect intrusidrggnature-based IDS creates a set
of models to describe intrusive behaviors. Oncedhaodels have been written, they
can be matched against the event stream to diggimgrmal from malicious events.
On the contrary, an anomaly-based system defireeadhmal behavior of the system
and flags intrusive events that fall outside norimgthaviors, or when there are some
sufficient differences based on statistical perspes. The comparison between the
signature-based and the anomaly-based IDS is shoWable 1.2.
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1.1Motivation
The IDS tools used to detect network attacks haenhbwidely used in

many organizations and there are many varietieger8k IDS tools are signature-
based and they are appeared as commercial, opetesou even research tools. The
well-known IDS include Snort [20], Bro [3], Surieaf23], OSSEC [14], and Prelude
[16]. Snort created by Martin Roesch is the mogiutar open source installed IDS.
The main feature of Snort is the rule-based enthaé performs the content pattern
matching and detects a variety of attacks and grobee detection engine is usually

programmed to perform per packet tests and actions.

Table 1.2 Comparisons of Signature-based and Anebwded IDS

Signature —based IDS

Advantages Disadvantages

» Higher detection rate and less false| « Need signatures update
positives » Cannot detect unknown attack

* Do not require a learning phase

» Can provide more information on th

[1%

attacks
Anomaly-based IDS
Advantages Disadvantages
* Do not require continuous * Prone to false positives
maintenance » Do not provide attack identification

» The learning algorithm can adapt th
system to the operating environmen
» Can detect unknown attacks

D

~—+

Bro [3] is the open source IDS software widely ugedesearch to verify
results of other IDS. The outstanding features raf &e the domain-specific scripting
language that enables site-specific monitoringgeedi, and the ability to perform on
high-performance networks. It is typically operatgch variety of large sites, and can

analyze many protocols.
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Suricata [23] is a new generation of the open sUDS engine developed
recently in the past few years by Open Informat®ecurity Foundation (OISF).
Suricata like Snort supports the rules from VRT amderging threats. The main
features of Suricata are multi-threading and autmnpaiotocol detection engine.

OSSEC [14] is an open source host-based IDS. fopes log analysis,
file integrity checking, policy monitoring, rootkidetection, real-time alerting and
active incident response.

Prelude [16] is a universal Security Information ridgement (SIM)
system. It collects, normalizes, sorts, aggregateselates and reports all security-
related events independently of product brandscenses giving rise to such events.
In other words, Prelude is agent-less. In additmibe capable of recovering all logs
(system logs, syslog, and flat files), Prelude ingxe the benefits from the native
support having a number of systems dedicated foleng information.

Many researchers [1, 8, 11, 12, and 21] studied IDBSterms of
performance or accuracy in order to reduce the mundd alarms in both false
positives and false negatives. However, IDS senpavduce different alarms, and
different attack description has been reportedaddition, each IDS has different
approaches, features and strengths. Therefore,résisarch aims to evaluate the
performance and the accuracy of the three popyen csource IDS tools: Snort, Bro

and Suricata.

1.2 Problem Statement

To choose an IDS tool to work appropriately witepecific environment
is a challenging task because IDS tools are impieaeusing different approaches
and they are developed with different purposesa Assult, the techniques of intrusion
detection and IDS rules will be defined differentiforeover, the IDS outputs would
give individual attack description differently. Bhistudy will evaluate the selected

three IDS in several perspectives.
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1.3 Objectives of the Research

The objectives of the research are as follows:

1. To analyze and compare the three IDS software nmgeof system
architecture, and their main components including tletection engine, the rule
syntax, and the reported outputs.

2. To evaluate the three IDS software using a spesiic of rules for
single attack types such as probe and scan vuifigegh the initial access, and the
privilege escalation.

3. To generate a variety of single traffic protocaisluding TCP, UDP,
FTP, and HTTP as well as the mixed traffic for dseng the evaluation.

4. To measure the accuracy based on the value of palsives and false
negatives of the outputs or the alerts.

5. To measure the IDS performance based on the nuofilpaicket lost.

1.4 Scope of the research

The scope of this research is described as follows:

1. To evaluate the performance and the accuracy oftlinee IDS
software: Snort Bro and Suricata.

2. To apply a specific set of shared rules for eac.ID

3. To generate both the attack traffic and the notnadfic for evaluation.
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1.5 Organization of the thesis

Chapter I: Introduction. This chapter describeg thmotivation, the
problem statement, the objectives and the scofleeahesis.

Chapter II: Background. This chapter explains tl®ncept and
background of intrusion detection software inclgdirthe
Common Intrusion Detection Framework (CIDF) and the
architecture of the three IDS: Snort Bro and Sagica

Chapter Ill: Literature Review. This chapter prasehe related work and
the review of research in this area.

Chapter IV: Experimental Results. This chapteregithe details of the
experiments conducted as well as the results atain

Chapter V: Conclusions. This chapter discussesandiudes our work.
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CHAPTER I
BACKGROUND

This chapter describes the concept of the Commamsion Detection
Framework (CIDF). The features and the architectdithe three selected IDS: Snort,
Bro and Suricata, are also presented. In additiom,software used to generate the

traffic in this research is explained.

2.1 Common Intrusion Detection Framework (CIDF)
The CIDF [19] as shown in Figure 2.1 is a commoplyblished
framework that describes an intrusion detectiortesys The CIDF divide the IDS

software into four parts: sensors, analyzers, edidgtorage, and response units.

Analyzers

Incidents

Network Reactions ToEvents

Sensors Response Unit

Incident Storage

Figure 2.1 Components of the CIDF

Sensors were often referred to as information gsuocr event generators.
They obtained information from the large computadioenvironment outside the
intrusion detection system. The most common sountestrusion detection were
networks, hosts, and applications. Typically, thesesors generate a lot of alerts, and
all of them would be analyzed. However, only thievant alerts were reported as

incidents.
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To decide whether those events indicated signstanisions, the analyzers
used the outputs of the sensors to model and an#tgzcollected data events. Today,
intelligent techniques have become indispensabtds tdor the IDS analyzers.
Moreover, there are two types of analyzers: patt@sed and anomaly-based.

The incident storage stored all alerts to supgw@tanalysis process which
the instances of alerts are used to classify am. dlbe databases are not expected to
change or process the alerts in any way.

The response units could be humans or automatextgges which carry
out a prescription controlled by the analyzer. @halyzer instructs them to act when
an intrusion is detected. The actions can be passieasures such as reporting

intrusion alerts to administrators, or active meeswsuch as blocking intrusions.

2.2 Snort

Snort [20] is a free and open source network imruprevention system
(IPS) and network intrusion detection system capatl performing packet logging
and real-time traffic analysis on IP networks. $mwaas originally written by Martin
Roesch and is now developed by Sourcefire, of wRioksch is the founder and the
chief technology officer. Snort’s integrated entes@ versions with specific built
hardware and commercial support services are sofbhrcefire.

Snort performs protocol analysis, and content $@agématching. It is
commonly used to actively block or passively detestariety of attacks and probes,
such as buffer overflows, stealth port scans, welli@ation attacks, SMB probes, and
OS fingerprinting attempts. Snort has been mostgdufor intrusion prevention
purposes, by dropping attacks as they are takiagepllit can be combined with other
software such as Snort, OSSIM, and the Basic Arsabisd Security Engine (BASE)
to provide a visual representation of intrusionaddt is the most widely deployed
intrusion detection and prevention technology weittk. It also has the most
numerous and active community in the open souré& g$bftware today. In addition,

Snort uses different licensing for the engine dredrtile-sets.
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2.2.1 Snort Architecture
Snort architecture as shown in Figure 2.2 contaiksmain components

described below.

Qutput

Reads/Applies

Detection Engine Rule Files

Preprocessors

Decoders
Packet Capture

Network Traffic

Figure 2.2 Snort Architecture

1. Decoders

Decoders fit the captured packets into data strestand identify the
relevant link level protocols. Later, it decodeg fackets’ IP, and TCP or UDP in
order to get other useful information like portsladdresses. Snort will issue an alert
if it finds malformed headers, or unusual lengthPT@ptions.

2. Preprocessors

Preprocessors are another filter used to identiipgs that would be
examined later by the next modules such as thectitateengine. The events include
suspicious connection attempts to some TCP/UDPs parttoo many UDP packets
sent in a short period of time (called a port satiack). The preprocessors function is
to examine packets which are potentially dangerfoughe detection engine in an

effort to find known patterns.
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3. Rules Files

Rules Files are the plane text files containingsadf rules with a known
syntax. The syntax includes protocols, addresses$ tlee output plug-ins associated.
Those rules files can be updated similar to the weey virus definition files are
updated.

4. Detection Plug-ins

Detection Plug-ins modules are referenced fromd#fenition in the rules
files, and they are intended to identify pattermemnever a rule is evaluated.

5. Detection Engine

Making use of the detection plug-ins, it matcheskpés against rules
previously loaded into memory since the initialiaat

6. Output Plug-ins

These modules allow the notifications such as teesaand the logs to be

accessed by users in many ways such as the madhigdiles, or the databases.

2.2.2 Snort Rule Structure

Snort rule structure as shown in Figure 2.3 cossi$tthe rule headers
containing the necessary information that everg raust have, and the rule options
containing a list of optional information used &fine a match. One Snort’'s sample

rule is shown in Figure 2.4.

<Action><Protocol><Source IP><Direction><SourcetPgbDestination IP>< Destination Port > (<Rule Op8b)

[< Header >|< ----Options---- >|

Figure 2.3 Snort Rule Structure
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log tep 1192.168.0/24 any - 192,168.0.33 | |msw: outside finwer attemptl;

Figure 2.4 Snort Rule Example

The rule headers consist of five components brigdlscribed as follows:

1. Action: Action tells Snort what to do when a match occArgommon
action is to log information to an alert file. Fiawailable actions in Snort are alert,
log, pass, activate, and dynamic. Moreover, forrSmothe inline mode, additional
options include drop, reject, and sdrop.

2. Protocol: The following protocols: TCP, UDP, ICMP or IP are
specified.

3. IP source and IP destination: The IP of sourceestidation is defined
as a single IP address, the CIDR (Classless Inbendin Routing) block, a range of IP
addresses, or the keyword “any” for all possibladresses.

4. Port source and Port destination: The port number of the source or
destination can be specified as a single statit porthe keyword “any” for any port
number.

5. Direction: The direction operato®, indicates the orientation or the

direction of the traffic that the rule is applied.

The rule options consist of five components briefkplained as follows:

1. Rule options: The rule options provide the detail of matching
parameters and bind a rule to a rule identificatigstem.

2. General: These options provide information about the rulehsas
reference information, rule identification, and gfie log messages.

3. Payload: These options examine data contained in a netywawdket
such as content matching expressions.

4. Non-Payload: These options provide matching specifications ajain
packet header data beside port numbers and IPssgdre
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5. Post-Detection: These options include fragment offsets, time-te-liv

values and specific IP options.

2.3Bro

Bro [3] is a well known intrusion detection systetaveloped by Vern
Paxson Bro is designed to achieve high-speed nrargtoreal-time notification and
extensible IDS. By monitoring the high-speed neiwand the large volume data
flows, Bro does not tolerate to drop any packetifi¢ations have to be issued as fast
as possible when it detects the attempted attdcks.essential to make the system
grow strong, customizable, and extensible. Thecpgdiare written in Bro language
which is extensible and flexible. Furthermore, Bliaes assume that the monitor will
be attacked, as well as that attackers are famaidr Bro’s system structure and
design Thus, it must be get ready for the attadkas, the design of Bro is very

challenging.

2.3.1 Bro Architecture

Bro Architecture has the essential modules as showigure 2.5:

Output
Action/Output
Policy Script Interpreter
Event Stream
Signature Event Engine
Filtered Packet Stream
Packet Capture
Packet Stream

Network Traffic

Figure 2.5 Bro Architecture

» Packet Capture: Like Snort, Bro captures traffic using libpcap whic

helps in porting Bro to different UNIX flavors, amdlows it to operate
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on tcpdump packet traces as the offline analyzeingJlibpcap also
brings another advantage as it allows basic patfiketing which is
very useful in environments where only certain ficafmust be
analyzed.

» Event Engine: This layer performs several integrity checks teuas
that the packet headers are well-formed. For examipl verifies
whether the IP header checksum is correct. At #tege, Bro
reassembles IP fragments so the network layer zeralan complete
IP datagrams. It also sends the events to theyFaler.

* Sgnature Engine: It inspects the packet stream, and generateset ev
each time a signature is matched. Such eventdbwifurther analyzed
by a policy script.

» Policy Layer: The policy script interpreter executes scriptstteni in a
specialized Bro language. The scripts specify evaridlers which
execute arbitrary Bro scripting commands to geeersw events, to

log real-time notifications, and to record datalisk.

2.3.2Bro-IDSRule Structure

Bro provides a different language specificallyigesed to define pattern-
matching rules called signatures as shown in FiQuée These signatures are very
similar to the Snort rules, and most of them cartrheslated from the Snort rules.
When the signatures are matched Bro and Snort wgenérate special events which
can be analyzed by the policy scripts.

In addition, Bro is designed to provide extra emntinformation to its
signature. The policy script can test the softwamning on the target machine or
consider in which way the server replies to theicrals traffic to understand whether

an attack succeeded or not.
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signatureid { attribute-set }

Figure 2.6 Bro Signature

The signature id is defined uniquely for each aigre. There are two
types of attributes: conditions and actions. Theddtons define when the signature is
matched, and they have four types: header, contiepiendency, and context. The
actions declare what to do in the case of a m&iigure 2.7 shows an example of a
Bro signature.

2.4 Suricata

Suricata [23] is open source intrusion detectiod @revention engine
which is not intended to just replace or emulate gkisting tools in the industry, but
to introduce new ideas and technologies. The Sarieagine and the HTTP Library
are available to use under the GPLv2. Suricata igle-based engine that utilizes
externally developed rule sets to monitor netwoakfic and also provides alerts to the
system administrator when suspicious events odtus. designed to be compatible
with existing network security components. Thusti@ia features would unify the

output functionality and pluggable library optidasaccept calls from other applications.
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signature formmail-cve-1999-0172 {

ip-proto == tcp
dst-ip == 1.2.0.0/16
dst-port = 80

http /.* formmail . *\?.*recipient=["&] *[;|]/
event "formmail shell command"

}

Figure 2.7 Example of Bro Signature

2.4.1 Suricata Architecture
Suricata has not yet published its system architeanodel. However, the
system can be described using packet pipeline andafa module. The pipeline also

usespcap to capture packets from the network traffic. Feg@8 shows the Suricata
packet pipeline.

Runmode for
a peap device
packetpool pckup-quevs decode-queve
— N —~ - Detect \
Vo L P [ i V4 Theead 1 | ¥
| Capiure ( b { | Decode Stream | N
> Methoa | 1 Tnread Thread | "
| | | .
w/ ,_, - . ,"
Detact
hread n
—

Figure 2.8 Suricata Packet Pipeline

Modules are used to encapsulate a single primargtitbn with lifecycle
call backs. Each thread in the packet pipelin@isiatance of a module. These threads
are initialized by the run mode. The run mode afstializes the queues and packet
handlers used for moving packets between modul@gjaeues. A thread is marked as
runnable after all the steps from the run modaeailization are complete.
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» Capture Module: The pcap device is initialized using the namevjled,
for example,"eth0". Once the device is initializ&dwill begin gathering
packets and passing them to the decoder. Suricatddwact as a thin
wrapper around the data provided, making it conppativith the link type
decoders.

» Decode Module: Decoding is the process of taking a buffer anaveeoting
its contents to the Suricata support data strucithiese buffers are handed
off to a specific link type decoder.

» Detection Module: The detection module takes care of multiple caxpl
tasks including loading all signatures, initialigindetection plugins,
creating detection groups for packet routing, andllfy running packets

through all applicable rules.

2.4.2 Suricatarule Structure

The most Suricata signature used is from emerdgmgats. Emerging
threats pro and source fire's VRT are the samadBeoSnort, but the Suricata rule is
separated into three parts: action, header, andnsptas shown in Figure 2.9. The
example of Suricata signature is shown in Figuld.dhe three parts of a Suricata

rule are described below.

<Action><Protocol><Source IP><Direction><SourcetPgbDestination IP>< Destination Port > (<Rule Optp)

|< - Action - >|< Header >|< ----Options---- >|

Figure 2.9 Suricata Rule Structure

1. Action: It determines what will happen when a signaturdches.
Four types of actions are Pass, Drop, Reject, ded.AThe rules are loaded in the
order of the important so that the most importagmaures will be scanned first. The
default order is: pass, drop, reject, alert. B¢ order of priority could be changed.

Those four actions are briefly explained as follows
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drop tcp SHOME_NET any -> SEXTERNAL_NET any (n

Figure 2.10 Suricata Rule Example

. Pass. If a signature matches and contains “Pass”, Starica
stops scanning the packet and skips to the enlll rofies.

. Drop: This action concerns only the inline mode. If the
program finds a signature that matches, and cantémnop”, it
stops immediately, and the packet will not be sewytfurther.

. Regect: This action is an active rejection of the paclgdth
receiver and sender receive a reject packet. Tdrerenvo types of
reject packets that will be automatically seleciéthe offending
packet concerns TCP, it will be a Reset-packet. &brother
protocols, it will be an ICMP-error packet. Surecalso generates
an alert. When it is in the inline mode, the offergdpacket will
also be dropped.

. Alert: If a signature matches and contains “Alert”, tlaeket
will be treated like any other non-threatening mclexcept that
an alert will be generated by Suricata.

2. Header: The header must contain four types of informati®ratocol,
IP, Port, and Direction.

3. Rule Options: It provides the detail of matching parameters bimdls
a rule to a rule identification system. Many opti@re available for selection as given
below.

* msg (message) gives more information about theatuge and
the possible alert;

* rev (Revision) represents the version of the signeat
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* sid (Signature ID) and gid (Group ID) give evergrature and
group its own id, respectively;

e Class Type gives the information about the clasaion of rules
and alerts;

» Reference keywords direct to places where the nmétion about

the signature and the problem the signature toiesltiress.

2.5 Summary
Table 2.1 compares the features of the three ID&. Rultithread

processing, Bro has a fully functional cluster dgptent model which helps users to

scale support on a single box and/or across mellipkes.

Table 2.1 Comparison of Three IDS Features

Features Brov.1.5 | Snort v.2.9 | Suricatav.1.1
Multi-Threaded Processing No No Yes
Complete IPv6 Support Yes Some Yes

IP Reputation Some No Yes (soon)
Automated Protocol Detection Yes No Yes
GPU Acceleration No No Yes (soon)
Global Variables/Flowbits Yes No Yes (soon)
Inline Windows Support No No Yes
GeolP Lookups Yes No Yes (soon)
Advanced HTTP Parsing Yes No Yes
HTTP Access Logging Yes No Yes
SMB Access Logging No No Yes (soon)
HTTP Blocklist Lookups Yes No Yes (soon)
Free Yes Some Yes
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Table 2.2 shows a rule for detecting the scan latfetee signature of Snort and

Suricata provided by the Emerging Threats officidé and the Bro signature provided

by Bro IDS official site as they are converted fr&mort rules.

Table 2.2 Comparison of Three IDS Signature ofS8ame Action

Bro signature sid-1638 {
ip-proto == tcp
src-ip !=local_nets
dst-ip == local_nets
dst-port == 22
event "SCAN SSH Version map attempt”

tcp-state established,originator
payload /.*[vV][eE][rR][sS][il][oO][nN]_[mM][aA][ pP][pP][eE][rR]/
}

Snort alerttcp $SEXTERNAL_NET any -> $HOME_NET 22 (msg:"SKE SSH
Version map attempt"; flow:to_server,established;
content:"Version_Mapper"; fast_pattern:only; clgpstnetwork-scan;
sid:1638; rev:6;)

Suricata | alerttcp SEXTERNAL_NET any -> $HOME_NET 22 (msg:"SK SSH
Version map attempt"; flow:to_server,established;
content:"Version_Mapper"; fast_pattern:only; clgpstnetwork-scan;
sid:1638; rev:6;)

type of the signature having the same behavioueyTiave nine groups given in

Table 2.3.

The signature of IDS software can be classified oroups based on the

M.Sc. (Computer Science) / 19




Kittikhun Thongkanchorn Background / 20

Table 2.3 Examples of Signatures Types

Signature Typg Snort | Suricata Bro
dos dos dos dos
ddos ddos ddos
scan scan scan scan
finger finger finger finger
ftp ftp ftp ftp
tftp tftp tftp
telnet telnet telnet telnet
dns dns dns dns
icmp icmp icmp icmp
mail smtp smtp smtp
pop3 pop3 pop3
backdoor backdoolrbackdoor backdoor

In addition, they can be separated into two gro@o&rt and Suricata use
the same type of signatures whereas Bro uses itslamnguage to write a signature.
However, Bro has a feature to support Snort ancc&ars rule format, and its name is
Snort2Bro. This feature can convert the signatbrg, not all rule context scan be
converted. In fact, the names and the descriptmisontexts are different. The
signature component of the three IDS has a feverdiffces, but they contain the same
main parts such as ID address and options. Thusyrirwork, we evaluate the three
IDS software using the same type of rules to compagir accuracy and performance.
As a result, we can use such information to chdlbseppropriate IDS for a specific
environment.

The three IDS engines mostly share the common stipgosoftware
requirements which are dependent on the configuraiptions. Table 2.4 shows the
required libraries and software packages. Tableshd@ws the useful libraries and
software packages options required that shouldhsidered when installed.
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Table 2.4 Required Libraries and Software Packaf@éree IDS

Package Description Required
by IDS
Autotools The “autotools” consist of autoconf, automake, Etdol. Bro,
These will likely be installed on your system. Ymeed the Suricata

autotools if you will be using source from the Br&ubversion
repository. You will need to run autogen.sh aften gheck out

the code. We will go through the steps below.

BIND8 Most OSs will have BIND installed by default. BIND Bro

headers and | (Berkeley Internet Name Domain) is an implementatbthe

libraries Domain Name System (DNS) protocols.
Bison or Most OSs will have bison installed by default. Bise a Bro,
byacc general-purpose parser generator that convertarastated Suricata

context-free grammar into an LALR (1) or GLR parkerthat

grammar.

Flex Most OSs will have flex installed by default. Flisxa tool for | Bro,
generating scanners. A scanner, sometimes cattddcenizer, | Suricata

is a program which recognizes lexical patterngit.t

Libdnet Libdnet provides a simplified, portable interfaceseveral Snort

low-level networking routines.

Libpcap Most OSs will have libpcap installed by defaultisithe packet Bro,
capture library. You may need to install it wittpport large Snort,
files (files large than 2G). If you have a Linuxkeel, you will | Suricata

want to configure libpcap for PF_RING support.

LibYAML LibYAML is a YAML parser and emitter written in ®at is Suricata

used to parse the configuration file.

PCRE The PCRE library is a set of functions that impletregular | Snort
expression pattern matching using the same symix a

semantics as Perl 5.
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Table 2.5 Useful Libraries and Software PackagesoOp

Package Description Optional
Required
GnuPG The OpenPGP standard. Bro,
Suricata
libcap-ng The libcap-ng library is intended to make progranmgnivith | Suricata
POSIX capabilities much easier than the traditidibabp
library.
LibGeolP Ability to determine the location of IP addresses. Bro,
Suricata
Libmagic Add ability to determine file types, as with thp &nalyzer. | Bro
libnet Libnet is a generic networking API that providesess to | Suricata

several protocols.

libnetfilter_queue libnetfilter_queue is a userspace library providamgAPI to | Suricata

packets that have been queued by the kernel paloget

libnfnetlink libnfnetlink is the low-level library for netfilterelated Suricata
kernel/userspace communication. It provides a gener
messaging infrastructure for in-kernel netfiltebsystems
(such as nfnetlink_log, nfnetlink_queue,
nfnetlink_conntrack) and their respective userd@nd

management tools in userspace.

OpenSSL Tough to image a system not having OpenSSL instaliés | Bro
needed to analyzessh certificates by the HTTP aeabnd

for encrypted Bro to Bro communication.

PF_RING PF_RING is a new type of network socket that dracally | Bro, Snort,
improves the packet capture speed. Suricata
zLib Libz is a compression library. It is used for depoessing | Bro

HTTP bodies by the HTTP analyzer, and for compiésse

Bro-to-Bro communication.

XML Analyzer The XML analyzer is highly-experimental code writtey | Bro,

Tobias Kiesling. Suricata
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CHAPTER Il
LITERATURE REVIEW

This chapter gives the reviews of five selectedepsphat are related to
our work. They are listed below.

* Performance Evaluation Comparison of Snort NIDSleurLinux and
Windows Server [8]

* Investigation of the Intrusion Detection System 68h Performance
[12]

* Measurement of Snort Performance under VariouscRst§21]

* Performance Evaluation Study of Intrusion Detectystem [1]

* Analysis and Evaluation of the Snort and Bro Nekwvadntrusion
Detection Systems [11]

3.1 Performance Evaluation Comparison of Snort NIDSunder Linux

and Windows Server [8]

This paper evaluated the effect of the operatirgjesy parameters of any
platform to the performance of the Snort IDS. Theahars measured the Snort
performance under different operating systems dioy Linux and Windows 2003
Server. They used the default configuration of b8 from the official site [3, 20,
23]. Figure 3.1 shows the Linux and Windows kemglport architecture for Snort. In
addition, the experiments are conducted to evaldlée Snort running on two
operating systems based on various Snort paran@iedgferent network traffic. For
example,

» Linux: different values of NAPI (2, 3, 20, 300) ftre packet reception

mechanism.
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* Windows: Different CPU scheduling time to kernelgetworking
subsystem or to user process.

* Network traffic: the normal traffic contains packetecognized by
Snort as normal, and the malicious traffic contgpaskets recognized

by Snort as malicious.

Single-threaded
Snort NIDS

Userland
Applications

Socket Interface

Network Protocol Stack

Kernel Networking
Subsystem

Network Device Driver

Hardware
-
0

Figure 3.1 Linux and Windows Kernel Support Architee for Snort [8]

Malicious traffic imposes high processing on Smu¢ to the triggering of
events and logging. In order to generate maliciwaffic, they had to modify and
compile the traffic generator KUTE code to insedtang of “malicious.exe” at the
end of the payload of the generated packets. Tcsuneahe performance of Snort
under malicious traffic, a new rule is added to rBaadefault rule-set as shown in
Figure 3.2. The rule specifically checks every maog UDP packet for a payload
containing the string “malicious.exe”. When a rmat occurs, a message of
“Malicious packet has been detected” is outputtedhe alert file stored in the default

log directory with an identity of “44652”. The ext format of the rule is as follows:

alertudp any any -> any any (content: “malicious’exnsg: “Malicious
packet has been detected”; sid:44652;)

Figure 3.2 Sample Rule for Malicious Traffic
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The testing environment as depicted in Figure 308sisted of two
machines: a sender and a receiver. The sendenkl$€Hl to generate traffic packets
for 30 seconds at a specific rate of 50 to 350 kp#o key performance metrics
measured are Snort’'s average throughput and péxsgt where the computation is
given in Figure 3.4.

eth0 eth0

KUTE-Sender » Snort
1 Gbps Ethernet Link

Sender Machine Receiver Machine

Figure 3.3 Testing Environment

Snort’s average throughputhe total number packets analyzed by Snort over 30
= seconds
Snort’s packet loss The total number packets dropped by Snort
probability = Total packets received

Figure 3.4 Snort’s Average Throughput and PacksslRrobability

The results are plotted as four graphs shown inrgi@.5. Each graph is
given the brief description as follows.
a. Snort’s throughput for both Linux and Windows facoming normal
traffic
b. Snort's throughput for both Linux and Windows foncoming
malicious traffic
Snort’s packet loss for incoming normal traffic

d. Snort’s packet loss for incoming malicious traffic

When comparing the Snort performance under Linuk\&ndows, it was
obvious that Linux with small NAPI values yieldstiee performance over Windows,

especially under malicious traffic.
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Incoming Normal Traffic (Kpps)
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Figure 3.5 Results of Snort Performance on Incorilagnal and Malicious Traffic



Fac. of Grad. Studies, Mahidol Univ. M.Sc. (Computer Science) / 27

3.2 Investigation of the Intrusion Detection System “Snort”

Performance [12]

This paper considered three parameters: hardwagginlg technique, and
the pattern matching algorithm. We describe eacarpater in turn below.

[1] Hardware: The main hardware components having significafeces
to the performance of IDS are CPU, memory, theesysbus, and the network
interface card (NIC). Thus, different CPU and NI€ ased and listed as follows.

* CPU: Pentium D940, Pentium IV, and Pentium lII

* NIC: Marvell Yukon Gigabit Ethernet, Intel PRO/10atel PRO/1000,

Realtek Fast Ethernet

[2] Logging technique. The data of intrusions were logged in two way$: (1
they are saved by Snort in MySQL database, anthé) are saved in the file in the
binary format and later used the Barnyard tool éndsto Snort without having to
spend time for SQL query, to send data to the dawlto receive the query responses.
Thus, there are two ways to log data.

* Snort Logging to MySQL, and it is the default ofoBrn2.8.

* Snort Logging to the file using Barnyard tool skemgs to MySQL.

[3] Pattern matching algorithm. The packets were examined according to
the rules that a new aho-corasick pattern-matclalggrithm is applied in Snort
version 2.6. The earlier version used the wu-maalgarithm. But, the Aho-corasick
algorithm is faster although it used more RAM. Acling to the default setting, Snort
2.8 used the Aho-corasick algorithm. However, ia iystem with less memory, the
lowmem algorithm would be chosen instead.

* Aho-corasick algorithm (default of Snort 2.8, fdsit using more

RAM)

e Lowmem algorithm (using less RAM)
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The paper presented the investigation model as showigure 3.6, and
the model has two computers. One computer sennéiwork traffic and another
computer had the Snort IDS installed. Figure 3.6pldyed how two logging
techniques are used. The “Tcpdump” in the model weed to capture the real
network traffic and Nessus is used to generateaaxtulicious network packets. The
“Tcpreplay” was used to choose the traffic replater Thus, how the IDS processed
the same network packets sent at a different ragimvestigated.

The results of Snort performance on different nekwioaffic cards were
shown in Figure 3.7 where the number on the graptisated the following NICs: (1)
Realtek NIC, (2) Realtek NIC and lowmem pattern ahitg algorithm, (3) Intel
PRO/100, (4) Intel PRO/1000, and (5) Intel PRO/10@® Barnyard for data logging.
Figure 3.8 displayed the results of CPU usagehficeet CPU types: (1) Pentium lil, (2)
Pentium IV, and (3) Pentium D.

Computer | / Computer 2

| [ MySOI ]

Barnyard ).2.0

o b unified file

1 Snort 2.8.0 ]
Libpcap 0.9.8 L

[ poap ] | l Libpcap 0.9.8 ]
¥

Ny 4 o

’ Tepdump file

[ Tepreplay ]

[ Network Interface Card ] ( Network Interface Card ]

[ 11010010101 1011001 T

Figure 3.6 Investigation Scheme of Snort Performanc

Figure 3.7 Results of Dropped Packets for Diffefei@
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Figure 3.8 Results of CPU Usage for Different CPU

As a result, the hardware types and the alert tggggchniques were the

main factors that affect the Snort performance.

3.3 Measurement of Snort Performance under Variouéttacks [21]

This paper measured the Snort performance undésugaattacks using
different set of rules, either the full set of Snaules or a specific set of rules. In
addition, the number of attacking machines wasedafiom 1 to 15. The experiments
considered two issues as given in Table 3.1. Tist i§sue was the attacking tools
which covered a variety of common protocols, areytare listed below.

* Ping: ICMP flooding, UDP flooding, SNMP Brute forddTTP ping

*  NMAP: scanning UDP and TCP ports

The second issue is the set of active Snort rulemgl each attack. Two
performance metrics were measured. The first isGR&J utilization of the Snort
process, and the top command was used to monitbrexmord it. The second is the
amount of disk space used to keep logs, and the/aef called Cacti was used to do
it.



Kittikhun Thongkanchorn Literature Review / 30

Table 3.1 List of Attacking Tools and Rules Set

Experiment Snort Rules Set

Ping-of-Death Servicelmpacting

Attack

HTML Attack Webserver-specific

UDP Flooding Define our own rules

Nmap —sU Low-level protocols

Nmap —-sX Scanning and Probing
activities

SNMP BruteForce | Low-level protocols

The experimental model having the system configumashown in Figure
3.9 consisted of five machine groups as follows:
* The target servers to be attacked,;
* The Snort machine for trapping and analyzing thevok traffic. It
also acted as the default gateway;
* A set of 15 attacking machines;
* Two data servers were used to collect all experiedeasults;

* Two client machines were used for monitoring therSperformance.

ICT LAB
Gatewa ¥

Sarver and
| - Chent Zone
Q’S‘J) > K <
‘ - =
. ., SERVER 5 SERVER 2

Figure 3.9 System Configuration

Figure 3.10depicted the average CPU usage of the Srocess for all six
attacks when the full set of Snort rules is actlivean be seen that the CPU usage had

been affected by the number of attacking machirsome attacks.
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Figure 3.10 CPU Usage of Snort Process

Figure 3.11showed the experimental results wherguwo different rules
sets for each of the six attacks: ping, nmap —NMB attack, HTMP, UDP flooding
and nmap —sX. We can conclude that the numbertofeaSnort rules did not affect

every attack type since the number of alerts fehedtack type was different.



Kittikhun Thongkanchorn

Literature Review / 32

_’_..4_
j/

HTML Artack

s
A .
l.: / -
L :
» V4 -
r F -
o« -
s
* . " - - '
————— "o
Z - :
= /s .
[ ¥ +-‘qu~ E
. s - -
d el el -
'_'/ -
"_F' :
. - —— UDP Flesding
W o s
P -
= -
| s .
— « Orgral E
/f" = Specfic
- — .
—

Figure 3.11 Effects of Snort Rules Set under Variattacks



Fac. of Grad. Studies, Mahidol Univ. M.Sc. (Computer Science) / 33

3.4 Performance Evaluation Study of Intrusion Detetion System [1]

This paper tested and analyzed the performancev@fwtell-known IDS
systems, Snort and Suricata, at the high-speedonetWwhey used three different
platforms: ESXi (virtual machine), Linux 2.6 (Ubwd0.10) and FreeBSD v.8.1 to
compare the performance and give a suggestioneobplerating system for each IDS
at a specific traffic rate. Both systems used tbault configuration and were tested
under the same conditions as shown in Figure &aart installed was version 2.9.0.4
and Suricata installed was version1.0.2.

Traffic Gareratar

Monstering port

I cezeos cocses GBEIEEF EHHT 10GE

T 284

Tralfh Cenemator TraMic Generatar Traffec Generator

Figure 3.12 Testing Environment

The testing scenario was as follows:

* Snort and Suricata were installed on three diffeogerating systems:
Linux over ESXIi, Linux, and FreeBSD.

» All scenario were tested using different packeesi¢l470, 1024, 512)
for both TCP and UDP.

» The speed range was varied from 250Mbps, 500MbpOMBps,
1.0Gpbs, 1.5Gbps, and 2.0Gbps.

* In all the scenarios, Suricata and Snort were gandéd to load and run

similar number of rules to monitor.
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The results were displayed for TCP and UDP trdfficthe performance of
both Snort and Suricata. They were tested usirfgrdiit packet sizes and different

speeds, while the percentage of packet drops weesuned. The results are shown in
Figure 3.13 and 3.14.

100
80 -
60
40 +
W Suricata
o ! e | — ! ! = Snort
s s|8|3|5|8|95|5|¢|35|3/8|3/[3|¢|35|3|¢8
-~ = ~ ~ 3 ~ ~ = ~ 2
5|3 || 83|\ a|2|:| 3|2 |2|3|23|%|3|3|¢%
f | S| & | 5| 8| | E5|8§|l&| 5|8 | | 5|8 &|5)8|£
E E E £ E E
| | -~ - | > > =
250 Mb 500 Ml 750 Mb | 106G 156 206

Figure 3.13 Snort and Suricata using Packet Sizd ®fon TCP Traffic
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Figure 3.14 Snort and Suricata using Packet Sizd ®fon UDP Traffic

Table 3.2 shows the CPU utilization and the packeps for both Snort
and Suricata on Linux and FreeBSD. Table 3.3depitke percentage of alerts
detected by both Snort and Suricata, while Tablgi8es the suggestions of the
operating system for use on each IDS. We can cdacthat Suricata gave better

performance on FreeBSD, especially when runnintherhigh-speed network traffic.
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Table 3.2 CPU Utilization and Packet Drops

Snort Suricata
Platform
CPU Usage Packet drops CPU Usage Packetdrops
Linux 27% 31.43% 68% 89
FreeBSD 21% 3.24% 24.5% 43.6
Table 3.3 Percentage of Alerts Detected

Speed Snort Suricata
1.0Gbps 100% a8y
1.5.Gbps 100% 91.8%
2.0Gbps 99.7% 66.8%

Table 3.4 Suggestions of Operating System for #agh

1DSs Ideal operating systems (TCP traffic — Packed size 1024)

Speed Suricata Ideal platform Snort Ideal Platform
500 Linux 2.6 Linux 2.6 or FreeBSD
750 Linux 2.6 Linux 2.6 or FreeBSD
1.5 Linux 2.6 FreeBSD

2.0 Linux 2.6 FreeBSD

1DSs Ideal operating systems (UDP traffic — Packed size 1024)

Speed Suricata Ideal platform Snort Ideal Platform
500 Linux 2.6 Linux 2.6 or FreeBSD
750 Linux 2.6 Linux 2.6

1.5 Linux 2.6 FreeBSD

2.0 Linux 2.6 FreeBSD
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3.5 Analysis and Evaluation of the Snort and Bro Nevork Intrusion
Detection Systems [11]

This paper analyzed and evaluated the Snort andBzo data cell phone
networks. The data set for mobile traffic was giesrfollows.

 RTT-1M, 1 million packets of real tffic taken from a link

 RTT-5M, 1 million packets taken from the same link

The rule set used was the full rule set of VRT thi@ Snort2Bro software.
The evaluation measures the number of alerts, lndralysis time. The experimental
results shown in Figure 3.15 and 3.16 illustrateak Bro used the double time for
what needed by Snort to do the analysis since ules must be converted and they

may not be perfect. Thus, Bro may work harder thaart.
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Figure 3.15 Alerts Generated for RTT-1M and RTT-5M
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Figure 3.16 Run-time of traffic RTT-1M and RTT-5M
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3.6 Summary of Reviewed Papers

Table 3.5 and Table 3.6 give the comparison offitteereviewed papers.
We compare the versions of each IDS tool, the lattgme tested, the number of rules,

and the performance metrics used in those papers.

Table 3.5 Versions and Attack Types in the FivedPap

paper 1DS tools Attack

snort (v.) [bro suricata |scan HTML  |dos/ddos|SNMP  |icmp dns Other

1 viv.2.81) X X X X X X X X v

2 viv.2.8.0) X X v X X X X X X

3 Viv2dx)| X X v v v v v X X

4 viv.28.0) X w102 X X X X X X v

5 Viv2axVivilx)| X X X X X X X v

our proposed work [ v{v.2.9.1)(v{v.1.5.3)[*{v.L.1y| ¥ v v v v v X

Table 3.6 Number of Rules and Metrics MeasurethénRive Papers

Paper number of rules MELg —
packets loss throughput resource utilization Alert

1 1 v{loss probability ) v'(number of packets analyed) X X

2 All v'(Numbers of packets ) X CPU X

3 All/ Some X X CPU/Disk v{Disk Usage)

4 All v'(loss percentage ) X X v{undefined)

5 All X v(time of packets analyed X v{Numbers of Alerts)
our proposed work All/ some ¥[Numbers of packets) | ¥{number of packets analyed) CPU v[Numbers of Alerts)
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CHAPTER IV
PROPOSED WORK

This chapter presents the proposed model of ouk wibnich consists of
three parts. The first part is the system architecused to describe the evaluation
model. The second part is the IDS rules compariand,the third part is the network

traffic generator tools.

4.1 System Architecture

Our proposed model as shown in Figure 4.1 has {haels: the generated
input traffic, IDS software and its related rulesed, and the alert outputs. The first
part is the input network traffic generated by ratwtraffic generator. They are sent
to each IDS via the tcpdump. The second part id@i&tool having a set of active
rules to detect an intrusion. The three IDS todlesen are Snort Bro and Suricata,
which all are installed with the official configuran. The last part is the alert outputs
generated by each IDS. They will illustrate theeef of the responsible rule sets to a

specific network traffic for each IDS as the numbkalerts will be reported.

Network Traffic

Generation

Figure 4.1 Overview of the Proposed Model
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4.2 IDSRules

In this research, we use the rule sets from “Emerdihreats”, an open
source community project, which provides the stathdale sets for Snort and Suricata
as well as gives the official rule sets of Bro. [Eah.1 shows the comparison of all
rules whether they are present or not present am é8S. Obviously, Snort and
Suricata have every rule in common, whereas Brksl&ats of rules to handle many
attacks. We have analyzed further and found theedhailles among all three IDS as

displayed in Table 4.2.

Table 4.1 Rules Comparison among Snort, SuricateBan

Rule Types Snort| Suricata] Bro | Rule Types Snort| Suricata] Bro
bad-traffic v v x | attack-response Vv v X
exploit v v x | oracle v v X
scan v v v" | mysq|l v v X
finger v v v' | snmp v v v
ftp v v v' | smtp v v X
telnet v v v' | imap v v v
rpc v v X | pop2 v v X
rservices v v x | pop3 v v v
dos v v v' | nntp v v X
ddos v v v | web-attacks v v X
dns v v v | backdoor v v X
tftp 4 4 x | shellcode v v X
web-cgi v v x | policy v v X
web-coldfusion| v v X | porn v v X
web-iis v v x | info v v X
web-frontpage| v v x | icmp-info v v x
web-misc v v X | virus v v X
web-client v v x | chat v v X
web-php v v x | multimedia v v X
sql v v X | p2p v v X
x11 v v X | spyware-put v v x
ssh v v v | specific-threats | v v X
icmp v v v | experimental v v X
netbios 4 4 x | content-replace| Vv v X
misc v v X | voip v v X
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Table 4.2 Shared Rules of the Three IDS

scan ssh
finger icmp
ftp snmp
telnet dns
dos imap
ddos pop3

From the shared rule sets given in Table 4.2, @Wexseight types of
attacks and count the number of rules for thosekdtas displayed in Table 4.3

Table 4.3 Number of Rules

No. | Rule Type | Number of Ruleg
1 | DNS 35
2 | DoS/DDoS 89
3 | FTP 93
4 | ICMP 105
5 | POP3/IMAP 114
6 | SCAN 20
7 | SNMP 19
8 | Telnet/SSH 21

For better understanding of rules, we present aoketxamples for the
shared rule set as they can apply to Snort ancc&@ariHowever, the Snort2Bro tool
will be used to convert them for use in Bro. Thepke rules for five common attacks
are explained below.

1. SCAN Attack

The rule as shown in Figure 4.2 generates the evbah a scan for the
version of an ssh daemon is detected. The everdates that an attempt has been
made to scan a host. Particularly, an attempt bas made to scan for the version of
the ssh daemon on the target host.

alerttcp SEXTERNAL_NET any -> $HOME_NET 22 (msg:"SCAN SSH Version
map attempt”; flow:to_server,established; content:"Version Mapper";

fast_pattern:only; classtype: network-scan; sid: 1638; rev:6;)

Figure 4.2 Example of Snort Rule in Scan Attackdyp
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2. DNSAttack

The rule as shown in Figure 4.3generates the ewbeh an attempt is
made to query “version bind” on the DNS server.attiacker can execute this query to
find a DNS server running specific versions of BIND

alert udp $EXTERNAL_NET any -> $HOME_NET 53 (msg:"DNS named version
attempt”; flow:to_server; content:"|07|version”; offset:12; nocase;
content:"|04|bind|00|"; offset:12; nocase; metadata: servicedns,

reference: arachnids,278; reference: nessus,10028; classtype: attempted-recon;
Sid:1616; rev:11;)

Figure 4.3 Example of Snort Rule in DNS Attack Type

3. DOS Attack

The rule as shown in Figure 4.4generates the evieah a remote attacker
transmits a malformed request for a page on a wekes port which can indicate a
Denial of Service (DoS) attack on a RealServer.aftacker sends an HTTP request
for “/viewsource/template.html?” on a RealServediawserver. When the RealServer

crashes, the audio transmission will be stopped.

alert tcp SEXTERNAL_NET any -> $HOME_NET 8080 (m4$20OS Real Server
template.html"; flow:to_server,established; contéviewsource/template.html?";
fast_pattern:only; reference:bugtraq,1288; refezaawe,2000-0474;
classtype:attempted-dos; sid:278; rev:10;)

Figure 4.4 Example of Snort Rule in DoS Attack Type

4. DDOS Attack

The rule as shown in Figure 4.5generates the evieah a ping packet for
the Trinoo also known as trin00” DDoS suite is detd. As part of a large scale
attack against a machine or a network, an attagkecompromise a large number of
machines which will form the army that the trinO@ster daemon will command. The

master daemon typically instructs the clients twdsthe mass quantities of packets to a
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set of victim hosts. If the traffic is sufficienthe victim machines will become

resource deprived and thus endure a DoS condition.

alert udp $EXTERNAL_NET any -> $HOME_NET 31335 (msg:"DDOS Trin00
Daemon to Master *HELLO* message detected”; flow:to_server;
content:"*HELLO*"; reference:arachnids,185; reference: cve,2000-0138;
reference: url,www.sans.or g/newl ook/r esour ces/| DFAQ/trinoo.htm;

classtype: attempted-dos; sid: 232; rev:10;)

Figure 4.5 Example of Snort Rule in DDoSAttack Type

5. ICMP Attack

The rule as shown in Figure 4.6 generates the aveah an ICMP echo
request is made from a host running the L3 "Red#riel’.5" security scanner. An

attacker may attempt to determine live hosts ietavark prior to launching an attack.

alert icmp $EXTERNAL_NET any -> $HOME_NET any (msg:"ICMP L3retriever
Ping"; icode:0; itype:8; content: "ABCDEFGHIJKLMNOPQRSTUVW
ABCDEFGHI"; depth:32; reference:arachnids, 311;classtype: attempted-recon;

Figure 4.6Example of Snort Rule in ICMP Attack Type

4.3 Network Traffic Generator Tools

In our work, the network traffic is generated usiogr traffic generator
tools: Ostinato, Network Mapper (NMAP), High Orln Cannon (HOIC), and Low
Orbit lon Cannon (LOIC). Each tool is briefly deibed below.

1. Ostinato

Ostinato [15] is an open-source, cross-platformkpttraffic generator and
analyzer with friendly graphic interfaces as shawririgure 4.7. The followings are
the main features of Ostinato.

» Support the most common standard protocols: SNATR, TUDP, and

ICMP
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* Modify any field of any protocols
» Create and configure multiple streams
» Configure stream rates, bursts, and the numbeackqis

* A single client can control and configure multiggerts on multiple

computers generating traffic
» Controlling of a port to prevent the OS from segdstray packets
provides a controlled testing environment

» Statistics window shows the real time port recéraesmit statistics

and rates

» Capture packets and view them via the softwareWkeshark

) Ostinato F - | (= e S|
File Help
Ports and Streams & x
4 o Port Group0: [127.0.0.1:7878] (3) Apply |
2 Port 0:if0 [0.0.0.0] (Viware Virtual Ethernet Ada... |
(5) Port1:ifl [0.0.0.0] (VMuware Virtual Ethernet Ada... Name Goto
@ Port 2: if2 [00.00] (Broadcom NetXtreme Gigabit...
Statistics & x
| CpEEuEE )
Port 0-0 Port 0-1 Port 0-2 =
Link State Up Up Up
Transmit State Off | Off Off
Capture State Off | Off aff £
Frames Received 0 0 sl ‘
Frames Sent 0 0 a
Frame Send Rate (fps) 0 a a
Frame Receive Rate (fps) 0 a 32
Bvtes Received a a 164873 -

Figure 4.7 Ostinato Graphic User Interface
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Figure 4.8 gives an example of the generated DDtEgkausing random
source IP addresses, MAC addresses, the payload tssmsmitted over Ethernet,
IPv4, TCP/IP protocol, the port 80, and the spe@@dps.

> Eth I (Ethemet I}
4 IPv4 (Internet Protocol ver 4)
Version : 4
Header Length: 5
TOS/DSCP : 0:00
Total Length : 82
Identification : Oxdd2
Flags : Unused:0 Don't Fragment:0 More Fragments:0
Fragment Offset: 0
Time to Live: 127
Protecol : 006
Header Checksum : 023092
Source:111.0
Destination: 22.2.2
4 TCP (Transmission Control Protocol)
Source Port : 80
Destination Port : 80
Sequence Number : 129018
Acknowledgement Number: 129
Header Length : 20 bytes
Reserved: 0
Flags : URG: 0 ACK: 0 PSH: 0 RST: 0 SYM: 0 FIN: 0
Window Size: 1024
Checksum : Oxdd9c
Urgent Pointer: 0
- TEXT (Text Protocal)
4 DATA (Payload Data)
Data : e69e3d3b2089f4f0b7 el d5d3bc021a46dd787349e470a993806b8224832e68ffd26

Jogo 00 00 00 00 00 00 00 OO0 QOO0 00 00 00 08 00 45 00
Jolo 00 52 04 D2 00 00 7F 06 30 95 01 01 01 40 02 02
Jozo 02 02 00 50 00 50 00 01 F7 FA 00 00 00 81 50 00
Jo3o 04 00 EF E4 00 00 43 4D 20 50 4F 54 41 45 46 AD
Jo4o 7D 2F 24 Dé 05 DA A4 1B 25 EE 71 0D 81 7D F2 08
Joso 54 FC CE AR OF 1E AB BR 44 41 3C 27 C3 03 TR 1F

Figure 4.8 Example of Packet Generated by Ostinato
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2. Network Mapper (NMAP)

NMAP [13] is an open source tool for network disegv and security
auditing. Many systems and network administratorg #t useful for other tasks such
as network inventory, managing service upgrade dddhe, host monitoring and
service uptime. In addition, NMAP uses raw IP p&ske a novel way to determine
what hosts are available on the network, what sesvthose hosts are offering, what
operating systems they are running, what type oketfilters/firewalls are in use, and
dozens of other characteristics. It was designethpadly scan large networks, but
works fine against single hosts. With these petedrgroperties to networks and
hosts, NMAP has also been used as attacking toatsainy occasions. The graphic

user interfaces of NMAP are shown in Figure 4.9.
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| S(Q Tocls Profile Help
Target: Peofle: | Iiterse scan B [scen] [cancel
Command: |nmap -T4-A-v Intense scan |
Intense scan plus UDP | —
| Hm] Services | Nmap Output [Ports [ 1 cnse scan, all TCP ports ?_l—“s
0S ¢ Host - | Intense scan, no ping Details
Ping scan
Quick scan
Quick scan plus
Quick traceroute
Regular scan
Slow comprehensive scan
|
Filter Hosts
— 1
LA
I dns-cache-snoop — |UDP port 67, The response comes back to
7 dns.t UDP port 68, and is read using peap (dueto
ns-tuz the inability for a script to choose its source
dns-random-srcport port at the moment).
dns-random-tuid
dns-recursion Arguments
dns-service-discovery Arguments values
dns-update dheptype
dns-zone-transfer randomize_mac

Figure 4.9 NMAP Graphic User Interface

3. Low Orbit lon Cannon (LOIC)

LOIC [9] attacks a target site by flooding a serwgth TCP packets and
UDP packets. It also has the function to perforra oS attacks, but uses the
TCP/UDP packets to flood the target. But, it isye@msbypass the attacks from LOIC

by writing good firewall rules. For a positive mamnLOIC can be used as a network

stress checking tool. The graphic user interfadeQfC is shown in Figure 4.10.
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Figure 4.10 Low Orbit lon Cannon GUI

4. High Orbit lon Cannon (HOIC)

HOIC [5] generates a high-speed multi-threaded HTld6Bd attack. The
followings are the main features of HOIC.

* High-speed multi-threaded HTTP Flooding

» Simultaneously flood up to multiple websites atenc

» Scripted “Boosters” to handle DDoS counter measamd increase
DoS output.

* Generating multiple HTTP headers to create the igentraffic flow
scenario

The graphic user interface of HOIC is shown in Fegdi.11.

(=

IN GEOSYNCHONQUS ORBIT

I HOLC [v2.1003 | Truth is on the side of the oppressed.

HIGH OREIT ION CANNON
STANDING BY OUTPUT TARGETS

FIRE TEH LAZER! i Rl w, @

249 CANNONS DETECTED.

Figure 4.11 High Orbit lon Cannon GUI
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CHAPTER YV
EXPERIMENTSAND RESULTS

5.1 Experimental Setup

Figure 5.1 below shows the testing environmentwofwork to measure
the accuracy and the performance of the three Tb8.system configuration consists
of (1) the network traffic generator for both baakgnd and malicious traffic, (2) the
network switch, (3) the target server, and (4) b8 machines for Snort, Bro and
Suricata. The packet or traffic generator is théifaso tool which generates packets
and sends to the IDS. The generator generatecHispaffic rate sent to the receiver
and the performance is measured at the receiver trélfffic generator also generates

packets of an attack type and sends to the IDSID8ewill measure the accuracy.

1. Network Traffic 3. Target Server
Generator

2. Network Switch ‘

Figure 5.1 System Configuration
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1.2 Hardware and Software
Table 5.1 presents the hardware and the softwanégooation of the

machines used in our experiments.

Table 5.1 Hardware and Software Configuration

Traffic Generator Target Server 31DS Machines
Hardware Hardware Hardware Hardware
Dell Optiplex GX520 | Acer veritron S661 Dell Optiplex GX520 | Acer veritron S661
Intel® 3.4GHz Duo Intel® 2.3GHz Intel® 3.4GHz Duo Intel® 2.3GHz
processor processor
RAM 2GB RAM 1GB RAM 2GB RAM 1GB
HD 80GB HD 80GB HD 80GB HD 80GB
Software Software Software Software
Windows 7 Cent OS5 Cent OS5 Cent OS5
Ostinato 0.3 Tcpreplay 3.4.3 Bind 9.6 Serverl,Snort 2.9.1
LOIC 1.04 Openssh 5.1 Server2,Bro-ids 1.5
HOIC 2.1 Net-snmp 5.4.1 Server3,Suricata 1.1
NMAP (Zenmap 5.51) Apache2 2.2.9
Wireshark 1.4.2

5.3 Performance Metrics
To evaluation the IDS, the following three metrace used.

1. Number of packetsloss

The total number of packets dropped by IDS is etpuiie total number of
packets sent by the packet generator subtractethdytotal number of packets
received by IDS.

2. Number of alerts generated by each IDS

The information from an alert log is gathered tonpoite the number of
alerts and the type of alerts.

3. CPU and Memory usage of the IDS process

The top command is used to gather the information of tesource

utilization from the IDS.



Kittikhun Thongkanchorn Experiments and Resul&)

5.4 Experiment 1 and Results

The first experiment evaluates the performance afhelDS under a
variety of traffic rates and protocols. The expenhmeasures the numbers of packets
loss, CPU utilization, memory usage and the nunotberlerts. The shared rule set is
used, and one million packets of normal and malgitvaffic are analyzed. Table 5.2
gives the values of parameters set for Experiment 1

Table 5.2 Experiment 1Parameters

Normal traffic

Traffic rate 50,100,200,300,400,500,600,700,800,900,1000,20860 pp
Protocol TCP,UDP

Malicious traffic

Traffic rate 50,100,200,300,400,500,600,700,800,900,1000,2080 pp
All of Attack types | DNS attack, DoS/DDoS attack, FTP attack, ICMP &itac
POP3/IMAP attack, SCAN attack, SNMP Attack and €&éIn
attack.

Combined traffic

Background traffic ratel Fixed traffic rate at 300 pps for TCP traffic
Malicious traffic rate | 100,200,300,400,500,600,700 pps
Three attack types DoS/DDoS, SCAN and SNMP

Rule set Shared rule set

5.4.1 Results of Experiment 1 for Normal Traffic

Figure 5.2shows the results when the normal trafd® is analyzed. In
addition, Figure 5.2 (a) presents the average memsage where the differences
among the three IDS are high. Suricata and Snarhlgher average memory usage of
17.3% and 20.3 %, respectively, whereas Bro hadotvest memory usage of 1.80
%.Figure 5.2 (b) presents the CPU usage whereD&l show the same trend of

increasing for higher packet rates. However, Siamid Suricata gave the slightly
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higher increasing trend in the CPU usage than Bigure 5.2(c) presents the numbers
of packet loss where, again, Bro gives the lowasket loss.

(a) Memory Usage

DS %o

Suricata| 173
Snort 203
Bro 1.8

(b) CPU Usage

Suricata] Snort Bro 70
Traffic Rate | CPU | CPU | CPU
PPS % % o || 60
50 5 11 10 w0
100 g 12 9| - _
200 16 15 10] 4 i Jel :
300 bE) 16 30 , // —— Suricata
400 2 26 31 30 — —8 Snort
500 25 12 30 / a—FBro
600 38 44 40| 20 ;
700 45 48 0] ,,#.7{/"'/
200 47 50 42 P
900 48 32 B | e
1000 54 60 43 R & ST S ESF PP S
2000 58 62 46 ’ e

(c) Packet Loss

Suricata |Snnrl: |Brn 50
Traffic Ratq Packets Loss
PPS Yo %o o
50 0.0 0.0 0.0
100 0.0 0.0 0.0
200 0.0 0.0 0.0 e Susicata
300 0.0 07 00 St
400 0.0 09 06 o
300 04 10.1 12.1
600 0.4 10.1 12.5
700 07 17.1 18.3
300 835 15.6 227
200 04 30.5 229
1000 336 354 242
2000 4313 452 314

Figure 5.2 Results of Normal TCP Traffic
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Figure 5.3 shows the results when the normal trdffbP is analyzed.
Figure 5.3(a) presents the average memory usageevidrte has the lowest memary
usage. Figure 5.3 (b) shows the similar trend dfl@Bage as the TCP traffic, and Bro
gives the lowest CPU usage. Figure 5.3(c) predgbetsmiumber of packet loss where
Suricata gives the consistent but high packet &ows Bro gives lower packet loss

except the sharp increasing trend at the highidredte.

(a) Memory Usage

DS Ya
Suricata 173
Snort 204
Bro 1.5
(b) CPU Usage
Suricata Snort Bro a9
Traffic Rate CPU CPU CPU S a
PPS % % % .
50 9 12 17| 70
100 1 16 19| 60
200 27 13 19| .
300 34 23 20| ° —o— Suricata
400 44 29 20 40 —8— Snort
500 43 29 270 39 #«—Bro
600 54 43 33
700 67 52 37| 2°
800 68 36 36| 10 -
900 60 59 37 o
1000 73 63 -?3_‘ P & n}.g\_ n}w & @3 &S S §F@Q
2000 81 70 33 ¥
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(c) Packet Loss
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Suricata | Snort | Bro 40
Traffic Rate Paclkets Loss
PPS % o% % A
50 1.0 0.0 0.0l 50 .
100 15.9 0.0 01
200 17.7 0.0 01
300 17.8 0.0 51| 20 /’-\‘\w/. —+—Suricata
400 18.0 54 8.0 v A —8—Snort
500 184 83 10.35 . 4 Bro
600 183 152 136| 1
700 18.7 19.7 15.9
800 2.7 254 154
900 218 278 178| o - N— e -
1000 20.1 284 215 SEPF S SL SR LSS
2000 241 308 338 Y

Figure 5.3 Results of Normal UDP Traffic

5.4.2 Results of Experiment 1for Malicious Traffic

Figure 5.4shows the results when the eight grodpshalicious traffic

have been analyzed. The eight attacks are DNSkalmxS/DDoS attack, FTP attack,

ICMP attack, POP3/IMAP attack, SCAN attack, SNMfaek and Telnet attack.

(a) Memory Usage

D5 %
Suricata 173
Snort 202
Ero 18.7
(b) CPU Usage
Suricata Snort Bro =
Traffic Rate CPU CPU CPU
PPS e e % 70
30 11 15 13
60
100 13 16 13
200 19 33 14 50 +
300 34 41 23 10 —&— Suricata
400 37 4 33 L
300 37 49 41] 30 & T
600 40 30 41 T
00 45 31 41
800 32 36 43| 10 1
200 34 60 3] 4
1000 37 63 44
2000 59 72 31
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(c) Packet Loss

Experiments and Resultst

Suricata | Snort Bro 50
Traffic Rate Packsts Loss f
PPS % % %
50 0.1 0.0 0.0] 4 /
100 1.9 0.1 2.0 /A
200 26 1.3 2.0| 30 - s .
300 3.3 39 8.0 P —+—Suricata
400 2.0 15.1 114] 0 A —m—Snort
500 8.9 16.8 13.3 53 4+ Bro
600 110 178 183 /"{’7/
700 8.2 18.4 19.8( 10 - A
800 202 2.1 25.4 j
900 22.0 25.0 200 5 lp=—l—= - ,
1000 28.2 30.5 319 I R R R G
2000 30.1 49.0 35.9 ’
(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro D5 &
Traffic Rate Alert Alert Alert Suricata 1221
PP3 # # E Snort 832
30 1298 320 1003 Ero 043
100 1298 320 231
200 1291 873 231
300 1280 374 2381
400 1280 831 37
300 1280 827 436
600 1267 825 930
100 1233 323 230
300 1201 201 330
] 1190 301 027
1000 1092 793 927
2000 027 130 354

IDS for DNS attack. Figure 5.4 (b) shows that tdJQusage has the increasing trends
but Bro gives the lowest CPU usage. Figure 5.4p(epents the similar increasing
trend of the number of packet loss except that tSmes the high sharp increase at the
end. Figure 5.4 (d) and (e) show that the numbeal@ts in Suricata is the highest

Figure 5.4 Results of DNS Attack Traffic

Figure 5.4 (a) shows the similar average memorgeisanong all three

while Snort gives the lowest number of alerts.
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Figure 5.5 (a) shows the similar average memorgeisanong all three
IDS for DoS/DDoS attack where Bro has the lowesmowy usage. Figure 5.5 (b)
shows that the CPU usage has the increasing treheise Bro gives the lowest CPU
usage. Figure 5.5 (c) also presents the similaeasing trend of the number of packet
loss where Suricata has the highest packet logsird-i5.5 (d) and (e) show that the
number of alerts in Suricata is the highest whife@rg gives the lowest number of

alerts.

(&) Memory Usage

IDS Ya
Suricata 172
Snort 203
Bro 179
(b) CPU Usage
Suricata Snort Bro 90
Traffic Rate | CPU CPU ceU_ | o »
PP % % %
50 8 10 o|| 70
100 17 20 21| 60
200 22 41 4|
300 34 4 36]| °° g
400 36 43 42|| 40 —®— Snort
500 46 50 4| 50 L s
600 33 63 47
~ 20
700 50 52 51 .
300 53 64 53] 10
000 59 53 7| e - _
1000 74 70 57 8 5 .
2000 %6 76 66 TS LSS SIS
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(c) Packet Loss

Suricata |Snm1 Bro 50
Traffic Rate Packets Loss
PPS % % %
50 0.0 0.0 oo| * ):
100 44 0.0 1.0
200 8.7 1.0 10| 30 S .
300 9.1 5.1 106 __/. —+— Suricata
400 116 6.7 124|| ., g —8— Snort
500 16.4 8.0 12.0 4 Bro
600 194 195 15.7 s
700 213 203 15.4] 10 v
300 245 213 209 Kf
900 233 237 200( o | : :
1000 352 28 231 PSSP ISP IP PSS FPE
2000 436 293 3.0 v
(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro DS #
Traffic Rate Alert Alert Alert Suricata 1189
PP3 # # # Snort 331
30 1318 01 1043 Ero 873
100 1318 01 1043
200 1302 G00 1004
300 1289 897 4a2
400 128% 320 4a2
300 1200 890 402
600 1289 220 a0
100 1133 384 a0
300 1106 376 950
a00 408 376 047
1000 408 833 a01
2000 015 310 356

Figure 5.5 Results of DoS/DDoS Attack Traffic
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(a) Memory Usage
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DS %
Suricata 173
Snort 203
EBro 182
(b) CPU Usage
Suricata Snort Bro 20
Traffic Rate CPU CPU CPU
PPS A % % *
50 9 12 8| g0
100 13 23 17
200 19 20 23| 20
300 31 31 30| 49 ——Suricata
400 42 43 36 —8 Snort
500 50 43 37| 30 +—Bro
600 51 33 45| 55
700 51 33 49
800 33 61 55| 19 1
900 359 70 63| o
1000 61 i 63
2000 73 83 71
(c) Packet Loss
Suricata Snort EBro 40
Traffic Rate |Packsts Loss|Packets Loss|Packets Loss
PPS A A %
30 0.0 0.0 0.0 30
100 0.0 0.0 12
200 23 11 43
300 117 33 53| 20
400 12.3 2.0 73
500 127 91 136
600 12.6 112 153] 10
700 17.3 200 18.6 /
800 193 229 224 A
000 202 23.7 253) 5 L o
1000 317 l.“;.i 264 RO SR RS \@Q\.@Q
2000 302 354 309 v
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(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro D5 &

Traffic Rate Alert Alert Alert Suricata 032
PPS # # # Snort 913
50 974 057 1023 Bro 038

100 974 057 1021

200 960 043 1013

300 942 920 1013

400 937 912 947

500 931 912 043

600 920 912 932

700 912 893 27

800 011 892 921

200 210 801 920

1000 910 890 920

2000 903 872 913

Figure 5.6 Results of FTP Attack Traffic

Figure 5.6 (a) shows the similar average memorgeisanong all three
IDS for FTP attack where Suricata has the lowesharg usage. Similarly, Figure 5.6
(b) shows that the CPU usage has the increasingsr@here Snort gives the highest
trend. Figure 5.6 (c) presents the similar but mhixereasing trend of the number of
packet loss. Figure 5.6 (d) and (e) also show tthetsimilar number of alerts for all
three IDS.
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(a) Memory Usage

D5 3
Suricata 173
Snort 203
Bro 18.5
(b) CPU Usage
Suricata Snort Bro 7
Traffic Rate CPU CPU CPU
PPS Ya Ya %% 60
30 g 14 12
100 10 14 19/ 30
200 19 20 21 A
300 34 24 32 ——Suricata
400 34 40 35| 30 —@—Snort
300 35 41 39 e T
600 42 41 4p|| 20
00 45 43 30 i
800 46 49 45
00 47 33 45)
1000 33 39 47
2000 3% 68 54
(c) Packet Loss
Suricata | Smort Bro 50
Traffic Rate Packetz Loss
PPS Ya Ya %% 50
50 0.0 0.0 0.0
100 0.0 0.0 0.0 10
200 0.0 0.1 0.1
300 0.1 1.0 94| 30 —+— Suricata
400 0.1 119 104 —@—Snort
500 8.1 147 126 29 AErn
600 89 13.5 132
00 23 15.7 18.6] 19
800 11.8 21.7 239
o000 193 30,0 2500 54 mpa—
1000 -—_13,.8 %5.? J:j.l D @ hl}-gh 4)@ & L}@ S & @ “@\é\\ﬂ@a
2000 38.0 301 35.8 ’
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(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro DS =

Traffic Rate Alert Alert Alert Suricata 1393
PPS % # # Snort 1700
50 1973 1324 1063 Bro 1872

100 1973 1824 1063

200 1973 1824 1063

300 1970 1739 1878

400 1970 1736 1865

500 1859 1695 1853

600 1854 1604 1843

700 1853 1694 1864

800 1347 1670 1853

900 1832 1602 1841

1000 1810 1503 1833

2000 1806 1502 1740

Figure 5.7 Results of ICMP Attack Traffic

Figure 5.7 (a) shows the similar average memorgeisanong all three
IDS for ICMP attack where Suricata has the lowestmory usage. Figure 5.7 (b)
shows that the CPU usage has the increasing tnehdse Snort gives the highest
trend and Bro gives the lowest trend. Figure 5)7pfesents the similar increasing
trend of the number of packet loss where Bro sdemsve the lowest packet loss but
Suricata has the sharp increase in packet losard-k7 (d) and (e) show the similar
number of alerts for all three IDS where Suricatgeg the highest number of alerts.
Note that the number of alerts in ICMP attack isiled from all previous types of

attacks.
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(&) Memory Usage
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IDS %o
Suricata 17.2
Snort 203
Bro 183
(b) CPU Usage
Suricata Snort Bro 20
TrafficRate | CPU CPU CPU
PPS % % % L
50 8 14 16 60
100 ] 16 12
200 12 31 21] ¢
300 17 39 33| 19 ——Suricata
400 26 39 34 g —&—Snort
500 31 44 39| 30 // —+—Bro
600 35 47 40| 29 Lk
700 40 49 4 i /
800 42 49 41| 1 T
200 43 53 2] gl
1000 —}“ 53 33 L & IR RO P \@QW@Q
2000 52 71 68 4
(c) Packet Loss
Suricata | Snort Bro 60
Traffic Rate Packets Loss
PPS % % % 50
50 0.0 0.0 0.0
100 0.0 0.0 0.0] 40
200 0.0 0.1 10
300 0.1 0.7 8.4l 354 —é—Suricata
400 0.1 0.9 10.0 —@—Snort
300 0.7 13.8 123 20 +—Bro
600 0.8 13.9 14.0
700 111 158 205 10
800 18.0 284 219
900 18.7 302 26.3| 4 -
1000 287 378 26.7
2000 430 519 36.8
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(d) Alert Numbers (e) Average Alert Numbers
Suricat smort Bro 1D3 #

Traffic Rate Alert Alert Alert Suricata 303
PPS z 3 % Snort 306
50 330 451 462 Bro 42

100 330 451 462

200 326 433 459

300 326 439 450

400 326 412 450

500 518 387 41

600 519 383 433

700 518 376 435

500 504 358 436

900 403 333 430

1000 450 346 421

2000 417 334 424

Figure 5.8 Results of POP3/IMAP Attack Traffic

Figure 5.8 (a) shows the similar average memorgeisanong all three
IDS for POP3/IMAP attack. Figure 5.8 (b) shows ttiet CPU usage has the similar
increasing trends where Snort gives the highesdtend Suricata gives the lowest
trend. Figure 5.8 (c) presents the similar incregasiend of the number of packet loss
where Bro gives the lowest packet loss but Snaegthe highest packet loss. Figure
5.8 (d) and (e) show the similar number of alestsall three IDS where Suricata gives
the highest average number of alerts. Note thantimber of alerts in POP3/IMAP
attack is the lowest among all previous types taicks.
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(a) Memory Usage
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DS %
Suricata 173
Snort 203
Ero 184
(b) CPU Usage
Suricata Snort Bro 20
Traffic Rate CPU CPU CPU " &
PPS " % P ! .//
50 7 11 10| 60 A
100 2 13 17 / .
200 17 28 2| ? = o
300 23 39 31 40 N, —e— Suricata
400 33 49 30 /—/ —8-Snont
500 36 51 10| 3¢ / & s
600 42 54 40 39 4
700 43 53 48 ,% /
300 47 57 15 10 =
000 48 61 36 o : — :
1000 13 &4 ol TS S LSS S &
2000 63 72 32 ¥
(c) Packet Loss
Suricata | Snort Bro 50
Traffic Rate Packetz Loss
PPS [ [ 2 /:
50 0.0 0.0 00| *° -
100 0.0 0.0 0.0 / f
200 0.0 0.1 02| 30 &
300 0.1 8.7 8.9 ——Suricata
400 12 11.0 120/ ,, ) —8—Snort
500 24 12.1 13.0 - +—Bro
600 Sk 15.0 15.8 i
700 189 203 243| 10 :
800 19.4 231 2.1 A///
000 28 233 26| o lgp-ue—r
1000 389 26.0 31.8 SEL LSS SLPS S
2000 470 38.7 417 g
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(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro D3 #*
Traffic Rate Alert Alert Alert Suricata 1273
PPS % £ 3 Snort 1007
50 1389 1129 1521 Bro 1301
100 1389 1129 1521
200 1382 1103 1403
300 1362 1048 1392
400 1342 1029 1345
500 1204 1007 133
600 1293 992 1327
700 1254 960 131%
800 1250 933 1397
900 1190 932 1380
1000 1102 22 1370
2000 1051 903 1201

Figure 5.9 Results of SCAN Attack Traffic

Figure 5.9 (a) shows the similar average memorgeisanong all three
IDS for SCAN attack. Figure 5.9 (b) shows that BBU usage has the similar
increasing trends where Snort gives the highesidiré&igure 5.9 (c) presents the
similar increasing trend of the number of packetslavhere Snort and Bro gives
similar packet loss but Suricata has the sharpas® in packet loss at the end. Figure
5.9 (d) and (e) show the similar number of alestsall three IDS where Bro gives the

highest average number of alerts.
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presents the similar increasing trend of the nunobgacket loss. Figure 5.10 (d) and

(e) show the similar number of alerts for all thiB& where Bro and Suricata give the

highest average number of alerts.

(a) Memory Usage

M.Sc.of@puter Science)g5

Figure 5.10 (a) shows the similar average memoagesmong all three
IDS for SNMP attack. Figure 5.10 (b) shows that @eU usage has the similar

increasing trends where Snort seems to be the $tiglmong them. Figure 5.10 (c)

D3
Suricata 172
Snort 203
Bro 18.4
(b) CPU Usage
Snort Bro 90
Traffic Rate CPU CPFU 55
FPPS e %
30 17 10 70
100 21 21| 60
200 23 32 - ) _
300 46 48| ﬁ*‘ —&—Suricata
A0D 43 50| 40 7 —@—Snort
500 52 51] 30 e m
600 39 38
20
700 63 63
300 71 63| 10 -
500 73 bE] : — :
1000 79 75 ORCIRORICSROIOIIORIC
2000 39 30
(c) Packet Loss
Snort Bro 50
Traffic Rate Packets Loss
PPS ¥ % G
50 0.0 0.0
100 0.0 19
200 04 18] 30
300 7.6 56 —#— Suricata
A00 o0 7.8 20 —i- Snort
300 20 139 4+—Bro
600 11.3 15.7
700 154 178] 107
300 21 248
000 237 260| o
1000 278 26.0 SLELS S S P&
2000 316 3l4 b6
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(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro ID3 =

Traffic Rate Alert Alert Alert Suricata a1
PPS % £ 3 Snort 837
50 992 901 1031 Bro 917

100 902 200 1023

200 063 802 1012

300 920 882 063

400 016 370 042

500 013 868 ]

600 901 839 902

700 902 839 901

800 304 831 839

900 801 827 831

1000 800 810 827

2000 873 306 818

Figure 5.10 Results of SNMP Attack Traffic
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(a) Memory Usage

D3 %
Suricata 174
Snort 204
Bro 18.4
(b) CPU Usage
Suricata Snort Bro 70
Traffic Rate CPU CPU CPU
FPS £ ) % 60
50 6 11 g s
100 8 21 16| ~
200 12 M 21| 44
300 23 36 23 —#—Suricata
400 20 36 32| 30 —@—Snort
500 33 39 41 «—Bro
600 38 30 41| 20
700 12 A0 41 (i -
300 44 46 42
200 43 50 2| ol p—
1000 51 33 46 PRSP \@Qﬂ@‘\\
2000 39 68 34 i
(c) Packet Loss
Suricata | Smort | Bro 50
Traffic Rate Packets Lozs
FPS £ £ £ b
0 0.0 0.0 0.0
100 0.0 0.1 0.0
200 0.0 0.1 0.0| 30
300 0.1 1.0 0.1 —#— Suricata
AD) 20 12.3 o2 20 —— Snort
00 3.8 13.0 11.8 +—Bro
600 38 13.0 129
700 39 17.8 18.7| 10
300 11.9 21.0 248
900 13.0 259 257] o | 4 0000000000
1000 287 26.0 I-_‘_B RO S S P %@\@qﬁ@a
2000 438 304 35.8 r
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(d) Alert Numbers (e) Average Alert Numbers
Suricata Snort Bro s #

TrafficRate | Alert Alert Alert Suricata 379
PPS % # # Snort 760
50 918 830 993 Bro 960

100 918 329 992

200 013 813 900

300 901 782 084

400 803 751 060

500 881 750 073

600 830 743 971

700 873 737 954

800 369 731 937

900 832 720 932

1000 341 721 929

2000 810 716 901

Figure 5.11 Results of Telnet/SSH Attack Traffic

Figure 5.11 (a) shows the similar average memoage&samong all three
IDS for Telnet/SSH attack. Figure 5.11 (b) showat thhe CPU usage has the similar
increasing trends where Snort seems to be the stigireong them. Figure 5.11 (c)
presents the similar increasing trend of the nunabfgracket loss for Snort and Bro
whereas Suricata gives less number of packetilbbaving sharp increase at the end.
Figure 5.11 (d) and (e) show the similar numbealefts for all three IDS where Bro
give the highest average number of alerts and $netthe lowest average number of

alerts.
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5.4.3 Combined Traffic

This experiment shows the results when analyziegcttmbined traffic of
normal and malicious traffic. The normal TCP trafs the background traffic and is
fixed at the rate 300 pps. For the malicious teafthree attacks: DoS/DDoS attack,
SCAN attack and SNMP attack are selected since dneyery popular among IDS
communities. In addition, only three performanceriog are chosen and they are the

CPU usage, the packet loss and the number of .alerts

(a) CPU Usage

Malicious A 70
Traffic Suricata Snort Bro
DoS/DDo¥ CPU CPU cPU || 80
(PPS) L % L 50 >
0 23 16 30 4
40 /-
100 25

3 28 34 / —4—Suricata
200 34 36 41 30 4 ~—Snort
3 3 5 Ero
300 45 52 45 r/
20

400 34 4 47 {

500 60 57 48 10

600 62 60 52 0 : : : : : i i .
700 57 8 53 0 100 200 300 400 500 600 T00

(b) Packet Loss

M_;i.t;tﬁ;n:s Suricata Snort Bro 40

DoS/DDos Packets Loss /

(PPS) % % % 30
0 0 0.7 9
100 29 26 2.9 50 . —+—Suricata
200 69 92 119 ,/: = Snort
300 08 145 139 j. Bre
400 125 19 162 1o
500 18.7 193 211
600 201 271 209 0 : . . . . . . .
700 340 30 246 0 100 200 300 400 300 600 700
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(c) Alert Numbers

MTailac_;;fs Suricata Snort Bro f EE ‘ __....—-"'
DoS/DDoS Alert Alert Alet | /"/_
(PPS) # 4 # 600 /
0 0 0 0 500
100 315 216 246 200 / —#=Suricata
il Sniort
200 529 343 338 / r
300 Bro
300 634 418 476 /
400 652 497 533 200
500 697 530 627 100 - /
500 2 581 640 o Lol . . . . . . .
T00 748 603 681 0 100 200 300 400 300 600 700

Figure 5.12 Results of Combined Normal and DoS/DDa8fic
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(a) CPU Usage

%:5 Suricata Snort Bro n
A

SCAN CPU CPU CPU 60 /
(PPS) % % % 50 P
40 = e Suricata
100 19 31 33 /
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Figure 5.13 Results of Combined Normal and SCANfitra



Kittikhun Thongkanchorn Experiments and Resuli®
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Figure 5.14 Results of Combined Normal and SNMHfitra
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Figure 5.16 Alerts Number of Snort in All Attacks
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Figure 5.17 Alerts Number of Bro in All Attacks

Figures 5.15 to 5.17 compare the number of alertke eight attack types:

DNS attack, DoS/DDoS attack, Ftp attack, ICMP &it&OP3/IMAP attack, SCAN
attack, SNMP attack, and Telnet/SSH attack.
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5.5 Experiment 2 and Results

This experiment measures the accuracy rate oftiee iDS. The ratio of
missed alerts is calculated from the number oftalef all shared rules subtracted by
the number of alerts of one attack rule set. Thecgggage of missed alerts is
computed from the following formula.

Let X =Number of alerts of all shared rules

Y = Number of alerts of one attack rule
Thus, Percentage of missed alerts = (X -Y)/Y *100

Accuracy Rate =100 - Percentage of missed alerts

Table 5.3, 5.4 and 5.5 show the number of alerdstla@ accuracy rate of

each IDS. Figure 5.18 shows the comparison of ¢baracy rate of all IDS in the

graph.
Table 5.3Number of Alerts and Accuracy Rate fori&ia IDS
Attack Type Suricata
) 1 Rule Set All Fule Sets  [Accuracy Rate

DNS 1298 1396 9245
DoSDDoS 1318 1773 65 48
FIP o074 1055 01 68
ICMP 1973 2402 T78.26
POP3IMAP 530 574 91.70
SCAN 1389 1585 85 89
SNMP 992 1138 85 28
TelnetSSH 918 985 92.70




Kittikhun Thongkanchorn

Experiments and Resul#&

Table 5.4 Number of Alerts and Accuracy Rate foorSIDS

Snort

Attack Type ™ o Set | Al Rule Sets |Accuracy Rate

DNS 890 058 9236
DoSDDoS 001 1214 6526
FTP 957 1034 91.95
ICMP 1824 2210 78.84
POP3IMAP 451 490 0135
SCAN 1129 1292 85 56
SNMP 001 1041 84 46
TelnetSSH 830 894 9229

Table 5.5 Number of Alerts and Accuracy Rate fos DS

Bro

Attack Type ™ o Set | Al Rule Sets |Accuracy Rate

DNS 1005 1094 o114
DoSDDoS 1045 1410 65.07
FTP 1023 1107 91.79
ICMP 1963 2395 77.99
POP3IMAP 462 506 0048
SCAN 1521 1737 85 80
SNMP 1031 1193 8429
TelnetSSH 993 1072 9204
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Figure 5.18 Accuracy Rateof Three IDS
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5.6 Discussion of Experimental Results

The performance of each IDS is significantly aféecby the increase of
packet rates. From the experimental results prelyopresented, the analysis of the
normal TCP and UDP traffic are shown in Figure 5ahfl all three IDS have different
trends for the normal TCP and UDP traffic. In partar, Suricata has low packet loss
for TCP traffic till the high packet rate whereafias almost constant packet loss for
UDP. However, both Bro and Snort has similar teefadt both TCP and UDP traffic.

In overall, the packet loss in UDP traffic is ddtlower that those in TCP traffic.

100.0 1000 X

Normal TCP Normal UDP
90.0 Traffic o0y Traffic
80.0 80.0
00 700

60.0

60.0

—¥—Suricata 50.0 —e—5uricata

50.0
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200 : A"
i W 00 — .
0o+ @-F® 77T pps

QL T T T e T PPS o D O D H DO D

o o R T PELLF LSS S

°Jx°&~93°u°o,caﬁ'\°o§’q°$fp,\9@ Lol

Figure 5.19 Packets Loss of TCP and UDP Normalfitraf

Figure 5.20 shows the CPU utilization of both tHéPTand UDP normal
traffic. When the three IDS have high packets |dkgjr CPU utilization is also
increased as well since the packet rate affectsli$e performance. Even though
Suricata gives lower packet loss, Bro gives lowBtJGitilization. Moreover, the UDP
traffic has the higher CPU utilization than the T@&ffic. In particular, Suricata has
the worst CPU utilization for the UDP traffic.
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Figure 5.20 CPU Utilization of TCP and UDP Normaaffic

Under the different kind of attacks, each IDS hidfeknt packet loss and

CPU utilization. Table 5.6 shows the percentagpawket loss for all kinds of traffic,

and they are plotted as graphs in Figure 5.21.dditian, Table 5.7 shows the

percentage of CPU utilization for all kinds of fraf and they are plotted as graphs in

Figure 5.22.

The results show that Snort and Suricata use thd @Bre than Bro.

Figure 5.23also depicts that the memory usage bfthate IDS has no much

differences as the percentage is in between 17 #.2

Table 5.6 Percentage of Packet Loss

IDS Suricata Snort Bro

Packet rate 200 400 700 200 400 700 200 400 700
TCP 0.0 0.0 0.7 0.0 0.9 171 0.0 9.6 18.3
UbDP 0.1 18.0 18.7 0.0 5.4 19.7 0.1 8.0 15.9
DNS 2.6 9.0 18.2 1.3 15.1 18.4 2.0 11.4 19.8
Dos/DDoS 8.7 11.6 21.3 1.0 6.7 20.5 1.0 12.4 154
FTP 2.8 125 17.5 1.1 9.0 20.0 4.5 7.3 18.6
ICMP 0.0 0.1 9.3 0.1 11.9 15.7 0.1 104 18.6
POP3/IMAP 0.0 0.1 111 0.1 0.9 15.8 1.0 10.0 20.5
SCAN 0.0 1.2 18.9 0.1 11.0 20.3 0.2 12.0 24.3
SNNMP 2.0 11.0 12.9 0.4 9.0 154 1.8 7.8 17.8
Telnet/SSH 0.0 2.0 5.9 0.1 12.3 17.8 0.0 9.2 18.7
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Table 5.7 Percentage of CPU Utilization

Experiments and Resul&0

IDS Suricata Snort Bro

Packet rate 200 400 700 200 400 700 200 | 400 700
TCP 16.0 22.0 45.0 15.0 26.0 48.0 0.0 9.6 18.3
UDP 0.0 44.0 67.0 18.0 29.0 52.0 0.1 8.0 15.9
DNS 19.0 37.0 45.0 33.0 43.0 51.0 2.0 114 19.8
Dos/DDoS 22.0 36.0 60.0 41.0 45.0 62.0 1.0 12.4 415.
FTP 19.0 42.0 51.0 29.0 45.0 53.0 4.5 7.3 18.6
ICMP 19.0 34.0 45.0 20.0 40.0 45.0 0.1 10.4 18.4
POP3/IMAP 12.0 26.0 40.0 31.0 39.0 49.0 1.0 10. .520
SCAN 17.0 35.0 45.0 28.0 49.0 55.0 0.2 12.0 24.3
SNMP 23.0 43.0 57.0 23.0 48.0 68.0 1.8 7.8 17.8
Telnet/SSH 12.0 29.0 42.0 24.0 36.0 40.0 0.0 9.2 .718

Figure 5.22 Percentage of CPU Utilization

% CPU utlikzation at tratflc 200 PPS

AT

% CPU utllizationat trafiic 400 PPS
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Figure 5.23 Average Percentage of Memory Usage

Figure 5.24 shows the results of the combined itradf normal and
DoD/DDoS attack traffic for all three IDS. At thew packet rate, Bro has higher
packet loss and higher CPU utilization than otl,|but after the rate of 200 pps, it
has lower packet loss and lower CPU utilizatiomtlize others. However, Suricata
gives the highest number of alerts. In additiomguFe 5.25 presents the packet loss
and the CPU utilization for the packet rate of 2400,and 700 pps of all three IDS.

100.0 of Packetsloss 1w % of CPU utilization
0.0 - 90 1
80,0 80 4
o T )l |
00 —#—Suricata 60 | —#— Sy ricata
el =&=3nort 2,1 8= $nort
&0 T 40
- Bro Bro
30.0 /.74 30
N LY
200 T — 20 7
poil ﬁ—. Rate of 107 Rate of
0o + 3 T T Malicious o+ T T J Malicious
o 100 200 300 400 500 600 VOO ppe Tratfic o 100 200 300 400 500 600 TO0Oppe Traffic
T Number of alerts
700 7 !
& a
600 | : .
500 g
F —#—Suritata
el o ==Snort
ot . Ero
200 +
100 +
Rate of
0 @ Malickous

0 100 200 300 400 500 KO0 T00pps  Traffic

Figure 5.24 Combined Traffic of Normal and DoD/DDAfack Traffic
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CHAPTER VI
CONCLUSIONS

This chapter discusses the contribution of this thesis, discussed the
problems and the limitations of our work that we found, and finally suggests the future

work.

6.1 Contribution of the Thesis

This work analyzed and compared the three IDS tools. Snort Bro and
Suricatain many perspectives. They are all different and similar in terms of the system
architecture and the main components such as network traffic sensors, packet
anayzers, data stores, response units, and especially the rule syntax. Our objectives
are to evaluate all three IDS in terms of the performance and the accuracy. Thus, we
set up the testing environment for evaluation.

The parameters we have considered include the traffic types to be normal
and malicious traffic, eight selected attack types: DNS attack, DoS/DDoS attack, FTP
attack, ICMP attack, POP3/IMAP attack, SCAN attack, SNMP attack, and Telnet/SSH
attack, and a set of rulesto be active: either afull set of rules or a specific set of rules.
In the evaluation, we measure the performance in terms of packets loss and resource
utilization (CPU and memory utilization). For the accuracy, we count the number of
alerts when different set of rules are active.

From the experimental results, we summarize our findings as follows.

» Snort and Suricata gave similar results in terms of the performance and

the accuracy, but it seems that Suricata performs a little bit better than
Snort. This may be due to the new architectural design of Suricata that
has been greatly improved.
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* Similar to other studies, Bro still gave the best performance among
three IDS.

* In our work, we used the same set of traffic for conducting the
experiments for al three IDS. Thus, we could say that we compare the
three IDSfairly.

6.2 Problems and Limitations

Our work has the following limitations.

Our work is limited by the software used to generate both the background
and the attack traffic in the testing environment since the generated
background traffic and the percentage of mixing both traffic may not
represent the real traffic.

Our tests are limited by the type of attacks generated by NMAP. Thus, only
eight attack types are chosen for this study. It would be beneficial if we can
find a software tool that can generate many varieties of attacks since
several attack types are chalenging and interesting depending on the
environment of the experiments.

Another limitation is the compatibility of the rules defined in the IDS
engine. Especialy, in Bro, the rule syntax and the mechanism of the
detection engine are defined differently. Thus, the results obtained from
each IDS may not fully compatible.

Since the size of the network traffic generated for testing was very large, it
took very long time to run and do the anaysis. However, the computer
machines we used do not have high CPU power and large memory. Thus,
the results of packet loss may not actually reflect the performance of IDS,
but they give us the indication of how well the machines can handle high

traffic volume.



Fac. of Grad. Studies, Mahidol Univ. M.Sc. (Computer Science) / 85

6.3 Future Work

The evaluation of different IDS software is a challenging task since
many IDS tools and techniques have been constantly developed. In the meantime,
the new types of attacks and malicious traffic have also been evolved as well.
Thus, the experiments and the desirable parameters should be frequently
conducted to evaluate the performance and the accuracy of such IDS software so
that the new research ideas would be introduced to help us battle out those
malicious attacks efficiently.
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