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บทที ่ 3 
 

วิธีดําเนินการวิจัย 
 

       การวิจัยนี้สนใจศึกษาเปรียบเทียบประสิทธิภาพของสัมประสิทธิ์การตัดสินใจ  
( 2 2,O lR R )  และสัมประสิทธิ์การตัดสินใจที่ปรับคา  ( 2 2 2 2

, , , , , , , ,, , , ,O adj MS l adj MS O adj LM l adj LMR R R R  
2 2
, , , ,,

DEV AICl adj SAS l adj SASR R )  สําหรับตัวแบบการถดถอยโลจีสติก  ภายใตขนาดตัวอยาง  ( n )  เทากับ  
50, 100, 1000  และ  2000  และจํานวนตัวแปรอธิบายในตัวแบบการถดถอยเทากับ  1, 5  และ  
10 ตัว  โดยที่ตัวแปรอธิบายเปนทั้งตัวแปรเชิงคุณภาพและเชิงปริมาณ  นอกจากนั้นยังสนใจศึกษา
ความเอนเอียงสัมพัทธ (relative bias)  และรากที่สองของคาคลาดเคลื่อนกําลังสองเฉลี่ย  (root  
mean  square  error, RMSE)  ของสัมประสิทธ์ิการตัดสินใจและสัมประสิทธิ์การตัดสินใจที่ปรับ
คาที่กลาวขางตน  เม่ือกําหนดตัวแบบการถดถอยไมถูกตองใน 3  ลักษณะคือ  ลักษณะที่รูปแบบ
ของตัวแปรอธิบายไมถูกตอง  (wrong functional form of the covariate)  ลักษณะที่กําหนด
ฟงกชันเชื่อมโยงของตัวแบบไมถูกตอง  (misspecified link function)  และลักษณะที่กําหนดใหตัว
แบบมีตัวแปรอธิบายที่มีความสัมพันธกับตัวแปรตามขาดหายไป (missing  covariate)   

  
ขั้นตอนในการวจิัย 

  
 งานวิจัยนี้เปนการศึกษาโดยใชวิธีการจําลองขอมูลดวยเทคนิคมอนติคารโล  โดยการ

จําลองขอมูลและการประมวลผลขอมูลทําไดดวยการใชโปรแกรม   SAS ®   เวอรชัน  8.0  โดยมี
ขั้นตอนในการวิจัยดังตอไปนี ้

 
การจําลองชุดขอมูล 
 
  จําลองชุดขอมูลที่ใชในการศึกษาโดยที ่
 1.  สรางชุดขอมูลของตัวแปรอธิบาย  jX   เม่ือ  j = 1, 2, …, 10  โดยกําหนดให   

 1X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  2  และมีความแปรปรวนเทากับ  4   
 2X   มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0  และ  1   
 3X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  20  และมีความแปรปรวนเทากับ  4 
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 4X   มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0,  1,  2  และ  3   
 5X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  8  และมีความแปรปรวนเทากับ  3  
 6X   มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0,  1  และ  2     

 7X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  0  และมีความแปรปรวนเทากับ  1   
 8X   มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0  และ  1     

 9X   มีการแจกแจงปรกติที่มีคาเฉลี่ยเทากับ  15  และมีความแปรปรวนเทากับ  2   
 10X  มีการแจกแจงเอกรูปไมตอเนื่องที่มีคาเปนไปไดคือ  0,  1,  2,  3  และ  4   
 
       2.  สรางชุดขอมูลของตัวแปรตามแบบทวิภาคจากตัวแบบ  3  ตัวแบบดังนี ้
 

( ) 10.5 0.45i ilogit xπ = −                 ( )01M  
 

( ) 1 2 3 4 50.5 0.45 3.525 0.1 0.5 0.2i i i i i ilogit x x x x xπ = − + − − +          ( )05M  
 

( ) 1 2 3 4 5

6 7 8 9 10

0.5 0.45 3.525 0.1 0.5 0.2
0.4 0.3 0.3 0.05 0.8

i i i i i i

i i i i i

logit x x x x x
x x x x x

π = − + − − +

− + − − +
       ( )010M  

 
และทําการแปลงคา  ( )ilogit π   ที่ไดจากตัวแบบ  ( )01 ,M   ( )05M   และ  ( )010M   ใหเปน
คาตัวแปรสุม  iY   โดยกําหนดใหตัวแปร  iU   มีการแจกแจงเอกรูปที่ตอเนื่องบนชวง  (0,1) 

( )( )~ 0,1iU Uniform   และให  iP   คือผลตางระหวางคา  iπ   และ  iU   นั่นคือ  i i iP Uπ= −   
จะไดคา  iP   ที่มีคาอยูระหวาง  -1  และ  1  และจะทําการปรับคาของ  iP   ใหเทากับจํานวนเต็มที่
อยูใกลที่สุด  คือถา  1 0iP− ≤ ≤   ใหคา  0y =   และ  ถา  0 1iP< ≤   ใหคา 1y =  จะทําใหได
ตัวแปรตาม iY  ที่เปนตัวแปรสุมซึ่งมีคา 0  และ 1  ในสัดสวนที่ใกลเคียงกัน   
 
ตัวแบบที่ใชในการศึกษา 
 

 กําหนดตัวแบบไมถูกตองใน  3  ลักษณะ  ไดแก 
 1.  กําหนดตัวแบบเม่ือรูปแบบของตัวแปรอธิบายไมถูกตอง  กรณีนี้จะกําหนดให 

ตัวแปรอธิบายเปนตัวแปรเชิงปริมาณ  ( )1X   มีรูปแบบเปนกําลังสอง  ( )2
1X   นั่นคือ 
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( ) 2
0 1 1i ilogit xπ β β= +                            ( )11M  

 
( ) 2

0 1 1 2 2 3 3 4 4 5 5i i i i i ilogit x x x x xπ β β β β β β= + + + + +                 ( )15M  
 

    ( ) 2
0 1 1 2 2 3 3 4 4 5 5

6 6 7 7 8 8 9 9 10 10

i i i i i i

i i i i i

logit x x x x x
x x x x x

π β β β β β β

β β β β β

= + + + + +

+ + + + +
              ( )110M  

 
 2.  กําหนดฟงกชันเชื่อมโยงของตัวแบบไมถูกตอง  กรณีนี้จะกําหนดใหฟงกชัน 

เชื่อมโยงไมถูกตอง  2  รูปแบบนั่นคือ 
  2.1 ฟงกชันคอมพลีเมนทารีล็อก-ล็อก (complementary log-log) 
  จะไดตัวแบบดังตอไปนี ้
 

   ( ) 0 1 1log log 1 i ixπ β β− − = +                           ( )21M  
 

( ) 0 1 1 2 2 3 3 4 4 5 5log log 1 i i i i i ix x x x xπ β β β β β β− − = + + + + +                      ( )25M  
 

( ) 0 1 1 2 2 3 3 4 4 5 5

6 6 7 7 8 8 9 9 10 10

log log 1 i i i i i i

i i i i i

x x x x x

x x x x x

π β β β β β β

β β β β β

− − = + + + + +  
+ + + + +

                 ( )210M  

 
2.2  ฟงกชันโพรบิท  (probit)  จะไดตัวแบบดังตอไปนี ้
 

    ( )1
0 1 1i ixπ β β−Φ = +                               ( )31M  

 
( )1

0 1 1 2 2 3 3 4 4 5 5i i i i i ix x x x xπ β β β β β β−Φ = + + + + +           ( )35M  
 

( )1
0 1 1 2 2 3 3 4 4 5 5

6 6 7 7 8 8 9 9 10 10

i i i i i i

i i i i i

x x x x x
x x x x x

π β β β β β β

β β β β β

−Φ = + + + + +

+ + + + +
       ( )310M  
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 3.  กําหนดใหตัวแบบการถดถอยมีตัวแปรอธิบายที่มีความสัมพันธกับตัวแปรตาม
ขาดหายไป  นั่นคือ 
   3.1  สําหรับตัวแบบการถดถอยที่มีตัวแปรอธิบาย  5  ตัว 

   กําหนดใหตัวแปรอธิบายที่ขาดหายไปจากตัวแบบเปนตัวแปรเชิงปริมาณ  
( )5X   และตัวแปรเชิงคุณภาพ  ( )2X   ในตัวแบบ  ( )45M   และ  ( )55M   ตามลําดับ 
 

( ) 0 1 1 2 2 3 3 4 4i i i i ilogit x x x xπ β β β β β= + + + +                  ( )45M  
 

( ) 0 1 1 3 3 4 4 5 5i i i i ilogit x x x xπ β β β β β= + + + +                      ( )55M  
 

   กําหนดใหตัวแปรอธิบายที่ขาดหายไปจากตัวแบบมีทัง้ตัวแปรเชิง
ปริมาณและเชิงคุณภาพ  โดยกําหนดใหตัวแปรอธิบายที่ขาดหายไปคือ  1 2 4 5, , ,X X X X    
 

( ) 0 3 3i ilogit xπ β β= +                       ( )65M  
 
   3.2  สําหรับตัวแบบการถดถอยที่มีตัวแปรอธิบาย  10  ตัว 

   กําหนดใหตัวแปรอธบิายที่ขาดหายไปจากตัวแบบเปนตัวแปรเชิงปริมาณ  
( )3 7,X X   และกําหนดใหตัวแปรอธิบายที่ขาดหายไปเปนตัวแปรเชิงคุณภาพ  ( )8 10,X X   ใน
ตัวแบบ  ( )410M   และ  ( )510M   ตามลําดับ 
 

( ) 0 1 1 2 2 4 4 5 5

6 6 8 8 9 9 10 10

i i i i i

i i i i

logit x x x x
x x x x

π β β β β β

β β β β

= + + + +

+ + + +
                    ( )410M  

 
( ) 0 1 1 2 2 3 3 4 4

5 5 6 6 7 7 9 9

i i i i i

i i i i

logit x x x x
x x x x

π β β β β β

β β β β

= + + + +

+ + + +
                    ( )510M  

 
   กําหนดใหตัวแปรอธิบายที่ขาดหายไปจากตัวแบบมีทั้งตัวแปรเชิง

ปริมาณและเชิงคุณภาพ  โดยกําหนดใหตัวแปรอธิบายที่ขาดหายไปคือ  1 3 5 6, , , ,X X X X    
7 8 9 10, , ,X X X X  

 

( ) 0 2 2 4 4i i ilogit x xπ β β β= + +                     ( )610M  
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ขั้นตอนในการประมวลผล 
 
 1.  ในแตละตัวแบบกําหนดใหมีขนาดตัวอยางเทากับ  50, 100, 1000  และ  2000 

       2.  นําขอมูลที่จําลองมาประมาณคาสัมประสิทธ์ิการถดถอยในตัวแบบการถดถอย 
โลจีส ติกตัวแบบ   ( ) ( ) ( )01 , 05 ,..., 610M M M   ดวยวิ ธีความควรจะเปนสู งสุดของ                                           
ฟชเชอรสกอริง  (Fisher’s  scoring  method)  โดยใชคําสั่ง  PROC  LOGISTIC  ในโปรแกรม  
SAS ®   เวอรชัน  8.0   
    3.  คํานวณคา  2

,O trueR   และ  2
,l trueR    ดวยสมการที่  ( )1.7   และ  ( )1.8   โดยใชคา 

เร่ิมตนของ  iπ   ที่ไดจากการจําลอง  ( )ilogit π   ซึ่งจะถือวาเปนคาจริงของสัมประสิทธิ์การ 
ตัดสินใจ  
 4.  คํานวณคาประมาณของ  2

OR   และ  2
lR   ดวยสมการที ่ ( )2.4   และ  ( )2.5      

ซึ่งเปนคาสัมประสิทธิ์การตัดสินใจที่ยังไมปรับคา 
 5.  คํานวณคาประมาณของ  2

adjR  ที่นํามาศึกษาไดแก 2 2
, , , ,, ,O adj MS l adj MSR R   

2 2 2
, , , , , ,, ,

DEVO adj LM l adj LM l adj SASR R R   และ  2
, , AICl adj SASR   ดวยสมการที่  ( )1.1 ,  ( )1.2 ,  ( )1.3 ,  ( )1.4 ,  

( )1.5   และ  ( )1.6   ตามลําดับ 
 6.  ทําซ้ําในขั้นตอนที ่ 1  ถึงขั้นตอนที ่ 5  จํานวน  1,000  คร้ัง   
  7.  คํานวณคามัธยฐาน  ( 2R% )  ความเอนเอียง  (bias)  ความเอนเอียงสัมพัทธ 
(relative bias)  คารากที่สองของคาคลาดเคลื่อนกําลังสองเฉลี่ย (RMSE)  ของคาประมาณ  2R   
และ  2

adjR   และคํานวณรอยละของคาประมาณ  2R   และ  2
adjR   ทีมี่คาอยูนอกชวง  [0,1]  จาก

การทําซ้ํา   1,000  ครั้ง   
 8.  วิเคราะหผลและรายงานผล 
 9.  สรุปผลของการวิจัย  
 
 ขั้นตอนในการวิจัยสามารถเขียนเปนแผนภาพไดดังแผนภาพที ่ 3.1   
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แผนภาพ 3.1 
แสดงขั้นตอนของการวิจัย 

 
เริ่มตน 

 
 

จําลองชุดขอมูลของตัวแปรอธิบายดังนี ้
 

 
( ) [ ] ( )
[ ] ( ) [ ]
( ) [ ] ( )

1 2 3

4 5 6

7 8 9

~ 2, 4 , ~ 0,1 , ~ 20, 4 ,
~ 0,3 , ~ 8,3 , ~ 0, 2 ,
~ 0,1 , ~ 0,1 , ~ 15,2 ,

X Normal X Uniform X Normal
X Uniform X Normal X Uniform
X Normal X Uniform X Normal

 

และ  [ ]10 ~ 0,4X Uniform   
  
 

จําลองชุดขอมูลของตัวแปรตาม  ( )~i iY Bernoulli π   จากตัวแบบ 
 

( ) 10.5 0.45i ilogit xπ = −                    
 

( ) 1 2 3 4 50.5 0.45 3.525 0.1 0.5 0.2i i i i i ilogit x x x x xπ = − + − − +             
 

( ) 1 2 3 4 5

6 7 8 9 10

0.5 0.45 3.525 0.1 0.5 0.2
0.4 0.3 0.3 0.05 0.8

i i i i i i

i i i i i

logit x x x x x
x x x x x

π = − + − − +

− + − − +
 

 
 

ทําการแปลง  ( )ilogit π   ใหเปนตัวแปรสุม  iY   ที่มีคาเปน  0  หรือ  1 
ให  ( )~ 0,1iU Uniform   และ  i i iP Uπ= −   ใชคําสั่ง  ( )i iy ceil P=  
จะไดตัวแปรตาม  iY   ที่มีคา  0  และ  1  ในสัดสวนที่ใกลเคียงกัน 
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แผนภาพ 3.1  (ตอ) 
 
 

กําหนดตัวอยาง  โดยขนาดตัวอยางที่ใชคือ   
n = 50, 100, 1000, 2000   

 
       

นําขอมลูมาประมาณคาพารามิเตอรของสัมประสิทธ์ิการถดถอย 
ในตัวแบบ  ( ) ( ) ( )01 , 05 ,..., 610M M M  

ดวยวิธขีองฟชเชอรสกอริง  (Fisher’s scoring method) 
 
 

คํานวณคา  2 2
, ,,O true l trueR R   และคาประมาณของ  2 2, ,O lR R  

2 2 2 2 2
, , , , , , , , , ,, , , ,

DEVO adj MS l adj MS O adj LM l adj LM l adj SASR R R R R   และ  2
, , AICl adj SASR  

 
 
 

คํานวณคา  2 , ,R bias%  relative  bias ,  RMSE  และ 
รอยละของคาประมาณ  2R   และ  2

adjR    
ที่มีคาอยูนอกชวง  [0,1]  จากการทําซ้ํา   1,000  ครั้ง 

 
 

เปรียบเทียบประสิทธิภาพของ  2R   และ  2
adjR   

แตละตัวในสถานการณตางๆ 
 
 

วิเคราะหผลและสรุปผลการวิจัย 
    

 
     จบ 

 

ทําซ้ําจนครบ  1,000  ครั้ง 


