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บทที ่ 2 
 

ทฤษฎีและผลงานวิจัยที่เก่ียวของ 
 
ทฤษฎีที่เก่ียวของ 
 
 การวิเคราะหการถดถอยโลจีสติก  (logistic regression analysis)  เปนวิธีทางสถิติที่
ใชศึกษาความสัมพันธระหวางตัวแปร  2  กลุม  ไดแกกลุมตัวแปรอธิบาย (explain variable)  หรือ
ตัวแปรอิสระ (independent variable)  ซึ่งอาจเปนตัวแปรเชิงคุณภาพหรือเชิงปริมาณก็ได  และ
ตัวแปรตาม  (dependent  variable)  ที่เปนตัวแปรเชิงคุณภาพ  โดยมีวัตถุประสงคเพ่ือศึกษา
ความสัมพันธระหวางตัวแปรเหลานี้และนําคาตัวแปรอธิบายไปพยากรณคาความนาจะเปนที่จะ
เกิดความสําเร็จและไมสําเร็จของตัวแปรตาม  ประเภทของการวิเคราะหการถดถอยโลจีสติก  
สามารถแบงตามคาที่เปนไปไดของตัวแปรตาม  กรณีที่ตัวแปรตามมีคาเพียง  2  คาจะเรียกวา        
การวิเคราะหการถดถอยโลจีสติกทวิภาค  (binary  logistic regression analysis)  แตถาตัวแปร
ตามมีคามากกวา  2  คา  จะเรียกวาการวิเคราะหการถดถอยโลจีสติกอเนกนาม  (multinomial 
logistic regression analysis)  ในงายวิจัยนี้คําวาการถดถอยโลจีสติกจะหมายถึงการถดถอย             
โลจีสติกทวิภาค 
 
ตัวแบบการถดถอยโลจีสตกิ  (logistic regression  model)   
 
 ตัวแบบการถดถอยโลจีสติก  คือตัวแบบทีแ่สดงความสัมพันธระหวางตัวแปร  2 กลุม
ไดแกกลุมตัวแปรอธิบายและตัวแปรตามแบบทวิภาคที่มีคาเปนไปได  2  คา  โดยพิจารณาในรูป
ของ  “ความสําเร็จ”  และ  “ความไมสําเร็จ”  โดยที ่ 1Y =   เม่ือพบความสําเร็จ  และ  0Y =   เม่ือ
พบความไมสําเร็จ  (Agresti, 1996)  เนื่องจากการวิเคราะหการถดถอยเชิงเสนมีขอสมมุติวา  

( ) 0E ε =   นั่นคือ  ( )y E Y X x ε= = +   และ  ( ) 0
1

p

j ij
j

E Y X x xβ β
=

= = + ∑  ซึ่งเปนคาเฉลี่ย

ของ Y  มีคาอยูในชวง  ( ),−∞ ∞   แตการวิ เคราะหการถดถอยโลจีสติกเปนการศึกษา
ความสัมพันธระหวางคาความนาจะเปนที่จะเกิดความสําเร็จ  ( ) ( )1P Y X x Xπ= = =   กับ 
ตัวแปรอธิบาย  โดยที่  ( )Xπ   ก็คือคาความนาจะเปนแบบมีเงื่อนไขที ่ 1Y =   เม่ือ  iY                               
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มีการแจกแจงแบรนูลลทีี่มีโอกาสเกิดความสําเร็จเทากับ  ( )iXπ   พบวาคาของ  ( )iXπ   จะอยู
ในชวง  (0,1)  ซึ่งแตกตางจากตัวแบบการถดถอยเชิงเสนที่จะมีคาเฉลี่ยอยูในชวง ( ),−∞ ∞   
สําหรับการวิเคราะหการถดถอยโลจีสติกนั้น  จะสนใจการพยากรณคาที่ถูกหรือผิดของตัวแปรตาม
มากกวาคาพยากรณที่เปนตัวเลข  ดังนั้นถาใชตัวแบบการถดถอยเชิงเสนจะทําใหคาพยากรณที่ได
มีคาไมเหมาะสม  นั่นคือมีคานอยกวา  0  หรือมากกวา  1  ดังนั้นจึงนําตัวแบบการถดถอย                   
โลจีสติกมาใชแทนตัวแบบการถดถอยเชิงเสน  ตัวแบบการถดถอยโลจีสติกมีรูปแบบดังนี้ 
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และ 
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หรือ 
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π β β
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 
= = + − 

∑  

  
เม่ือ ( ) ( )1i i iX P Y X xπ = = =  แทนความนาจะเปนแบบมีเงื่อนไขที ่ 1iY =    
 0 , jβ β     คือพารามิเตอรของตัวแบบเม่ือ  1,...,j p=  
 iY    คือตัวแปรตามแบบทวิภาค  1,...,i n=  
 ijx      คือคาของตัวแปรอธิบาย 
  
 ในการวิเคราะหการถดถอยโลจีสติกจะสามารถเขียนเทอมของคาคลาดเคลื่อนสุม  
( )iε   ไดในรูปของ  ( )y Xπ ε= +   ซึ่งถา  0y =   แลว  ( )Xε π= −  และถา  1y =   แลว  

( )1 Xε π= −  ดังนั้นคาคลาดเคลื่อนสุม  ( )ε   ในการถดถอยโลจีสติกจึงมีการแจกแจงทวินาม  
(binomial  distribution)  ที่มีคาเฉลี่ยเทากับ  0  และความแปรปรวนเทากับ  ( ) ( )1X Xπ π −      
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 ตัวแบบการถดถอยโลจีสตกิกรณีที่ตัวแปรตามเปนแบบทวิภาค (binary responses 
variable)  จะมีลักษณะทีส่ําคัญ  5  ประการคือ 
 1.  คาเฉลี่ยแบบมีเงื่อนไขของเสนการถดถอยโลจีสติก  ( ) ( )1X P Y xπ = =   ตอง
มีคาอยูระหวาง  0  และ  1 
 2.  คาคลาดเคลื่อนสุมมีการแจกแจงทวินาม  (binomial distribution)  ซึ่งถาตัวอยาง
มีขนาดใหญ  การแจกแจงดังกลาวจะใกลเคียงกับการแจกแจงปรกติ (normal  distribution)   
 3.  หลักเกณฑที่เปนแนวทางของการวิเคราะหการถดถอยโลจีสติก  สามารถใช 
หลักเกณฑของการวิเคราะหการถดถอยเชิงเสนทั้งแบบเชิงเดียวและแบบพหุคูณได  เนื่องจาก
ฟงกชันโลจีสติกมีลักษณะเสนโคงเปนรูปตัว  S   หรือที่เรียกวาโคงซิกมอยด  (sigmoid  curve)  
โดยที่ความสัมพันธมีลักษณะเหมือนการถดถอยเชิงเสนและเปนเสนตรงเม่ือ  ( )Xπ   อยูระหวาง  
0.2  ถึง  0.8  ดังนั้นในการคํานวณใดๆ  เกี่ยวกับตัวแบบการถดถอยโลจีสติก  สามารถใช
คุณสมบัติของการถดถอยเชิงเสนไดเชน  การวิเคราะหสวนตกคาง  (residuals analysis) 

 
                 ( )Xπ  

 
 
 
 
 
 

ภาพที ่ 2.1  เสนโคงของฟงกชันโลจีสติก 
 
 4.  ตัวแปรตาม  iY   มีการแจกแจงแบรนูลลีที่มี  ( )( 1 )i i iP Y X x Xπ= = =    โดย
ที ่ ( )0 1iXπ≤ ≤   แต  0

1

p

j ij
j

xβ β
=

+ ∑   ไมจําเปนตองอยูในชวง  (0,1)  ดังนั้นจึงตองหาฟงกชัน

เชื่อมโยง  (link  function)  มาสรางตัวแบบที่แทนความสัมพันธเชิงเสนระหวาง  ( )iXπ                   
กับตัวแปร  iX   ในการถดถอยโลจีสติก  โดยสวนใหญจะทําการแปลงใหอยูในรูปโลจิท  (logit)  
ของ  ( )iXπ   คือ   
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ซึ่ง  ( )ilogit π   ไมจําเปนตองอยูในชวง  (0,1)  และมีความสัมพันธเชิงเสนในรูปของ   
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 5.  กรณีที่ตัวแบบการถดถอยมีตัวแปรอธิบายเพียง  1  ตัว 
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  มีประโยชนสําหรับการตีความหมายในเทอมของโอกาสความ

เปนไปได  (odds)  โดย  odds  จะเพ่ิมขึ้นเปน  ( )1exp β    เทา   ณ   ทุกๆ   คาของ   1X   ที่

เพ่ิมขึ้น  1  หนวย  และ  odds  ของ   1Y =   คือ  ( )
( ) 0 1 11

i
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i
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π
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π
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−

  เปนฟงกชันเชื่อมโยง

สําหรับตัวแบบการถดถอยโลจีสติก  ใหมีรูปแบบเปนตัวแบบเชิงเสนวางนัยทั่วไป  (generalized 
linear model, GLM) 
 
 นอกจากฟงกชันโลจทิแลว  สําหรับตัวแบบเชิงเสนวางนัยทั่วไป  (GLM)  ยังมีฟงกชัน
เชื่อมโยง  (link  function)  ของตัวแบบการถดถอยอื่นอีก  แตฟงกชันเชื่อมโยงที่นํามาปรับใชกับ
ตัวแบบโลจีสติกมี  2  แบบ  โดยแบบแรกไดแกฟงกชันเชื่อมโยงโพรบิท  (probit)  ที่มีพ้ืนฐาน                
มาจากฟงกชันความนาจะเปนสะสมของการแจกแจงปรกติมาตรฐาน  (standard  normal  
cumulative  distribution  function)  ที่มีรูปแบบดังนี้คือ  ( ) ( )F z P Z z= ≤   หรือ 
 

( ) 21 1exp
22

z

z z dz
π −∞

 Φ = − 
 ∫  

 
และฟงกชันโพรบิทสําหรับตัวแบบการถดถอยโลจีสติก  แสดงไดในรูป   
 

( ) 0i j ij
j

X xπ β β
 

= Φ + 
 

∑  และ ( )1
0i j ij

j
X xπ β β−Φ = +   ∑  

หรือ 
( ) 0i j ij

j

probit xπ β β= + ∑  
 
ฟงกชันโพรบิทนี้จะมีคุณสมบัติสมมาตร (symmetric)  ที่  ( ) 0.5iXπ =   และมีลักษณะเสนโคง
คลายกับฟงกชันโลจทิ   
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 สวนฟ ง ก ชั น เ ชื่ อ มโยงแบบที่ ส อ งคือฟ ง ก ชั นคอมพลี เ มนทารีล็อก -ล็อ ก  
(complementary log-log)  ซึ่งเปนฟงกชันเชื่อมโยงที่ปรับจากฟงกชันโลจิทเม่ือคาของ  ( )iXπ   
เพ่ิมจาก  0  คอนขางชาแตมีคาเขาใกล  1  คอนขางเร็ว  (วีรานันท, 2541)  มีรูปแบบสําหรับ               
ตัวแบบการถดถอยโลจีสติกคือ 
 

( ) 0log log 1 i j ij
j

xπ β β− − = +   ∑  

 
ฟงกชันคอมพลีเมนทารีล็อก-ล็อกนี้จะไมสมมาตรที ่ ( ) 0.5iXπ =   ซึ่งไมเหมอืนกับฟงกชันโลจทิ
และฟงกชันโพรบิท 
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ภาพที่  2.2  เสนโคงของฟงกชันโลจิท  ฟงกชันโพรบิท  และฟงกชันคอมพลีเมนทารีล็อก-ล็อก  
 
 
 
 

_____ Logit 
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การประมาณคาพารามิเตอรของสัมประสิทธิ์การถดถอย 
 
 การประมาณคาพารามิเตอรของสัมประสิทธ์ิการถดถอยในตัวแบบเชิงเสนทั่วไป  โดย
สวนใหญนิยมใชวิธีกําลังสองนอยสุดแบบสามัญ  (ordinary  least  square)  และวิธีความควรจะ
เปนสูงสุด  (maximum likelihood)  ซึ่งการประมาณคาดวยวิธีความควรจะเปนสูงสุด  เปนวิธีที่ใช
ในการประมาณคาพารามิเตอรของตัวแบบในกลุมเลขชีก้ําลัง  (exponential family models)  แต
ในหลายสถานการณพบวาไมสามารถใชวิธีการประมาณคาดังกลาวไดโดยตรง  เนื่องจากสมการมี
รูปแบบไมเปนเชิงเสน (non linear)  ในเทอมของพารามิเตอร   การแกสมการจึงตองมีการคํานวณ
ดวยวิธีทําซ้ําเชิงตัวเลข  (numerical iteration)  และเมื่อนํามาใชรวมกับวิธคีวามควรจะเปนสูงสุด
แลว  ทําใหไดวิธีที่มีประสิทธิภาพมากขึ้น  วิธีอื่นๆ  ที่ใชควบคูกับวิธีความควรจะเปนสูงสุดแบบ
ทําซ้ํามีหลายวิธีแตในที่นี้จะกลาวถึงเฉพาะวิธีของฟชเชอรสกอริง  (Fisher’s  scoring  method) 
ซึ่งเปนวิธีที่ใชสําหรับการประมาณคาพารามิเตอรของตัวแบบการถดถอยในคําสั่ง  
PROC LOGISTIC  ของโปรแกรม  SAS ®   
 
 วิธีของฟชเชอรสกอริงไดจากการนําวิธีของนิวตัน  ราฟสัน  (maximum  likelihood  
with Newton Raphson)  มาปรับใช  (Nelder and Wedderburn, 1972)  โดยมีหลักการคํานวณ
ดังนี ้ ใหตัวแปรตาม  iY   เปนตัวแปรทวิภาคจํานวน  n   คาสังเกต  และ  ( )0 1, , ...,i i i ipx x x x=   
แทนรูปแบบของคาตัวแปรอธิบาย  p   ตัว  ในกรณีที่ ตัวแปรอธิบายทั้งหมดเปนตัวแปร                         
เชิงคุณภาพรูปแบบของ  ( )0 1, , ...,i i i ipx x x x=   จะมีจํานวนนอยกวาจํานวนคาสังเกต  ( )I n<   
แตถาตัวแปรอธิบายเปนตัวแปรเชิงปริมาณหลายๆ  ตัว  รูปแบบของ  ( )0 1, , ...,i i i ipx x x x=              
อาจมีจํานวนเทากับจํานวนคาสังเกต  ( )I n=   (Agresti, 1990)  และเม่ือ  0 1 ; 1, ...,ix i n= =   
ตัวแบบการถดถอยโลจีสติกมีรูปแบบดังนี้ 
 

( ) 0

0

exp

1 exp

p

j ij
j

i p

j ij
j

x
X

x

β

π

β

=

=

 
 
 =

 
+  

 

∑

∑
 

 
โดยที ่ ( ) ( )1i i i iX P Y X xπ = = =   และ  jβ   คือพารามิเตอรของตัวแบบเมื่อ  0, 1, ...,j p=       

jβ   มีความสัมพันธกับ   ( )Xπ   คือถาคา  0β <   ในขณะที ่ x   มีคาเพ่ิมมากขึ้น  คา   ( )Xπ   
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0β < 0β >

จะมีคาเขาใกล  0  และถาคา  0β >   ในขณะที ่ x   มีคาเพ่ิมมากขึ้น  คา  ( )Xπ   จะมีคาเขา
ใกล  1  และถาคา  β  มีคาเขาใกล  0  มากๆ  โคงของ  ( )Xπ  จะเปนเสนตรงตามแนวแกน  X  
 
                             
     1                 1 
 
 
 

 
      0                                         X                       0                                      X  

 
ภาพที ่ 2.3  ความสัมพันธของ  ( ) ( )1X P Y xπ = =   และ  x   เม่ือพิจารณาจาก  β  

 
 สําหรับในแตละรูปแบบหรือชุดของ  ( )0 1, , ...,i i i ipx x x x=   คาตัวแปรตามที่  

1iY =   อาจจะมีคามากกวา  1  คาสังเกต  ทําใหมีการนับจํานวนคาสังเกตที่  1iY =   ในลักษณะ
ใหม   iY   ในกรณีหลั งนี้ จึ ง เปน ตั วแปรสุ มที่ มีก า รแจกแจงท วินาม   ( )( ), ,i ibin n xπ   

1, 2, ...,i I=   เมื่อ  I n=   ดวยคาเฉลี่ย  ( ) ( )i i iE Y n xπ=   เม่ือ  1 2 ... In n n n+ + + =   โดยที่
ฟงกชันความนาจะเปนรวม  (joint probability mass function)  ของ  ( )1, ..., IY Y   คือ 
 

( ) ( ) ( ) ( )
( )1 1 1

1 1 exp log
1

i

i i ii

y
I I In y ny i

i i i
i i i i

X
X X X

X
π

π π π
π

−

= = =

      − = −            −       
∏ ∏ ∏  

 

  ( ) ( )
( )11

1 exp log
1

i
I In i

i i
ii i

X
X y

X
π

π
π==

   
= −        −     

∑∏  

 

แต    ( )
( ) 0

log
1

p
i

j ij
ji

X
x

X
π

β
π =

 
=  − 

∑   เมื่อ  0, 1, ...,j p=  

   

และ             ( )
1

0
1 1 exp

p

i j ij
j

X xπ β
−

=

  
− = +     

   
∑  

( )Xπ ( )Xπ
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ดังนั้นฟงกชันควรจะเปน  (likelihood function)  มีคาเทากับ 
 

0 1 01

1 exp exp
in

p pI I

j ij i j ij
j i ji

x y xβ β
−

= = ==

        +       
           

∑ ∑ ∑∏  

 
และฟงกชันล็อกควรจะเปนเขียนแทนดวย  ( )L β   ที่มคีาเทากับ 
 

( ) log 1 expi ij j i j ij
j i i j

L y x n xβ β β
        = − +     

         
∑ ∑ ∑ ∑  

 
จะเห็นวาฟงกชัน  ( )L β   ขึ้นอยูกับจํานวนนับแบบทวินาม  (binomial count)  โดยสังเกตจาก            
ตัวสถิติพอเพียง  (sufficient statistics)  นั่นคือ  ; 0, 1, ...,i ij

i

y x j p=∑    

และ 

( )
exp

1 exp

j ij
j

i ia i ia
i ia

j ij
j

x
L

y x n x
x

β
β

β
β

  
  

∂   = −  ∂  
 +  
   

∑
∑ ∑

∑
 

นอกจากนี ้

( ) ( )
2

2

exp
1

1 exp

ia ib i j ij
j

ia ib i i i
i ia b

j ij
j

x x n x
L

x x n

x

β
β

π π
β β

β

 
 

∂  = − = − −
∂ ∂   

+  
   

∑
∑ ∑

∑
 

 
และสมการปรกติจะอยูในรูป 
   
   ˆ 0 ; 0, 1, ...,i ia i i ia

i i

y x n x a pπ− = =∑ ∑            ( )2.1  

โดยที ่
ˆ ˆˆ exp 1 expi j ij j ij

j j

x xπ β β
    

= +    
     

∑ ∑  
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เปนตัวประมาณความควรจะเปนสูงสุด  (MLE)  ของ  ( )iXπ   ให  X   แทนเมทริกซขนาด  
( )1I p× +   ของคาสังเกต  ijx   และให  ˆ ˆi i im n π=   แลวสมการ  ( )2.1   จะสามารถเขียนไดใน

รูป 
     ˆX Y X m′ ′=              ( )2.2  
 
สมการ  ( )2.2   นี้จะคลายกับสมการปรกติจากตัวแบบการถดถอยที่ใชวิธีกําลังสองนอยสุด   
โดยที ่

ˆX y X y′ ′=   เมื่อ ˆŷ X β=  และ  ( ) 1ˆ X X X yβ −′ ′=  
 

 การแกสมการ  ( )2.1   จะใชวิธีของฟชเชอรสกอริง  (Fisher’s  scoring  method)  
โดยมีวิธีการคํานวณคือเริ่มตนจะตองมีการเดาคาประมาณ  ( )0β   ที่ทําใหฟงกชันล็อกควรจะเปน  

( )L β   มีคาสูงสุด  และนําไปใชในการทําซ้ําครั้งที ่ 1  โดยมีหลักเกณฑดังนี ้  
กําหนดให 

( ) ( ) ( )
1 2

, , ...,
p

L L L
U

β β β
β β β

 ∂ ∂ ∂
=   ∂ ∂ ∂ 

 

และ   
( )2

i j

L
H

β
β β

∂
=

∂ ∂
      ทีม่ีสมาชิกเปน      ( )2

ij
i j

L
h

β
β β

 ∂
=   ∂ ∂ 

 

 
ซึ่ง  H  เปนเมทริกซเอกฐาน  (singular  matrix)  ของอนุพันธที่สอง  (second derivatives)  ของ  

( )L β   และ  ( )M E H=   ให  ( )( )sL β   และ  ( )sM   แทนเทอมของ  ( )L β   และ  M   ของ
การประมาณคา  β   ในครั้งที่  s   ตามลําดับ  เม่ือ  0, 1, 2, ...s =   และในการทําซ้ําของขั้นตอน
ที่  s   พิจารณาใหเทอม  ( )L β   ใกลเทอม  ( )( )sL β   ณ  ( )sβ   ในลักษณะของการกระจาย
อนุกรมเทยเลอร (Taylor’s  series  expansion)  กําลังที่สอง  (2 nd  order)  รอบๆ  คา  ( )sβ β=   
ซึ่งมีรูปแบบดังนี ้  

( ) ( ) ( )( )s sL Lβ β β β = + −   
 

( ) ( )( ) ( ) ( )( ) ( )( ) ( ) ( )( )1
2

s s s s s sL L U Mβ β β β β β β β
′  ′ = + − + − −     
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แกสมการ  ( )2.1   จาก 
( )( )

( ) ( ) ( )( ) 0
s

s s sL
U M

β
β β

β
∂

= + − =
∂

 

 
    ( ) ( ) ( )1ˆ s s sM Uβ β

−
 = +                 ( )2.3  

 
นําคา  ( )0β   ไปแทนที ่ ( )sβ   ใน  ( )2.3   และคํานวณคา  β̂   ใหมเพื่อใชสําหรับการทําซ้ําครั้งตอ    
ไป  เพราะฉะนั้นการทําซ้ําครั้งตอไปจะมีลักษณะเปน 
 

( ) ( ) ( )( ) ( )11s s s sM Uβ β
−+ = +  

 
การทําซ้ําจะทําในลักษณะแบบนี้ไปเรื่อยๆ  จนกวาจะไดคา  ( )sβ   ที่ลู เขาสูคาประมาณ                   
ความควรจะเปนสู งสุด   (MLE)  นั่นคือการทําใหผลตางระหว าง   ( )1sβ +   และ   ( )sβ                               
มีคานอยมากๆ  การทําซ้ําจึงเสร็จสิ้นและตัวประมาณความควรจะเปนสูงสุดที่ไดคือ  ( )1sβ +  
 
การประเมินและการตรวจสอบตัวแบบการถดถอย 
 
 การวิเคราะหการถดถอยเชิงเสนนั้นเปนวิธีการที่ใชในการศึกษาความสัมพันธระหวาง
ตัวแปรตามและตัวแปรอธิบาย  เม่ือตัวแปรตามเปนตัวแปรเชิงปริมาณและสนใจคาพยากรณของ
ตัวแปรตามที่เปนเชิงตัวเลข  สําหรับการประเมินตัวแบบของการวิเคราะหการถดถอยเชิงเสน  จะ
อยูภายใตผลบวกกําลังสอง  2  คาคือ  SST   และ  SSE   โดยที่  SST   คํานวณจาก    

( )2

1

n

i
i

SST y y
=

= −∑   เม่ือ  y   คือคาพยากรณของตัวแปรตามกรณีที่ไมมีตัวแปรอธิบายอยูใน    

ตัวแบบการถดถอย   SST   จะวัดความเบ่ียงเบนในการพยากรณของคาสังเกต  iy   รอบ  y     

สวน  SSE   คํานวณจาก  ( )2

1

ˆ
n

i i
i

SSE y y
=

= −∑   เมื่อ  ˆiy   คือคาพยากรณของตัวแปรตามกรณีที่

มีตัวแปรอธิบายในตัวแบบ  คา  ˆiy   ไดจาก  0
ˆ ˆˆi j ijy xβ β= +   โดยคา  SSE   จะวัดความ

เบ่ียงเบนในการพยากรณจากความแปรผันของคาสังเกต  iy   รอบเสนถดถอย  สําหรับการ
ประมาณคาพารามิเตอรของสัมประสิทธ์ิการถดถอย   , 1,...,j j pβ =   จะใชวิธีกําลังสองนอยสุด
แบบสามัญ  (ordinary least  square, OLS)  และสามารถหาคาผลบวกกําลังสองของตัวแบบการ
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ถดถอย (regression sum of squares, SSR)  จากผลตางระหวาง  SST   และ  SSE   คือ  
SSR SST SSE= −    
 
 จากตัวแบบที่แสดงความสัมพันธระหวางตัวแปรตามกับตัวแปรอธบิาย  กอนการ
นําไปใชตองทําการตรวจสอบตัวแบบที่ได  โดยจะใชการทดสอบดวยคาสถิติ  F   ซึ่งมีสมมุติฐาน
ในการทดสอบที่สมมูลกัน  2  สมมุติฐาน  คือ  2

0 : 0H R =   และ  0 1: ... 0pH β β= = =   ของ
การถดถอยเชิงเสน  ที่ไดจากการประมาณพารามิเตอรดวยวิธีกําลังสองนอยสุดแบบสามัญ
สามารถคํานวณไดดังนี ้
 

1
1

n p SSRSSR SSEF
p n p p SSE

     − −
= =     − −     

 

 
เม่ือ  n   คือขนาดตัวอยางและ  p   คือจํานวนตัวแปรอธิบาย  ที่ระดับนัยสําคัญ  α   ถาคา  F   
นอยกวา  , 1p n pF − −   จากตารางจะยอมรับสมมุติฐาน  0H   หมายความวาตัวแปรตามและตัวแปร
อธิบายไมมีความสัมพันธเชิงเสนกัน  ในทํานองกลับกันถาคา  F   มากกวา  , 1p n pF − −   จากตาราง  
จะปฏิเสธสมมุติฐาน  0H   หมายความวามีความสัมพันธระหวางตัวแปรตามกับตัวแปรอธิบาย
อยางนอย  1  ตัว  นั่นคือตัวแบบ  0 1 1 ... p pY X Xβ β β ε= + + + +   มีนัยสําคัญทางสถิติ   
 
 หรืออาจทําการตรวจสอบตัวแบบจากสวนตกคาง (residuals)  สวนตกคางหมายถึง
ผลตางของ  η   และ  η̂   เม่ือ  η̂   คือตัวประมาณของ  η      ทีแ่สดงไดในรูป  Xη β=   มีขนาด
เปน  ( )1,..., Nη η η ′=  โดยที่  ; 1, ..., , 0, 1, ...,i j ij

j

x i N j pη β= = =∑   และ X  คือ 

เมทริกซของตัวแปรอธิบายที่มีคาสังเกตเทากับ N  การตรวจสอบเบ้ืองตนพิจารณาวามีคา
มาตรฐานของสวนตกคาง  (standardized residuals)  ใดบางทีม่ากกวา 2 .S D±   ถามีอาจทํา
ใหตัวแบบการถดถอยที่ไดไมเหมาะสม  ตองทําการปรับตัวแบบใหม  หรือวิเคราะหขอมูลใหมโดย
อาจทดสอบสมมุติฐานเก่ียวกับคาผิดปรกติ  เพื่อสรางตัวแบบใหมที่ไมรวมคาผิดปรกติ  นอกจากนี้
อาจทําการตรวจสอบสวนตกคางของตัวแบบไดดังนี ้
 
 ทําการลงจุดตกคางเทียบกับ  η̂   หรือตัวแปรอธิบาย  X   เพ่ือดูการเปลี่ยนแปลง
ของสวนตกคางเม่ือ  η̂   เปลี่ยนแปลงไปโดยทีส่วนตกคางควรมีคาเฉลี่ยเปนศูนย  และความ
แปรปรวนคงทีส่มํ่าเสมอ  ถาไมพบรูปแบบผิดปรกติใดๆ  แสดงวาตัวแบบเหมาะสมในระดับหนึ่ง  
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η̂ η̂00

แตถาพบรูปแบบผิดปรกติดังภาพที ่  2.4  จะเห็นไดวาความแปรปรวนของสวนตกคางจะมีคา
เพ่ิมขึ้นเม่ือ  η̂   เพ่ิมขึ้น  และความแปรปรวนของสวนตกคางมีคาลดลงเม่ือ  η̂   เพ่ิมขึ้น  แสดงวา
ตัวแบบการถดถอยที่ไดนั้นยังไมเหมาะสมที่จะใชในการพยากรณ  หรือแสดงความสัมพันธระหวาง
ตัวแปรอธิบายและตัวแปรตาม  จะตองทําการหาตัวแบบการถดถอยใหม 
 
residuals       residuals  
 
 
 
 
 

 
ภาพที ่ 2.4  การตรวจสอบความแปรปรวนของสวนตกคางจากความสัมพันธของ  η̂  

 
 การตรวจสอบความเปนอิสระของสวนตกคาง  นอกจากจะพิจารณาจากกราฟของ 

สวนตกคางเทียบกับคาตางๆ  แลว  ถาสวนตกคางขึ้นลงสลับกันเร็วรอบจุด  0  เม่ือคา  X   
เพ่ิมขึ้น  แสดงวาคาคลาดเคลื่อนสุมเปนอิสระตอกัน  แตถาสวนตกคางมีคาสูงกวา  0  ติดๆ  กัน
หลายคา  และมีคาตํ่ากวา  0  ติดกันหลายๆ  คาแสดงวาคาคลาดเคลื่อนสุมนั้นมีความสัมพันธกัน 
สามารถตรวจสอบความสัมพันธโดยใชการทดสอบสหสัมพันธของลําดับ  (serial correlation)  
การทดสอบความมีนัยสําคัญที่นิยมใชกันมากที่สุด  คือการทดสอบของเดอรบินวัทสัน  (Durbin-
Watson test)  
 
 หรืออาจตรวจสอบจากคาสัมประสิทธ์ิการตัดสินใจ ( 2R ) ในการถดถอยเชิงเสนคา  

2R   เปนคาที่แสดงถึงสัดสวนของความแปรผันของตัวแปรตามที่ตัวแบบสามารถอธิบายได  โดยที่  
2R   มีคาอยูระหวาง  0  และ  1  สามารถคํานวณไดจาก   

 
2 1SSR SST SSE SSER

SST SST SST
−

= = = −  
 

และสามารถเขียนในรูปของความสัมพันธระหวางคา  F   และ  2R   ไดดังนี ้
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2 21

1
R RF
p n p

   −
=    − −   

 

 
 ดังที่กลาวไวในตอนตนสําหรับคาสัมประสิทธิ์การตัดสินใจ ( 2R )  วา  2R   จะไม
ลดลงแมวามีตัวแปรอธิบายที่ไมมีความสัมพันธกับตัวแปรตามเพ่ิมเขาไปในตัวแบบ  ดังนั้นถาตัว
แบบการถดถอยมีตัวแปรอธิบายมากกวา  1  ตัว  สัมประสิทธิ์การตัดสินใจที่ปรับคา ( 2

adjR )  
เหมาะสําหรับใชในการตรวจสอบตัวแบบการถดถอยมากกวา  2R   โดยที ่
 

( )2 211 1
1adj

nR R
n p

 −
= − − − − 

 

หรือ 
( )2 111 1

1adj

n MSEn SSER
n p SST SST

− −
= − = − − − 

 

 
นั่นคือ  ( )1MSE SSE n p= − −   จะลดลงก็ตอเม่ือ  2

adjR   มีคาเพ่ิมขึ้น  และการเพ่ิมตัวแปร
อธิบายเขาไปในตัวแบบนั้นไมจําเปนเสมอไปวา  2

adjR   จะมีคาเพ่ิมขึ้น    
 
 สําหรับการประเมินตัวแบบการถดถอยโลจีสติก  จะใชวิธีในทํานองเดียวกันกับการ
ทดสอบสถิติ  F   ของการถดถอยเชิงเสน  โดยที่เทอม  SSE   คือความแปรผันของ  Y   ที่ไม
สามารถอธิบายไดของตัวแบบการถดถอยเชิงเสน  สวนฟงกชันล็อกควรจะเปน  (log-likelihood)  
คือความแปรผันของ   Y   ที่ไมสามารถอธิบายไดของตัวแบบการถดถอยโลจีสติก  การนําเสนอคา  
log-likelihood  นั้น  โดยทั่วไปจะใช   -2log-likelihood  เนื่องจากมีการแจกแจงใกลเคียงกับการ
แจกแจงไคกําลังสอง  (chi-square)  ถาให  0D   หรือ  ( )0ˆ2 ,l y π −     เปนตัวสถิติ  -2log-
likelihood  ทีตั่วแบบมีเพียงเทอมคาคงที ่  (intercept)  ซึ่งเปรียบไดกับ  SST   ในตัวแบบการ
ถดถอยเชิงเสน  และให  MD   หรือ  ( )ˆ2 ,l y π−      เปนตัวสถิต ิ  -2log-likelihood  ของตัวแบบ
การถดถอยโลจีสติกที่มีตัวแปรอธิบาย  p   ตัวที่ตองการทดสอบ  ซึ่งคานี้เปรียบไดกับ  SSE   ใน
การถดถอยเชิงเสน  สําหรับตัวแปรตามแบบทวิภาค  ให  iY   มีการแจกแจงแบรนูลลีโดยทีค่วาม
นาจะเปนที ่ 1Y =   คือ  iπ   เม่ือ  0ˆ yπ =   คา  0D   และ  MD   คํานวณจาก 
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( ) ( ) ( )0
0

1

ˆ2 , 2 log 1 log 1
n

i i
i

D l y y y y yπ
=

 = − = − + − −    ∑  

 

( ) ( ) ( )
1

ˆ ˆ ˆ2 , 2 log 1 log 1
n

M i i
i

D l y y yπ π π
=

= − = − + − −      ∑  

 
สําหรับการวิเคราะหการถดถอยโลจีสติกสามารถหาผลบวกกําลังสองของตัวแบบการถดถอย  
(regression sum of squares)  ไดจากผลตางระหวาง  ( )0ˆ2 ,l y π −     กับ  ( )ˆ2 ,l y π−      หรือ  

0 MD D−   นั่นคือ  0M MG D D= −   ซึ่งเปนตัวสถิติไคกําลังสอง  (chi-square)  ของตัวแบบการ
ถดถอยโลจีสตกิ  ความหมายโดยตรงของ  MG   คือความแตกตางระหวางตัวแบบที่มีเพียงเทอม
คาคงที่และตัวแบบที่มีตัวแปรอธิบายที่ตองการทดสอบ  โดย MG  จะใชทดสอบสมมุติฐาน  

0 1: ... 0pH β β= = =   ของตัวแบบการถดถอยโลจีสติก  ถา  MG   มีคา  p value α− ≤   จะ
ปฏิเสธสมมุติฐาน  0H   แสดงวาตัวแบบควรประกอบดวยตัวแปรอธิบาย  การทดสอบดวย  MG   
จะเหมือนกับการทดสอบดวยตัวสถิติ  F   ในการถดถอยเชิงเสน   
 
 วิธีที่ใชในการตรวจสอบความสัมพันธระหวางตัวแปรตามกับตัวแปรอธิบายในการ
ถดถอยโลจีสตกิ  วิธีหนึ่งที่เห็นไดชัดเจนและมีความถูกตอง  คือการทดสอบอัตราสวนควรจะเปน
ของตัวแบบ  2  ตัวแบบ  ซึ่งตัวสถิติที่ใชในการทดสอบก็คือ  MG   ตัวอยางเชนให  1MG   แทนตัว
สถิติไคกําลังสองที่มีตัวแปร  pX   ในตัวแบบและให  2MG   แทนตัวสถิติไคกําลังสองที่ไมมีตัวแปร  

pX   ในตัวแบบ  จะได  1 2p M MG G G= −   และมีองศาเสรีเทากับ  1  นอกจากนี้ยังสามารถใชตัว
สถิติวาลด  (Wald)  ทดสอบระดับนัยสําคัญของสัมประสิทธิ์การถดถอยแตละตัวได  ตัวสถิติวาลด

คํานวณจาก  ( )

2

.
p

p
p

b
W

S E b

 
=  

  
  คาของตัวสถิติวาลดจะมีการแจกแจงเม่ือใกลอนันตแบบปรกต ิ 

(asymptotic normal distribution)  และมีการคํานวณทํานองเดียวกับการคํานวณตัวสถิต ิ t   ของ
สัมประสิทธิ์การถดถอยในการถดถอยเชิงเสน 
 
  การคํานวณคาสัมประสิทธิ์การตัดสินใจ ( )2R   ในการถดถอยโลจีสติกมีหลายวิธ ี 
สวนใหญใชหลักการคํานวณ  2  วิธี  วิธีแรกคือวิธีกําลังสองนอยสุดแบบสามัญ  (ordinary least 
squared)  สัมประสิทธิ์การตัดสินใจ  ( )2

OR   ในวิธีกําลังสองนอยสุดแบบสามัญนีห้มายถึงสัดสวน
ความแปรปรวนของตัวแปรตามที่สามารถอธิบายไดดวยตัวแบบการถดถอย  คา  2

OR   สามารถ
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คํานวณไดจากคาคลาดเคลื่อนของตัวแบบทีม่ีตัวแปรอธิบาย  ซึ่งวัดความแตกตางระหวางคาของ

ตัวแปรตามและคาพยากรณนั่นคือ  ( )2

1

ˆ
n

i i
i

SSE y π
=

= −∑   เม่ือ  ˆiπ   คือคาพยากรณของ  iy   

และ  ( )2

1

n

i
i

SST y y
=

= −∑   แทนคาคลาดเคลื่อนของตัวแบบที่มีเพียงเทอมคาคงที่  (intercept)  

เม่ือ  y   คือคาเฉลี่ยของ  iy   และจะใชเปนคาพยากรณของ  iy   วิธีที่สองคือวิธคีวามควรจะเปน
สูงสุด (maximum likelihood)  ที่คํานวณคาสัมประสิทธ์ิการตัดสินใจ  ( 2

lR )  โดยใชอัตราสวนของ
ฟงกชันควรจะเปน  (-2log-likelihood)  ของสองตัวแบบ  เม่ือตัวแบบแรกเปนตัวแบบที่มีเพียง
เทอมคาคงที ่ และตัวแบบที่สองเปนตัวแบบที่มีตัวแปรอธิบายที่ตองการทดสอบ  p   ตัว  ซึ่งมีคา
ฟงกชันล็อกควรจะเปนคือ  ( )0ˆ2 ,l y π−   และ  ( )ˆ2 ,l y π−   ตามลําดับ  โฮสเมอรและเลมีโชว  
(Hosmer  and  Lemeshow, 1989)  ไดเปรียบเทียบวาตัวสถิติ  ( )ˆ2 ,l y π−   และ  ( )0ˆ2 ,l y π−   
ของวิธีความควรจะเปนสูงสุดเปรียบเสมือน  SSE   และ  SST   จากวิธีกําลังสองนอยสุดแบบ
สามัญ  ตามลําดับ  ในขณะที่วิธีกําลังสองนอยสุดพยายามทําให  SSE   มีคาตํ่าสุด และวิธี                
ความควรจะเปนสูงสุดพยายามทําให  ( )ˆ2 ,l y π−   มีคานอยสุด  ดังนั้นคา  2

lR   จึงหมายถึงการ
ลดสัดสวนความแปรปรวนใน  ( )ˆ2 ,l y π−   รูปแบบของ  2

OR   และ  2
lR   แสดงไดดังนี ้

 

    
( )

( )

2

2 1

2

1

ˆ
1

n

i i
i

O n

i
i

y
R
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π
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=
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∑

∑
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             ( )2.5  

 
ดังที่ไดกลาวไปแลววาคา  2R   ในตัวแบบการถดถอยโลจสีติกบางครั้งก็ใหขนาดของความสัมพันธ
ทีม่ากเกินไปทั้งทีต่ัวแปรอธิบายที่อยูในตัวแบบนั้นไมมีความสัมพันธกับตัวแปรตาม  เพราะฉะนั้น
สําหรับตัวแบบการถดถอยโลจีสติกที่ประกอบดวยตัวแปรอธิบายที่มีมากกวาหนึ่งตัวแปร  
สัมประสิทธิ์การตัดสินใจที่ปรับคา เหมาะสําหรับตรวจสอบตัวแบบการถดถอยโลจีสติกมากกวา  

2R   อยางไรก็ตามในการปรับคาของสัมประสิทธิ์การตัดสินใจ  ( )2R   นั้นจะตองคํานึงถึง
คุณลักษณะที่ดีของ  2R   ซึ่งมีดังตอไปนี ้ (Kvalseth, 1985)   
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 1.  2R   ควรเปนตัวชี้วัดความเหมาะสมของตัวแบบและสามารถที่จะอธิบาย
ความหมายไดอยางสมเหตสุมผลและเขาใจงาย 

2. 2R   ควรจะเปนอิสระจากหนวยในการวัดของตัวแปรในตัวแบบการถดถอย 
 3.  2R   ควรมีคาอยูระหวาง  0  และ  1  โดย  2R = 1  เมื่อตัวแบบสามารถพยากรณ
ขอมูลไดอยางสมบูรณ  แตถา  2R =0  แสดงวาตัวแปรอธิบายไมมีความสัมพันธกับตัวแปรตาม 

4. 2R   ควรจะประยุกตใชไดกับตัวแบบชนิดตางๆ  ไมวาตัวแปรอธิบายจะเปน     
ตัวแปรสุมหรือตัวแปรไมสุม  และไมคํานึงถึงคุณสมบัติทางสถิติของตัวแปรในตัวแบบ  (ซึ่งรวมถึง
คาคลาดเคลื่อน  ε ) 
 5.   2R   ไมควรขึ้นกับเทคนิคที่ใชในการประมาณตัวแบบการถดถอย  นั้นคือคา 2R  
จะวัดความเหมาะสมและไมเหมาะสมของตัวแบบโดยไมคํานึงถึงวิธีที่ไดมาของตัวแบบ 

6. 2R   ของตัวแบบตางๆ  ที่มาจากขอมูลชุดเดียวกันสามารถเปรียบเทียบกันได 
โดยตรง 

7. คาสัมพัทธของ  2R   นาจะสอดคลองกับคาวัดอื่นๆ  ซึ่งเปนที่ยอมรับในการวัด 
ความเหมาะสมของตัวแบบการถดถอย  เชนคาคลาดเคลื่อนมาตรฐานของคาประมาณตัวแปร
ตาม  ( Ŷ )  และรากที่สองของคาเฉลี่ยคลาดเคลื่อนกําลังสอง  (MSE) 

8. คา 2R  ควรใหน้ําหนักของสวนตกคาง (residuals) ทางบวกและทางลบเทาๆ กัน 
 

 อยางไรก็ตามในการตรวจสอบความเหมาะสมของตัวแบบการถดถอยโลจีสติก  โดย
การใชคาสัมประสิทธิ์การตัดสินใจที่ปรับคา  ( 2

adjR ) สามารถลดปญหาที่เกิดจากการใช 2R   ลงได  
2
adjR   มีประโยชนสําหรับใชเปรียบเทียบตัวแบบการถดถอยที่มีจํานวนตัวแปรอธิบายแตกตางกัน  

การที่คา  2
adjR   ลดลงเมื่อเพ่ิมตัวแปรอธิบายเขาไปในตัวแบบแสดงใหเห็นวาตัวแปรอธิบายที่เพ่ิม

เขาไปนั้นมีความสัมพันธกับตัวแปรตามนอยมาก  มีงานวิจัยตางๆ  ที่สนับสนุนใหใช  2
adjR   

มากกวา  2R   ถาตัวแบบการถดถอยประกอบดวยตัวแปรอธิบายตั้งแต  2  ตัวขึ้นไป   
 
งานวิจัยที่เก่ียวของ 
 
 อัลดริชและเนลสัน  (Aldrich and Nelson, 1984)  ไดเสนอการใช  2pseudo R−   
โดยใชฟงกชันควรจะเปนสูงสุด  MG   คือ 
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โดยที่  n   คือขนาดตัวอยาง  และ ( ) ( )0ˆ ˆ2 , ,MG l y l yπ π = − −    มีการแจกแจงไคกําลังสอง  
เนื่องจาก  MG   ไดมาจากฟงกชันควรจะเปน  2

CR   จึงเปนตัวสถิติที่ดีที่พยายามทําใหไดคาสูงสุด  
อยางไรก็ตามคา  2

CR   นี้จะมีคาไมเทากับ  1  ถึงแมวาตัวแบบจะสามารถพยากรณขอมูลไดอยาง
สมบูรณก็ตาม  เนื่องจากการเพ่ิมขนาดตัวอยางในตัวสวน   
 
 มิทเบิกคและสเชมเปอร  (Mittlb o&& ck  and  Schemper, 1996)  ไดกลาวถึงขอเสีย
ของ  2R   2  ขอ  ขอแรกคือ  2R   ขึ้นอยูกับขอบเขตและการแจกแจงของตัวแปรตาม  และขอสอง
คือถาตัวแปรตามเปนแบบทวิภาค  2R   จะมีคาตํ่ากวาที่ควรจะเปน  แมวาตัวแบบการถดถอยจะ
สามารถพยากรณขอมูลไดอยางสมบูรณก็ตาม  นอกจากนั้นมิทเบิกคและสเชมเปอรไดทําการ
เปรียบเทียบสัมประสิทธิ์การตัดสินใจของตัวแบบการถดถอยโลจีสติกทั้งที่มีการปรับคาและไมปรับ
คาที่คํานวณดวยวิธีกําลังสองนอยสุดแบบสามัญ  และวิธีความควรจะเปนสูงสุด  โดยทําการศึกษา
ภายใตขนาดตัวอยางเทากับ  50, 100, 200  และ   1000  ตัวแปรอธิบายมีการแจกแจงแบรนูลลีที่
มีคา  0  และ  1  ในสัดสวนเทาๆ  กัน  และสําหรับคาสัมประสิทธิ์การถดถอย  1̂β   ถึง ˆ

pβ  
กําหนดใหมีคาเทากันและสมมติุใหเทากับ  3.525, 2.268  และ  1.662  เมื่อ  p = 1, 5  และ  10  
ตามลําดับ  จากการศึกษาพบวาสัมประสิทธ์ิการตัดสินใจที่คํานวณดวยวิธีกําลังสองนอยสุดแบบ
สามัญนั้น  สัมประสิทธิ์การตัดสินใจที่ปรับคาเหมาะสําหรับใชในการวัดความเหมาะสมของตัว
แบบมากกวาสัมประสิทธิ์การตัดสินใจที่ไมปรับคา    ถาอัตราสวน  p n = 0.2  และทํานอง
เดียวกันสําหรับสัมประสิทธิ์การตัดสินใจที่คํานวณดวยวิธีความควรจะเปนสูงสุด  พบวา
สัมประสิทธิ์การตัดสินใจที่ปรับคาใหผลที่ดีกวาสัมประสิทธ์ิการตัดสินใจที่ไมปรับคา  ดวยการใช
ความถูกตองของ ( )1 2p +   และยังแนะนําวาถาจะใชสัมประสิทธิ์การตัดสินใจที่ปรับคา  สําหรับ
การเปรียบเทียบตัวแบบการถดถอยโลจีสติกที่ใชขั้นตอนการคัดเลือกตัวแปรอธิบายแบบขั้น  
(stepwise)  ควรใหคา  p   เปนจํานวนตัวแปรอธิบายที่เขาไปทําการคัดเลือกในตัวแบบทั้งหมด
มากกวาที่จะเปนจํานวนตัวแปรอธิบายในตัวแบบการถดถอยที่ไดในขั้นสุดทาย 
 
 ชีท  (Shieh, 2001)  ไดศึกษาเกี่ยวกับการคํานวณขนาดตัวอยาง  สําหรับตัวแบบการ
ถดถอยโลจีสติก  และตัวแบบการถดถอยปวซง  (Poisson  regression  model)  ซึ่งไดปรับปรุง
สูตรการคํานวณขนาดตัวอยางดวยการรวมคาของการประมาณคาพารามิเตอรตางๆ  ดวยวิธี
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ความควรจะเปนสูงสุดไวในสูตร  ภายใตสมมุติฐานหลัก (null hypothesis)  ทีป่รับปรุงจากวิธีของ
ไวทติมอร  (Whittemore, 1981)  และของซิกนอริน ิ (Signorini, 1991)  เพ่ือใหไดสูตรที่ชัดเจนขึ้น  
ทีใ่ชสําหรับการพิจารณาขนาดตัวอยาง  ผลการศึกษาพบวาวิธีดังกลาวมีความถูกตองมากกวาวิธี
ของไวทติมอร  (Whittemore)  และของซิกนอริน ิ  (Signorini)  ภายใตเง่ือนไขที่สรางขึ้นมา  โดย 
ตัวแบบที่พิจารณาประกอบดวย  2  ตัวแบบไดแก  0 1 1Xη β β= +   และ  0 1 1 2 2X Xη β β β= + +   
พบวาขนาดตัวอยางที่คํานวณได  สําหรับขอมูลที่ตัวแปรอธิบายเปนตัวแปรเชิงคุณภาพแบบ     
อเนกนาม  (multinomial  variable)  มีขนาดตัวอยางตั้งแต  1,700  ขึ้นไป 
 

     ชเตทแลนด (Shtatland, 2000)  ไดแนะนําตัววัด  2R   2  ตัวในคําสั่ง                         
PROC LOGISTIC  และ  PROC  GENMOD ของโปรแกรม  SAS ®   คือ  2

,SAS DEVR   และ  
2

,SAS AICR   โดยที่  2
,SAS DEVR   จะเปรียบเทียบตัวแบบทีมี่ตัวแปรอธิบายกับตัวแบบที่มีเพียงเทอม

คาคงที ่(intercept)  ซึ่งเขียนไดในรูป    
 

( ) ( ){ }2 0
, ˆ ˆ1 exp 2 , ,SAS DEVR l y l y nπ π = − − −   

 
โดยที่  ( )ˆ,l y π   และ  ( )0ˆ,l y π  คือฟงกชันล็อกควรจะเปนสูงสุด (maximized  log likelihood)  
สําหรับตัวแบบที่มีตัวแปรอธิบายและตัวแบบที่มีเพียงเทอมคาคงที่ (intercept)  ตามลําดับ  เม่ือ  
n   คือขนาดตัวอยาง  อยางไรก็ตามจากนิยามของ  2

,SAS DEVR   ไมสามารถทําให  2
,SAS DEVR   มี

คาสูงสุดเปน  1  ได  ตัวอยางเชนสําหรับตัวแบบที่สมบูรณและสวนตกคาง (residuals)  เทากับ  0  
แตปรากฏวาคา  2

,SAS DEVR = 0.75 เทานั้น  ทําใหเปนขอเสียเปรียบที่เห็นไดชัดของตัววัด  
2

,SAS DEVR   นาเจลเคอรเค (Nagelkerke, 1991)  จึงไดทําการปรับคา  2
,SAS DEVR   ดวยการใช

คาสูงสุดของ  2
,SAS DEVR   ที่มีคาเทากับ  ( )0ˆ1 exp 2 ,l y nπ −     ซึ่งจะใชสัญลักษณ  2

, , DEVl adj SASR    
ที่สามารถเขียนไดดังนี ้
 

( ) ( ){ }
( )

0

2
, , 0

ˆ ˆ1 exp 2 , ,

ˆ1 exp 2 ,DEVl adj SAS

l y l y n
R

l y n

π π

π

 − − − =
 −  

 

 
ถึงแมวา  2

, , DEVl adj SASR   สามารถมีคาสูงสุดเทากับ  1  แตปรากฏวาทําใหไดคาที่สูงจนเกินไป  ใน
บางครั้งมีหลายสถานการณที่คาของ  2

,SAS DEVR   ใหคาที่นอย  แตกลับพบวาคา  2
, , DEVl adj SASR   ให
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คาที่สูงมากซึ่งไมสอดคลองกัน  จึงจําเปนตองหา  2R   ตัวใหมมาเปนตัวชี้วัดเพ่ิมเติม  ชเตทแลนด  
(Shtatland, 2000)  จึงไดแนะนํา  2

,SAS AICR   ที่ไดมาจากการปรับคาโดยอาศัยหลักเกณฑ
สารสนเทศของอาไคเคะ (Akaike’s information criterion, AIC)  โดยมีขึ้นตอนการปรับคาดังนี้ ขั้น
แรกปรับคา  2R   โดยใชหลักการปรับคาเหมือนกับ  2R   ของการถดถอยเชิงเสนดวยการใช
จํานวนตัวแปรอธิบายหรือขนาดตัวอยาง  กรณีที่ใชทั้งจํานวนตัวแปรอธิบายและขนาดตัวอยาง 
การปรับคา  2R   ทําไดดังนี ้ 
 

( )
( )

2
1 , 0

ˆ, 11
1ˆ,adj AIC

l y nR
n pl y

π

π
 −

= −  − − 
 

 
ในกรณีที่  n   มีขนาดใหญและ  p   มีจํานวนนอย  การปรับคา  2R   อาจใชแคจํานวนตัวแปร
อธิบายเทานั้น โดยมีสูตรการปรับคาดังนี้  
 

( ) ( )
( )

2
2 , 0

ˆ, 1
1

ˆ, 1adj AIC

l y p
R

l y
π

π

− +
= −

−
 

 
ขั้นตอนการปรับคาขั้นตอมา คือทําการปรับคา  2

1 ,adj AICR  และ  2
2 ,adj AICR   พรอมๆ  กันโดยอาศัย

วิธีการปรับแกของอาไคเคะ (Akaike’s type correction) (Menard, 1995) ซึ่งจะไดดังสมการ
ตอไปนี้    

( ) ( )( ) ( )
( )

2
, , 0

ˆ, 1 1 1
1

ˆ, 1AICl adj SAS

l y p n n p
R

l y
π

π

− + − − −  = −
−

 

 
ดังนั้นการปรับคา  2

, , AICl adj SASR   ที่ใชหลักเกณฑสารสนเทศของอาไคเคะ (Akaike’s information 
criterion, AIC)  นั่นก็เพื่อปองกันความเอนเอียงที่อาจเกิดขึ้นในกรณีที่มีขนาดตัวอยางนอย 
(Hurvich and Tsai, 1995)  คา  2

, , DEVl adj SASR   และ  2
, , AICl adj SASR   สามารถอธิบายความสัมพันธของ

ขอมูลไดดีเพราะ  2
, , DEVl adj SASR   และ  2

, , AICl adj SASR   มีหลักการคํานวณมาจากวิธีความควรจะเปน
สูงสุด  ตัววัด  2

, , DEVl adj SASR   และ  2
, , AICl adj SASR   จึงเหมาะสําหรับชวยในการคัดเลือกตัวแบบ               

การถดถอยโลจีสติก 
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        ธนิษฐา คําศรี  (2546)  ไดทําการศึกษาเปรียบเทียบ  2R   ที่ใชในการตรวจสอบ
ความเหมาะสมของตัว แบบการถดถอยโลจี ส ติก   โดยคา   2R   ที่ นํ ามาศึกษาคือ  

2 2 2 2
,, , ,O l C SAS DEVR R R R   และ  2

, , DEVl adj SASR  และกําหนดตัวแปรตามที่มีสัดสวนของ  Y = 1  ณ  คา  
π   ในระดับตางๆ  ที่มกีารแจกแจงแบรนูลล ี โดยที่  π = 0.01, 0.1, 0.2, 0.3, 0.4  และ  0.5  และ
กําหนดตัวแปรอธิบาย  ,iX i = 1, 2, 3  ประกอบดวยตัวแปรเชิงคุณภาพและเชิงปริมาณ  โดยที่  

1X   มีการแจกแจงปรกต ิ 2X   และ  3X   มีการแจกแจงแบรนูลลี  ขนาดตัวอยางที่ทําการศึกษา
คือ  200, 400, 600, 1000, 2000  และ  3000  พบวาตัวแบบการถดถอยโลจีสติกที่ประกอบดวย
ตัวแปรอธิบายทั้งทีเ่ปนตัวแปรเชิงคุณภาพและเชิงปริมาณ  ตัวสถิติ  2 2

,,C SAS DEVR R   และ  2
OR   ให

คาสัมบูรณของสัมประสิทธ์ิสหสัมพันธกับสัดสวนของ  Y = 1  ตํ่าสุด  เมื่อเปรียบเทียบกับตัวสถิติ  
2
lR  และ 2

, , DEVl adj SASR   ที่มีแนวโนมลดลงเม่ือขนาดตัวอยางเพ่ิมขึ้น   จึงชี้ใหเห็นวา  2 2
,,C SAS DEVR R   

และ  2
OR   เปนตัวสถิติที่สามารถวัดความเหมาะสมของตัวแบบการถดถอยโลจีสติกในแงที่ไม

ขึ้นอยูกับสัดสวนของ  Y = 1  ไดดีกวาตัวสถิติอื่นๆ 
 
 เลียโอะและแมคกี  (Liao  and  McGee, 2003)  ไดเสนอ  2

adjR   ของการถดถอย   
โลจีสติก เพ่ือใชแกปญหาของ  2R   ที่ใหขนาดความสัมพันธที่มากเกินไปเม่ือมีจํานวนตัวแปร
อธิบายเพ่ิมขึ้นและขนาดตัวอยางลดลง  โดยมีการปรับคา  2R   ดวยคาปรับของคาคลาดเคลื่อน
จากการพยากรณที่ไมสามารถแยกได (inherent prediction error, IPE ) ในตัวแบบการถดถอย      
โลจีสติก โดยมีขั้นตอนการทําดังนี้  ขั้นแรกคํานวณคา  IPE   หลังจากนั้นทําการประมาณคา
ความเอนเอียง (bias-corrected estimator) ของคา  IPE   โดยใชหลักการเชนเดียวกับ                  
การประมาณคาความแปรปรวน  ( )2σ   ในตัวแบบการถดถอยดวยวิธี  REML  (restricted  or  
residual  maximum  likelihood)  ดังนั้นวิธีการของเลียโอะและแมคกีคาตัวแปรตามจะถูกแยก
ออกเปน  2  แบบ คือตัวแปรตามมีการแจกแจงแบรนูลลี  ( )( )~i iy Bernoulli π   และ  

( )ˆ~new
i iy Bernoulli π   โดยคา  ˆiπ   มีคาเทากับ  ( )21

1

ˆ
n

i i
i

n y π−

=

−∑   และ  ( )1 ˆ,n l y π−−   

สําหรับการคํานวณคา  2
adjR   ดวยวิธีกําลังสองนอยสุดแบบสามัญ  ( )2

, ,O adj LMR   และวิธี              
ความควรจะเปนสูงสุด  ( )2

, ,l adj LMR   ตามลําดับ  ซึ่งสูตรการคํานวณแสดงไดดังตอไปนี ้ 
 

( ) ( ) ( )

( ) ( ) ( )

2

2 1 1 1
, ,

2

1 1 1

ˆ ˆ ˆ ˆ ˆ1 1
1

1 1

n n n
new new

i i i i i i
i i i

O adj LM n n n
new new

i
i i i

y
R

y y y y y y

π π π π π
= = =

= = =

− − − + −
= −

− − − + −
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∑ ∑ ∑
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และ 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )
2 1 1
, ,

0

1 1

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, log 1 log 1 log 1 log 1
1

ˆ, log 1 log 1 log 1 log 1

n n
new new new new
i i i i i i i i

i i
l adj LM n n

new new new new

i i

l y
R

l y y y y y y y y y

π π π π π π π π π

π

= =

= =

 − − − − + + − −   
= −

 − − − − + + − −   

∑ ∑

∑ ∑
 
เม่ือ ˆ newπ   คือคาประมาณของ  ˆiπ   
 newy   คือคาของตัวแปรตามที่ใชในการวิเคราะหครั้งที่  2 

 newy   คือคาเฉลี่ยของตัวแปรตาม  1 2 ...new new new
new ny y yy

n
+ + +

=    
   ( )ˆ, ,l y π  ( )0ˆ,l y π   และ  n   นิยามไดเชนเดียวกับสมการ  ( )1.2    
 
ผลการศึกษากรณีที่ตัวแปรอธิบายมีการแจกแจงเอกรูปที่ตอเนื่อง  พบวาเม่ือเพ่ิมตัวแปรอธิบายที่
ไมมีความสัมพันธกับตัวแปรตามเขาในตัวแบบคา  2

lR   และ  2
OR   เพ่ิมขึ้นอยางมากและใหคา

ความสัมพันธที่สูง  สวนคา  2
, ,O adj MSR   และ  2

, ,l adj MSR   จะเพ่ิมขึ้นอยางตอเนื่องและคงที่  คา  
2
, ,l adj LMR   และ  2

, ,O adj LMR   จะใหคาใกลเคียงกับคาสัมประสิทธิก์ารตัดสินใจที่แทจริง ( 2
trueR )  และ

พบวาเมื่อทําการเพ่ิมขนาดตัวอยาง  คา  2
adjR   ทั้ง  4  ตัวใหคาที่ใกลเคียงกับคา  2

trueR   สําหรับคา  
2
, ,l adj LMR   ใหผลที่ดีกวาคา  2

, ,O adj MSR   และเหมาะที่จะใชในกรณีที่ตัวแบบมีจํานวนตัวแปรอธิบาย
มากหรือมีขนาดตัวอยางนอย 
 

 กรรณิกา  โกวเครือ (2548)  ไดศึกษาเปรียบเทียบวิธีการประมาณคาพารามิเตอรของ
ตัวแบบการถดถอยโลจีสติกเม่ือตัวแปรตามเปนแบบทวิภาค  4  วิธีไดแก  วิธีฟงกชันจําแนก
ประเภทของฟชเชอร  (Fisher’s discriminant function)  วิธีความควรจะเปนสูงสุดของ                          
นิวตัน ราฟสัน (maximum  likelihood with Newton Raphson)  วิธีควอดาติกวันเสต็ป                         
บูตแสตรป (quadratic  one-step  bootstrap)  และวิธีเอคแซค  โลจีสติก  รีเกรสชัน (exact 
logistic  regression)  ผลการศึกษาพบวาในกรณีที่ตัวแปรอธิบายในตัวแบบมีการแจกแจงความ
นาจะเปนที่แตกตางกัน  วิธีฟงกชันจําแนกประเภทของฟชเชอรเปนวิธีประมาณคาพารามิเตอรที่มี
ประสิทธิภาพสูงสุด 
 


